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New Features in this Guide

This section discusses the changes in this revision of the guide.

Fast-Mount Cache

DMF now includes the fast-mount cache configuration, in which DMF simultaneously
migrates data to a temporary copy on the cache target (such as COPAN MAID) and
to permanent copies on the other targets (such as physical tape). Fast-mount cache
uses volume groups and migrate groups as tier-2 storage. This configuration
provides functionality that is similar to a disk cache manager (DCM), but does not
migrate data downward from the cache to permanent tier-3 storage; therefore,
volumes on the cache can be freed immediately when the fullness threshold is
reached. The method that is used to free volumes in a fast-mount cache eliminates
the need for merging volumes in the fast-mount cache.

For example, using COPAN MAID as a fast-mount cache in conjunction with a
volume group in a physical tape library combines the faster mount/position
characteristics of COPAN MAID along with the effectively unlimited storage capacity
of the tape library. This combination results in faster recall performance for recently
created offline files and is appropriate for sites that have a high turnover of relevant
data, when the most recently migrated files are also the most likely to be recalled.

This feature includes the following new components:

e Therun_fnt_free. sh script to free volumes

= The f ast mount cache object type with the CACHE_MEMBERS parameter
e The MERGE_THRESHOLD parameter in the vol umegr oup object

= The following t askgr oup configuration parameters:

FI LE_RETENTI ON_DAYS
FMC_MOVEFS

FMC_NAME
FREE_VOLUME_M NI MUM
FREE_VOLUME_TARGET
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See:

Additional Changes

"Migration Targets" on page 2

Figure 1-5 and Figure 1-6 on page 10

"Fast-Mount Cache Requirements" on page 26

"Fast-Mount Cache " on page 40

"Use Fast-Mount Cache Appropriately” on page 92

"t askgr oup Object Parameters” on page 220

"t askgr oup Object Example for Fast-Mount Cache Tasks" on page 239
"f ast mount cache Object" on page 274

"vol umegr oup Object” on page 289

"LS for Fast-Mount Cache" on page 306

Support for IBM TS1140 tape drives.

The ability to view, add, and delete licenses via DMF Manager. See "Managing
Licenses and Data Capacity with DMF Manager" on page 138.

Support for the new dntapaci t y(1) command and the ability for DMF Manager
to display an estimate of the remaining capacity. See:

"User Commands" on page 47
"Showing Current DMF Usage and Licensed Capacity" on page 140
"Showing Remaining Storage Capacity" on page 141

Ability to specify the size of volumes, which is important if you want to use the
capacity features, particularly for COPAN VTL and COPAN MAID. Do one of the
following to set the volume size in bytes:

— Use the new - s tapesize option to dnov_| oadt apes(8) when loading new
volumes
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— Use the dmvol adm(8) command with the updat e directive to modify the
t apesi ze field

— Specify the cartridge size on the Add Volumes dialog in DMF Manager
See:
"Set Volume Size If You Want to Use Capacity Features" on page 107
"Managing Volumes" on page 164

Support for the r un_dnmi gr at e. sh script, which executes the dmmi gr at e(8)
command for eligible filesystems. This includes the following new t askgr oup
object parameters that control the operation of dmmi gr at e by specifying that it
run with particular dmm gr at e command-line options:

DVMM GRATE_M NI MUM_AGE (- m minutes)
DVM GRATE_TRI CKLE (- t)

DVM GRATE_VERBCSE (- v)

DVM GRATE_WAI T (- w)

See:
— "Use a Task Group to Run dnmi gr at e Periodically” on page 94
"t askgr oup Object Parameters” on page 220
"t askgr oup Object Example for Periodic dnmi gr at e Tasks" on page 241

New tasks and parameters to restrict the size of the alerts and performance
databases:

— run_renove_al erts. sh removes records from the alerts database according
to the following parameters:

ALERT_RETENTI ON
MAX_ALERTDB_S| ZE
REMALERT PARAVS

— run_renove_perf.sh removes records from the performance database
according to the following parameters:

PERF_RETENTI ON
MAX_PERFDB_S| ZE
REMPERF_PARANMS
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vi

Note: The run_r enove_| ogs. sh task no longer prunes the alerts and
performance databases.

See:

— "Restrict the Size of the Alerts and Performance Records Databases" on page 96
— "Overview of the Tasks" on page 215

— "taskgr oup Object Parameters" on page 220

— "taskgroup Object Example for Removing Alerts" on page 241

— "taskgr oup Object Example for Removing Performance Records" on page 242

Clarifications about temporarily disabling mounting service components. See
"Temporarily Disabling Components" on page 452.

Information about temporarily disabling an OpenVault library using the new - T
option to ov_1 i brary(8). See "Disable an OpenVault Library" on page 455.

Information about filtering alerts in "Filtering Alerts" on page 160.

The new MOUNT_BLOCKED TI MEQUT parameter in the dri vegr oup object
specifies the maximum number of minutes to wait for a volume to be mounted
when another process is using the drive (overriding MOUNT_TI MEQUT). See
"dri vegr oup Object" on page 278.

The DUMP_RETENTI ON parameter now optionally takes minimum and maximum
values. See "t askgr oup Object Parameters" on page 220.

Support for configuring DMF client TCP port assignment in a secure environment
in order to permit more than 512 active connections. See "Site-Defined Client Port
Assignment in a Secure Environment" on page 125.

Support for the new MULTI TAPE_NODES parameter (for Parallel Data Mover
Option and OpenVault only), which restricts the recall of a file that involves
multiple tapes to one of the specified mover nodes. Without this restriction, if a
given file was split across more than one tape, multiple mover nodes can
simultaneously recall portions of it, which may cause a performance degradation.
See "dri vegr oup Object" on page 278.

"Be Aware that APl Commands Change Without Notice" on page 108.
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DMF Manager no longer requires a password to enter observer mode.

The dmmai nt command is deprecated and will be removed in a future release.
Information about is has been moved to Appendix I, "Using dmrai nt to Install
Licenses and Configure DMF" on page 573.

Removal of the following:

— The HA VI RTUAL_HOSTNANME parameter, because it overlaps with the more
general | NTERFACE parameter. Sites using HA_VI RTUAL_HOSTNAME in the
DMF configuration file must now use | NTERFACE instead. See "node Object
Parameters" on page 207.

— The sanpl e_sitelib2. c sample subroutines and sanpl e_sitelib2. nk
sample makefile, which have been superseded by migrate groups. See "Migrate
Groups" on page 39.

Vii
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About This Guide

This publication documents administration of the Data Migration Facility (DMF)
environment.

Related Publications

For information about this release, see the SGI® InfiniteStorage™ Software Platform
(ISSP) release notes (README. t xt ) and the DMF release notes (READVE_DMF. t xt ).

The DMF 5 Filesystem Audit Guide for SGI InfiniteStorage describes how to solve
problems with DMF should you encounter them.
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About This Guide

Also see:

COPAN MAID for DMF Quick Start Guide
COPAN VTL for DMF Quick Start Guide

CXFS 6 Administrator Guide for SGI InfiniteStorage
CXFS 6 Client-Only Guide for SGI InfiniteStorage
High Availability Extension and SGI InfiniteStorage
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OpenVault Operator’s and Administrator’s Guide
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Obtaining Publications

You can obtain SGI documentation as follows:

xlvi

See the SGI Technical Publications Library at http://docs.sgi.com. Various formats
are available. This library contains the most recent and most comprehensive set of
online books, man pages, and other information.

You can view man pages by typing nan title at a command line.

The / docs directory on the ISSP DVD or in the Supportfolio™ download
directory contains the following:

— The ISSP release note: / docs/ READMVE. t xt
— DMF release notes: / docs/ READVE DMF. t xt

— A complete list of the packages and their location on the media:
/ docs/ RPMS. t xt

— The packages and their respective licenses: / docs/ PACKAGE LI CENSES. t xt

The release notes and manuals are provided in the noar ch/ sgi -i sspdocs RPM
and will be installed on the system into the following location:

/usr/ shar e/ doc/ packages/ sgi -i ssp- ISSPVERSION/ TITLE
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The following conventions are used throughout this document:

Convention

comand

manpage (x)

variable

user input

[]

Reader Comments
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Meaning

This fixed-space font denotes literal items such as
commands, files, routines, path names, signals,
messages, and programming language structures.

Man page section identifiers appear in parentheses after
man page names.

Italic typeface denotes variable entries and words or
concepts being defined.

This bold, fixed-space font denotes literal items that the
user enters in interactive sessions. (Output is shown in
nonbold, fixed-space font.)

Brackets enclose optional portions of a command or
directive line.

Ellipses indicate that a preceding element can be
repeated.

If you have comments about the technical accuracy, content, or organization of this
publication, contact SGI. Be sure to include the title and document number of the
publication with your comments. (Online, the document number is located in the
front matter of the publication. In printed publications, the document number is
located at the bottom of each page.)

You can contact SGI in any of the following ways:

= Send e-mail to the following address:

techpubs@sgi.com

= Contact your customer service representative and ask that an incident be filed in
the SGI incident tracking system.

= Send mail to the following address:
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46600 Landing Parkway
Fremont, CA 94538

SGI values your comments and will respond to them promptly.
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Chapter 1

Introduction

This chapter provides an overview of the SGI® InfiniteStorage Data Migration Facility
(DMF). It discusses the following:

= "What Is DMF?" on page 1

< "DMF Requirements" on page 23
< "How DMF Works" on page 27

= "DMF Administration" on page 42
= "DMF Tools Overview" on page 46

What Is DMF?

This section discusses the following:

= "Transparent Tiered-storage Management" on page 2
= "Migration Targets" on page 2

- "Data Flow" on page 11

= "Support for Fileserving Applications" on page 11
= "Scalability and Safety" on page 12

= "Mounting Services" on page 12

= "Parallel Data Mover Option" on page 12

= "DMF Clients" on page 17

= "High Availability" on page 18

< "Managing DMF" on page 18

= "DMF Client Commands Web Service" on page 20
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= "DMF Direct Archiving: Copying Unmanaged File Data to Secondary Storage" on
page 20

= "COPAN VTL and COPAN MAID" on page 22

Transparent Tiered-storage Management

Migration Targets

DMF is an automated tiered-storage management system for SGI environments. As a
filesystem migrator, DMF manages the capacity of online disk resources by
transparently moving file data from the primary filesystem in online disk to secondary
storage on offline media. This lets you cost-effectively maintain a seemingly infinite
amount of data without sacrificing accessibility for users.

DMF automatically detects a drop below the filesystem free-space threshold and then
selects files for migration based on site-defined criteria, such as time of last access.
DMF then migrates the file data from high-performance but more expensive online
disk to levels of decreased-performance but less-expensive offline secondary storage.

Although DMF moves the file data, it leaves inodes and directories intact within the
primary filesystem. When a user accesses a file’s data with normal operating system
commands, DMF automatically recalls the file data from offline media. Because the
inodes and directories are not migrated, users never need to know where the file data
actually resides; migrated files remain cataloged in their original directories and are
accessed as if they were still online. In fact, when using POSIX-compliant commands
for filesystem inquiry, a user cannot determine whether a file is online or offline;
determining the data’s actual residence requires special commands or command
options. The only difference users might notice is a delay in access time.

Therefore, DMF allows you to oversubscribe your online disk in a manner that is
transparent to users.

DMF can migrate data to the following:
= COPAN RAID sets:
— COPAN massive array of idle disks (MAID)
— COPAN virtual tape library (VTL) on MAID
= Disk
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Another server (via NFS or FTP)

Fibre Channel tapes and tape libraries that are supported by the OpenVault or
TMF mounting services

SCSI low-voltage differential (LVD) tapes and tape libraries

Note: If you have a high-voltage differential (HVD) tape or tape library that you
want to use for DMF, you must contact SGI Professional Services for assistance in
obtaining the appropriate HVD-LVD converter.

The LVD requirement is only for tapes and tape libraries. It does not apply to
HVD disk.

You can use disk or COPAN RAID sets as a cache in conjunction with another
migration target to provide multiple tiers of migration:

Disk cache manager (DCM) media-specific process (MSP) configuration generally first
migrates data to temporary cache on (for example) serial ATA (SATA) disk and
then at a later time migrates the data from the SATA disk to permanent storage on
physical tape.

Fast-mount cache configuration simultaneously migrates data to a temporary copy
on the cache target (such as COPAN MAID) and to permanent copies on the other
targets (such as physical tape). This configuration provides similar functionality to
a DCM but does not migrate data from the cache to the third tier, so volumes on
the cache can be freed immediately when the fullness threshold is reached.

SGI always recommends that you migrate at least two copies to permanent storage
targets in order to prevent file data loss in the event that a migrated copy is lost.
When using a fast-mount cache, SGI therefore recommends that you migrate at least
three copies (one to the temporary cache and two to permanent storage targets).

The following figures show the concepts of migrating and recalling file data:

Figure 1-1 and Figure 1-2 show an example of the process where the second tier of
storage could be COPAN MAID, COPAN VTL, physical tape, or disk.

Figure 1-3 and Figure 1-4 show an example of the process using three tiers of
storage with a DCM, where the secondary storage moves first to
lower-performance but less-expensive disk, then to inexpensive tape. The file will
be recalled from disk cache as long as it resides there because it is faster than
recalling from tape.
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= Figure 1-5 and Figure 1-6 show an example of the process using three tiers of
storage with fast-mount cache, where a copy of the data is simultaneously placed
in COPAN MAID (second tier) and on physical tape (third tier). The file will be
recalled from the COPAN MAID cache as long as it resides there because it is
faster than recalling from tape. Unlike the DCM, this method does not migrate
data from the cache to the third tier, so volumes on the cache can be freed
immediately when the fullness threshold is reached.

Note: For simplicity, these figures do not address a permanent second copy. Data will
be recalled from a second copy only if necessary.
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Before migrating
(regular file)

After migrating
(dual-state file)

Primary filesystem
st tier

High-performance disk

inode

data

Secondary storage
2nd tier

MAID/VTL/Tape/Disk

Primary filesystem
1st tier

High-performance disk

inode

data
| I
Secondary storage
2nd tier
k MAID/VTL/Tape/Disk
data
Migrate file

Figure 1-1 Two Tiers: Migrating File Data
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Primary filesystem

After freeing space 1st tier

(offline file)

High-performance disk

inode

Secondary storage
2nd tier

MAID/VTL/Tape/Disk

data
Recalling file data ) )
. ina fil Primary filesystem
(unmigrating file) 1st tier
High-performance disk
inode
| | Recall file
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Data Flow

Figure 1-7 provides a conceptual overview of the data flow between applications and
storage media.

Data flow

I/0
libraries

w50 ——=®O ——TT >

Secondary storage

Figure 1-7 Application Data Flow

Support for Fileserving Applications
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DMF supports a range of storage management applications. In some environments,
DMF is used strictly to manage highly stressed online disk resources. In other
environments, it is also used as an organizational tool for safely managing large
volumes of offline data. In all environments, DMF scales to the storage application
and to the characteristics of the available storage devices.

DMF interoperates with the following:

= Standard data export services such as Network File System (NFS) and File
Transfer Protocol (FTP)

= XFS® filesystems
e CXFS™ (clustered XFS) filesystems
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Scalability and Safety

Mounting Services

= Microsoft® Server Message Block (SMB), which is also known as the Common
Internet File System (CIFS), as used by Samba when fileserving to Windows®
systems

By combining these services with DMF, you can configure an SGI system as a
high-performance fileserver.

DMF transports large volumes of data on behalf of many users and has evolved to
satisfy customer requirements for scalability and the safety of data. Because system
interrupts and occasional storage device failures cannot be avoided, it is essential that
the integrity of data be verifiable. Therefore, DMF also provides tools necessary to
validate your storage environment. See "DMF Tools Overview" on page 46.

When you purchase DMF, you also receive the following mounting services:
= OpenVault storage library management facility

= Tape Management Facility (TMF)

Parallel Data Mover Option

12

The individual processes that migrate and recall data are known as data mover
processes. Nodes that run data mover processes are data movers; this may include the
DMF server node if it is configured to use the integrated data mover functionality and, if
you have purchased the Parallel Data Mover Option, the parallel data mover nodes. The
DMF server and the parallel data mover nodes can each run multiple data mover
processes.

As shown in Figure 1-8, the basic DMF product (that is, without the Parallel Data
Mover Option) runs data mover processes on the DMF server. This allows the DMF
control system to reside on a single server and minimizes the cost of a DMF
implementation. Additional nodes can be installed with DMF client software (see
"DMF Clients" on page 17).

Figure 1-9 shows DMF in a CXFS clustered filesystem environment.
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Note: All nodes connect to a network. For simplicity, the network and DMF clients

are not shown in the following figures.
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mover

functionality

Storage Infrastructure

FC switch

Secondary
storage

Online
high-performance
disk

Figure 1-8 Basic DMF in an NFS Environment

User Workload

NFS client
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Figure 1-9 Basic DMF in a CXFS Environment

For users with higher throughput requirements, the Parallel Data Mover Option
allows additional data movers to operate in parallel with the integrated data mover
functionality on the DMF server, increasing data throughput and enhancing resiliency.

The parallel data mover node’s dedicated function is to move data from the primary
filesystem to secondary storage or from secondary storage back into the primary
filesystem. Offloading the majority of 1/0 from the integrated data mover
functionality on the DMF server improves 1/0 throughput performance.

Because multiple parallel data mover nodes can be used to move data, DMF can scale
its 1/0 throughput capabilities. When one parallel data mover node hits its peak
throughput capabilities, you can add parallel data mover nodes to the configuration
as needed to improve 1/0 performance. Each parallel data mover node can improve
overall DMF performance by up to its maximum performance. For example, if you
have parallel data mover nodes that each provide up to a 2-GB/s increase, then
having a configuration with three of these parallel data mover nodes would provide a
net increase of up to 6 GB/s. Additional drives and filesystem bandwidth may be
required to realize the benefit from additional parallel data mover nodes.
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Basic DMF can run in an environment with or without CXFS. If DMF is managing a
CXEFS filesystem, DMF will ensure that the filesystem’s CXFS metadata server is the
DMF server and will use metadata server relocation if necessary to achieve that
configuration (see "Configure DMF Appropriately with CXFS™" on page 85). With the
Parallel Data Mover Option, DMF must always run in a CXFS environment. The
parallel data mover nodes are SGI ia64 and SGI x86_64 machines that are installed
with the SGI DMF Parallel Data Mover software package, which includes the
required underlying CXFS software.

Note: From the CXFS cluster point of view, the DMF parallel data mover node is a
CXFS client-only node. Therefore, each parallel data mover node counts towards the
total CXFS cluster node count, which is 64 nodes maximum. If you have a cluster
with 2 CXFS server-capable administration nodes and 2 CXFS client-only nodes
installed as parallel data mover nodes, then you could have a total maximum number
of 60 other CXFS client-only nodes doing normal client-only work (2+2+60=64). The
parallel data mover nodes must be dedicated to DMF data-mover activities; they
cannot perform any other functions that would be normal for CXFS client-only nodes.

The parallel data mover node has specific hardware requirements and must access the
secondary storage media on a port that is not used by CXFS. See "SAN Switch Zoning
or Separate SAN Fabric Requirement" on page 24.

If you choose the DMF Parallel Data Mover Option, you must use OpenVault for
those drive groups (DGs) that contain drives on parallel data mover nodes.

Figure 1-10 shows the concept of DMF using parallel data mover nodes in a CXFS
cluster with only one server-capable administration node.
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Figure 1-10 DMF with the Parallel Data Mover Option in a CXFS Environment
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In a configuration with the Parallel Data Mover Option, the DMF server still provides
the following services (just as with basic DMF):

< DMF administration (see "DMF Administration" on page 42)

= Backups
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All 170 for data transfer to and from disks that is associated with FTP, disk, or
DCM MSPs (see "How DMF Works" on page 27)

By default, a portion of I/0 for data transer to and from secondary storage (using
its integrated data mover functionality)

For more information, see:

DMF Clients

Chapter 7, "Parallel Data Mover Option Configuration" on page 343
CXFS 6 Administrator Guide for SGI InfiniteStorage
CXFS 6 Client-Only Guide for SGI InfiniteStorage

DMF supports clients running one of the following operating systems (for the specific
versions supported, see the DMF release notes):

SGI IRIX®

Apple® Mac OS X®

Red Hat® Enterprise Linux® (RHEL)
SUSE® Linux® Enterprise Server (SLES)

Sun™ Solaris™

A subset of DMF commands are available on DMF clients. See "User Commands" on
page 47.

Note: If you have DMF client platforms in your configuration, the DMF server must
be configured to have the xi net d(8) daemon running. The xi net d daemon is
enabled by default.

007-5484-010
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High Availability

A\

Managing DMF

18

You can run DMF in a high-availability (HA) cluster using the SUSE Linux Enterprise
High Availability Extension (HAE) product. The HAE product provides the
infrastructure to fail over HA resources that survive a single point of failure. An HA
resource is a service, usually associated with an IP address, that is managed by HAE.
A resource group is a set of resources that must be managed and failed over as a set.

Caution: If you run DMF in an HA cluster, there are some configuration requirements
and administrative procedures (such as stopping DMF) that differ from the
information in this guide. For more information, see High Availability Extension and
SGI InfiniteStorage.

DMF provides a set of tools to help you configure, monitor, and manage the DMF
system. See "DMF Tools Overview" on page 46.

DMF Manager is a web-based tool you can use to configure DMF, deal with
day-to-day DMF operational issues, and focus on work flow. DMF Manager is useful
for all DMF customers from enterprise to high-performance computing and is
available via the Firefox® and Internet Explorer® web browsers.

At a glance, you can see if DMF is operating properly. An icon in the upper-right
corner indicates if DMF is up (green) or down (upside down and red). If DMF
requires attention, DMF Manager makes actions available to identify and resolve
problems. The tool volunteers information and provides context-sensitive online help.
DMF Manager also displays performance statistics, allowing you to monitor DMF
activity, filesystems, and hardware.

Figure 1-11 is an example of the Overview panel. It shows that DMF is up (green
icon), that it has some warnings that may require action (yellow icon), and that the
/dm _f s2 filesystem is related to the vol umel and vol une2 volume groups (VGS).
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Figure 1-11 DMF Manager

For details, see Chapter 5, "Using DMF Manager" on page 127.
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DMF Client Commands Web Service

DMF Direct Archiving:

20

DMF provides access to a subset of the DMF client functions via the DMF client
Simple Object Access Protocol (SOAP) web service. For more information, see
Chapter 15, "DMF Client SOAP Service" on page 459.

Copying Unmanaged File Data to Secondary Storage

If your primary workspace is a POSIX filesystem that is not DMF-managed (an
unmanaged filesystem, such as Lustre™ filesystems), DMF direct archiving lets you
manually copy files directly to secondary storage via DMF by using

the dmar chi ve(1) command. DMF copies the file data to secondary storage while
placing the metadata in a visible DMF-managed filesystem, as shown in Figure 1-12.

Primary work area

file data Secondary storage
Unmanaged dmarchive
filesystem
(such as Lustre) (copy or i
retrieve) DMF filesystem
metadata

Figure 1-12 Archiving Files from an Unmanaged Filesystem to Secondary Storage

Figure 1-13 shows that the Lustre server is serving the / | ust r ef s/ wor k filesystem,
which is mounted on both the DMF server and the DMF client, allowing you to run
the dmar chi ve command. The DMF server is managing the / dnf filesystem, which
is NFS-mounted at / mt / dnf usr 1 on the DMF client.
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Figure 1-13 DMF Direct Archiving

Online
high-performance
disk

User Workload

DMF client
/1 ustrefs/work
/ mt / dnf usr 1

Without the dmar chi ve command, you would have to first manually copy the file to
a DMF-managed filesystem and then manually migrate the files. For example:

dnfclient%cp -a /lustrefs/work /mt/dnfusrl
dnfclient% dnput /mt/dnfusr1/ work/*

However, using dmar chi ve on a DMF client, you can achieve the same results with a

single command:

dnfclient%dnmarchive -a /lustrefs/work /mt/dnfusrl

Using drar chi ve, the file data will be copied directly to DMF secondary storage and

the file metadata will be copied to the specified DMF-managed filesystem (/ dnf) .

The dmar chi ve command recursively copies the entire directory structure (similar to
cp - a), so the metadata will reside in / dnf / wor k.

On retrieval, the data is copied directly from DMF secondary storage to the

DMF-unmanaged filesystem. The dmar chi ve method is therefore more efficient

because it requires less time, bandwidth, and filesystem capacity.
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COPAN VTL and COPAN MAID

22

COPAN cabinets are power-efficient long-term data storage units that are ideally
suited to cost-effectively address the long-term data storage requirements of
write-once/read-occasionally (WORO) data. DMF supports:

= COPAN native massive array of idle disks (MAID)
< COPAN virtual tape library (VTL) on MAID

The COPAN cabinet has up to eight shelves that function as independent libraries.
You can use migrate groups (MGs) to combine multiple COPAN shelves into a single
destination for a migration request.

You can also use COPAN shelves as a fast-mount cache in conjunction with another
migration target (such as a physical tape library).

For more information, see:

= "Migrate Groups" on page 39

= "Fast-Mount Cache " on page 40

= "Configure Appropriately for COPAN Shelves" on page 89
= "Use Fast-Mount Cache Appropriately” on page 92

e COPAN VTL for DMF Quick Start Guide

e COPAN MAID for DMF Quick Start Guide

Note: For information about the preconfigured ArcFiniti™ fully-integrated disk-based
data archiving solution, see ArcFiniti Operations Guide.
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DMF Requirements

Note: See the InfiniteStorage Software Platform (ISSP) release note and the DMF
release note for the supported kernels, update levels, service pack levels, software
versions, libraries, and tape devices.

This section discusses the following:

= "Server Node Requirements" on page 23

= "Parallel Data Mover Node Requirements" on page 24

= "Mounting Service Requirements" on page 24

= "License Requirements" on page 24

< "DMAPI Requirement" on page 24

= "SAN Switch Zoning or Separate SAN Fabric Requirement" on page 24
< "DMF Manager Requirements" on page 25

= "DMF Client SOAP Requirements" on page 25

= "DMF Direct Archiving Requirements" on page 26

= "Fast-Mount Cache Requirements" on page 26

Server Node Requirements

007-5484-010

A DMF server node requires the following:

e SGI ia64 or SGI x86_64 hardware

Note: In a DMF configuration with CXFS or HA, the DMF server must run on
either all SGI ia64 systems or all SGI x86_64 systems.

= SUSE Linux Enterprise Server Service Pack 1 (SLES 11 SP1) as documented in the
ISSP release note

= DMF server software and associated products distributed with the ISSP release

23
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Parallel Data Mover Node Requirements
DMF parallel data mover nodes require the following:
e SGI ia64 or SGI x86_64 hardware
= Same operating system as the DMF server and CXFS metadata server

< DMF parallel data mover node software (which includes the required underlying
CXFS client-only software)

If you use the Parallel Data Mover Option, you must use OpenVault for those DGs
that contain drives on parallel data mover nodes. See "Parallel Data Mover Option"
on page 12.

Mounting Service Requirements
OpenVault requires ksh, not pdksh.

TMF has no DMF-specific requirements.

License Requirements

DMF is a licensed product. See Chapter 2, "DMF Licensing" on page 57.

DMAPI Requirement

For filesystems to be managed by DMF, they must be mounted with the DMAPI
interface enabled. See "Filesystem Mount Options" on page 113.

SAN Switch Zoning or Separate SAN Fabric Requirement

Drives must be visible only from the active DMF server, the passive DMF server (if
applicable), and the parallel data mover nodes. The drives must not be visible to any
other nodes. You must use one of the following:

= Independent switches (in a separate SAN fabric)

= Independent switch zones for CXFS/XVM volume paths and DMF drive paths
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(other than those that are dedicated to being parallel data mover nodes), data can

e Warning: If the drives are visible to any other nodes, such as CXFS client-only nodes
become corrupted or overwritten.

DMF requires independent paths to drives so that they are not fenced by CXFS. The
ports for the drive paths on the switch must be masked from fencing in a CXFS
configuration.

XVM must not fail over CXFS filesystem 1/0 to the paths visible through the
tape/disk HBA ports when Fibre Channel port fencing occurs.

DMF Manager Requirements
DMF Manager has the following requirements:
= The DMF Manager software is installed on the DMF server node.
= One of the following web browsers:
— Firefox 3.6 and later (Firefox is the preferred browser)

— Internet Explorer 7.n (7.0 or later) and Internet Explorer 8

Note: DMF Manager may also work other browsers, but its functionality is not
tested.

= Before saving or applying configuration changes, you must make and mount the
filesystems used for the DMF administrative directories. See "Configure DMF
Administrative Directories Appropriately” on page 75.

DMF Client SOAP Requirements

To use the DMF Client SOAP capability, the software must be installed on the DMF
server node.
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DMF Direct Archiving Requirements

DMF direct archiving has the following requirements:

The unmanaged filesystem must be visible and mounted in the same location on
the DMF server and any parallel DMF mover nodes. (The DMF server need not be
the server of the unmanaged filesystem; for example, the DMF server need not be
the Lustre server.)

The unmanaged filesystem must be visible to DMF clients from which you want
to run the dmar chi ve(1l) command, but may have the filesystem mounted on a
different mount point.

The unmanaged filesystem must be mounted on the DMF server and any parallel
DMF mover nodes so that the r oot user is able to access the filesystem with r oot
privileges (that is, with r oot squashing disabled).

The unmanaged filesystem must be fast enough to permit efficient streaming
to/from secondary storage. If this is not the case, the speed could be so slow as to
render DMF useless; in that situation, copying the file to a DMF-managed
filesystem via cp(1) and migrating the file may be a better option.

If a filesystem does not meet these requirements, do not add it to the DMF
configuration file as an unmanaged filesystem.

Fast-Mount Cache Requirements

The fast-mount cache feature requires the following at a minimum:

Migrating at least two copies simultaneously, one temporary copy to the
fast-mount cache (such as COPAN MAID) and at least one permanent copy to
another target (such as physical tape).

Note: SGI always recommends that you migrate at least two copies to permanent
storage targets in order to prevent file data loss in the event that a migrated copy
is damaged. When using a fast-mount cache, SGI therefore recommends that you
migrate at least three copies (one to the temporary cache and two to permanent
storage targets).

Configuring a task to empty the cache.

See "Use Fast-Mount Cache Appropriately” on page 92.

26
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How DMF Works

DMF File Concepts
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This section discusses the following:

"DMF File Concepts" on page 27

"DMF Mechanisms" on page 28

"DMF Databases" on page 31

"Migrating a File" on page 31

"Recalling a Migrated File" on page 32

"File Regions and Partial-State Files" on page 33

"Ensuring Data Integrity" on page 34

"DMF Architecture" on page 35

"Capacity and Overhead" on page 39

"Migrate Groups" on page 39

"Fast-Mount Cache " on page 40

DMF regards files as being one of the following:

Regular files are user files residing only on online disk.

Migrating files are files whose offline copies are in progress.

Migrated files are files that have one or more complete offline copies and no
pending or incomplete offline copies. Migrated files are one of the following:

Dual-state files are files where the data resides both on online disk and on
secondary storage

Offline files are files where the data is no longer on online disk

Unmigrating files are previously offline files in the process of being recalled to
online disk

Partial-state files are files with some combination of dual-state, offline, and/or
unmigrating regions
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DMF Mechanisms

DMF does not migrate pipes, directories, or UNIX® or Linux special files.

Like a regular file, a migrated file has an inode. An offline file or a partial-state file
requires the intervention of the DMF daemon to access its offline data; a dual-state
file is accessed directly from the online disk copy.

The operating system informs the DMF daemon when a migrated file is modified. If
anything is written to a migrated file, the offline copy is no longer valid, and the file
becomes a regular file until it is migrated again.

If you are using DMF direct archiving to copy files from a filesystem that is not
DMF-managed, archiving files are files where the original resides on an unmanaged
filesystem (one not managed by DMF, such as Lustre) and whose offline copies are in
progress. When the process completes, the files are offline files.

Offline media is the destination of all migrated data and is managed by a daemon-like
DMF component called a media-specific process (MSP) or a library server (LS):

e FTP MSP (dnft prsp) uses the file transfer protocol to transfer data to and from
disks of another system on the network.

« Disk MSP (dndskmnsp) uses a filesystem mounted on the DMF server itself. This
can be a local filesystem or a remote filesystem mounted through NFS or a similar
file-sharing protocol.

= Disk cache manager (DCM) MSP is the disk MSP configured for n-tier capability by
using a dedicated filesystem as a cache. DMF can manage the disk MSP’s storage
filesystem and further migrate it to tape or MAID, thereby using a slower and
less-expensive dedicated filesystem as a cache to improve the performance when
recalling files. The filesystem used by the DCM MSP must be a local XFS or CXFS
filesystem.

e LS (dmat | s) transfers data to and from the following types of volumes:
— Magnetic tape in a tape library (also known as a robotic library or silo)
- RAID sets in a COPAN MAID system!
— Virtual tapes in a COPAN VTL system

1 For historical reasons, these volumes are sometimes referred to as tapes in command output and documentation.

28
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You can use a migration target with fast mount/position characteristics (such as
COPAN MAID) in conjunction with other migration targets (such VGs or MGs on
physical tape) to provide a fast-mount cache by migrating the appropriate number
of copies and defining a task that will empty the fast-mount cache volumes when
they reach a certain threshold. See "Fast-Mount Cache " on page 40.

A site can use any combination of LS, disk MSP, FTP MSP, DCM MSP, or fast-mount
cache; they are not mutually exclusive.

Figure 1-14 and Figure 1-15 summarize these concepts.

Before DMF: Regular File

Online
high-performance
. disk
inode
data

Figure 1-14 DMF Mechanisms: Before Migrating with DMF
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After DMF: Offline File
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Figure 1-15 DMF Mechanisms: After Migrating Data and Freeing Space
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DMF Databases

Migrating a File

007-5484-010

The DMF daemon keeps track of migrated files in the daemon database. The key to
each file is its bit-file identifier (BFID). For each migrated file, the daemon assigns a
BFID that is stored in the file’s inode. There is a daemon database record for each
copy of a migrated file.

The daemon database also contains information such as the following:
e The MSP/VG name
= The MSP/VG key for each copy of a migrated file

When you use an MSP, the daemon database contains all of the information required
to track a migrated file.

If you use an LS, there is also the LS database, which contains two tables of records:

= Catalog (CAT) records track the location of migrated data on volumes. There is one
CAT record for each migrated copy of a file. If a migrated copy is divided
between multiple volumes, there will be a CAT record for each portion or chunk.

= Volume (VOL) records contain information about the volumes. There is one VOL
record for each volume.

Detailed information about the daemon and LS databases and their associated utilities
is provided in "CAT Records" on page 394 and "VOL Records" on page 394.

Note: The databases consist of multiple files. However, these are not text files and
cannot be updated by standard utility programs. See "Database Backups" on page 447.

There are also databases for DMF Manager performance records and alerts.

For information about the OpenVault database, see OpenVault Operator’s and
Administrator’s Guide.

As a DMF administrator, you determine how disk space capacity is handled by doing
the following:

= Selecting the filesystems that DMF will manage

= Specifying the amount of free space that will be maintained on each filesystem
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Space management begins with a list of user files that you rank according to your
own criteria. File size and file age are among the most common ranking criteria.

File migration occurs in two stages:
= Stage One: A file is copied (migrated) to secondary storage

= Stage Two: After the copy is secure, the file is eligible to have its data blocks
released (this usually occurs only after a minimum space threshold is reached)

You choose both the percentage of the filesystem to migrate and the amount of free
space. You as the administrator can trigger file migration or file owners can issue
manual migration requests.

A file is migrated when the automated space management controller dnf sf r ee(8)
selects the file or when an owner requests that the file be migrated by using the
drput (1) command.

When the daemon receives a request to migrate a file, it does the following:
1. Adjusts the state of the file.
2. Ensures that the necessary MSPs/ VGs are active.

3. Sends a request to the MSPs/VGs, who in turn copy data to the secondary
storage media.

When the MSPs/VGs have completed the offline copies, the daemon marks the file as
migrated in its database and changes the file to dual-state. If the user specifies the
drmput - r option, or if dnf sf r ee requests that the file’s space be released, the
daemon releases the data blocks and changes the user file state to offline.

For more information, see the dnput (1) man page.

Recalling a Migrated File

32

When a migrated file must be recalled, a request is made to the DMF daemon. The
daemon selects an MSP or VG from its internal list and sends that MSP/VG a request
to recall a copy of the file. If more than one MSP or VG has a copy, the first one in
the list is used. (The list is created from the configuration file.)

After a user has modified or removed a migrated file, its BFID is soft-deleted, meaning
that it is logically deleted from the daemon database. This is accomplished by setting
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the delete date field in the database to the current date and time for each entry
referring to the modified or removed file.

A file is hard-deleted when its BFID is completely removed from the DMF databases.
You can configure DMF to automatically perform hard-deletes. This is done using the
run_har d_del et e. sh task, which uses the dimhdel et e(8) utility.

The soft-delete state allows for the possibility that the filesystem might be restored
after the user has removed a file. When a filesystem is reloaded from a backup image,
it is restored to a state at an earlier point in time. A file that had been migrated and
then removed might become migrated again due to the restore operation. This can
create serious problems if the database entries for the file have been hard-deleted. In
this case, the user would receive an error when trying to open the file because the file
cannot be retrieved.

Note: Do not hard-delete a database entry until after you are sure that the
corresponding files will never be restored.

Hard-delete requests are sent to the relevant MSPs and VGs so that copies of the file
can be removed from media. For a VG, this involves volume merging, which means
copying active data from volumes that contain largely obsolete data to volumes that
contain mostly active data.

File Regions and Partial-State Files

007-5484-010

DMF-managed files can have different residency states (online or offline) for different
regions of a file. A region is a contiguous range of bytes that have the same residency
state. This means that a file can have one region that is online for immediate access
and another region that is offline and must be recalled to online media in order to be
accessed.

DMF allows for multiple distinct file regions. A file that has more than one region is
called a partial-state file. A file that is in a static state (that is, not currently being
migrated or unmigrated) can have multiple online and offline regions. You can use the
MAX_MANAGED REG ONS parameter to configure the maximum number of file regions
that DMF will allow on a file. You can set this parameter on a per-filesystem basis.

Note: You should use MAX_MANAGED REQ ONS cautiously. If set capriciously,
filesystem scan times can increase greatly. For details about using
MAX_MANAGED REG ONS, see "f i | esyst emObject” on page 244.
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Partial-state files provide the following capabilities:

= Accelerated access to first byte, which allows you to access the beginning of an
offline file before the entire file has been recalled.

= Partial-state file online retention, which allows you to keep a specific region of a file
online while freeing the rest of it (for example, if you wanted to keep just the
beginning of a file online). See "r anges Clause" on page 268.

= Partial-state file recall, which allows you to recall a specific region of a file without
recalling the entire file. For more information, see the dnput (1) and dnget (1) man

pages.

To turn off the partial-state file feature, set the PARTI AL_STATE_FI LES daemon
configuration parameter to of f .

For additional details, see Appendix F, "Considerations for Partial-State Files" on page
563.

Ensuring Data Integrity

34

DMF provides capabilities to ensure the integrity of offline data. For example, you can
have multiple MSPs or VGs with each managing its own pool of volumes. Therefore,
you can configure DMF to copy filesystem data to multiple offline locations.

DMF stores data that originates in a CXFS or XFS filesystem. Each object stored
corresponds to a file in the native filesystem. When a user deletes a file, the inode for
that file is removed from the filesystem. Deleting a file that has been migrated begins
the process of invalidating the offline image of that file. In the LS, this eventually
creates a gap in the volume. To ensure effective use of media, the LS provides a
mechanism for reclaiming space lost to invalid data. This process is called volume
merging.

Much of the work done by DMF involves transaction processing that is recorded in
databases. The DMF databases provide for full transaction journaling and employ
two-phase commit technology. The combination of these two features ensures that
DMF applies only whole transactions to its databases. Additionally, in the event of an
unscheduled system interrupt, it is always possible to replay the database journals in
order to restore consistency between the DMF databases and the filesystem. DMF
utilities also allow you to verify the general integrity of the DMF databases
themselves.

See "DMF Administration" on page 42 for more information.
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DMF Architecture
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DMF consists of the DMF daemon and one or more MSPs or LSs. The DMF daemon
accepts requests to migrate filesystem data from the DMF administrator or from
users, and communicates with the operating system kernel to maintain a file’s
migration state in that file’s inode.

The DMF daemon is responsible for dispensing a unique BFID for each file that is
migrated. The daemon also determines the destination of migration data and forms
requests to the appropriate MSP/LS to make offline copies.

The MSP/LS accepts requests from the DMF daemon. For outbound data, the LS
accrues requests until the amount of data justifies a volume mount. Requests for data
retrieval are satisfied as they arrive. When multiple retrieval requests involve the
same volume, all file data is retrieved in a single pass across the volume.

DMF uses the DMAPI kernel interface defined by the Data Management Interface
Group (DMIG). DMAPI is also supported by X/Open, where it is known as the
XDSM standard.

Figure 1-16 illustrates the basic DMF architecture. Figure 1-17 shows the architecture
of the LS.
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Figure 1-17 Library Server Architecture

There is one LS process (drmat | s) per library, which maintains a database that all of
its components share. The entities in the shaded boxes in Figure 1-17 are internal
components of the dmat | s process. Their functions are as follows:

Drive group The DG is responsible for the management of a group
of interchangeable drives located in the library. These
drives can be used by multiple VGs (see volume group
below) and by non-DMF processes, such as backups
and interactive users. However, in the latter cases, the
DG has no management involvement; the mounting
service (TMF or OpenVault) is responsible for ensuring
that these possibly competing uses of the drives do not
interfere with each other.
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\Volume group

Allocation group

Resource scheduler

Standard resource
scheduler algorithm

Resource watcher

The main tasks of the DG are to:
< Monitor 1/0 for errors

= Attempt to classify the errors as volume, drive, or
mounting service problems

= Take preventive action

The VG holds at most one copy of user files on a pool
of volumes, of which it has exclusive use. It can use
only the drives managed by a single DG.

The AG is really a special type of VG, used to hold a

communal pool of empty volumes. These volumes can
be transferred to a VG as they are needed, and can be
returned when empty again. Use of an AG is optional.

In a busy environment, it is common for the number of
drives requested by VGs to exceed the number
available. The purpose of the resource scheduler is to
decide which VGs should have first access to drives as
they become available and which should wait, and to
advise the DG of the result. The DMF administrator
can configure the resource scheduler to meet site
requirements.

This routine is an internal component of the dmat | s
process. Standard algorithms are provided with DMF.

The resource watcher monitors the activity of the other
components and frequently updates files that contain
data of use to the administrator. These are usually
HTML files viewable by a web browser, but can also be
text files designed for use by awk or per| scripts.

The dmat r ¢ and dmat we processes are called the read children and write children.
They are created by VGs to perform the actual reading and writing of volumes.
Unlike most of the other DMF processes that run indefinitely, these processes are
created as needed, and are terminated when their specific work has been completed.

Media transports and robotic automounters are also key components of all DMF
installations. Generally, DMF can be used with any transport and automounter that is
supported by either OpenVault or TMF. Additionally, DMF supports absolute block
positioning, a media transport capability that allows rapid positioning to an absolute
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block address on the volume. When this capability is provided by the transport,
positioning speed is often three times faster than that obtained when reading the
volume to the specified position.

Capacity and Overhead

Migrate Groups
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DMF has evolved in production-oriented, customer environments. It is designed to
make full use of parallel and asynchronous operations, and to consume minimal
system overhead while it executes, even in busy environments in which files are
constantly moving online or offline. Exceptions to this rule will occasionally occur
during infrequent maintenance operations when a full scan of filesystems or
databases is performed.

The capacity of DMF is measured in several ways, as follows:

= Total number of files. The daemon database addressing limits the size of the
daemon database to approximately 4 billion entries. There is one database entry
for each copy of a file that DMF manages. Therefore, if a site makes two copies of
each DMF-managed file, DMF can manage approximately 2 billion files.

= Total amount of data. Capacity in data volume is limited only by the physical
environment and the density of media.

= Total amount of data moved between online and offline media. The number of
drives configured for DMF, the number of tape channels, and the number of disk
channels all figure highly in the effective bandwidth. In general, DMF provides
full-channel performance to both tape and disk.

= Storage capacity. DMF can support any file that can be created on the CXFS or
XFS filesystem being managed.

A migrate group (MG) is a logical collection of MSPs and VGs that you combine into a
set in order to have a single destination for a migrate request. A migration request to
the MG wiill result in the copying of the file to exactly one MSP or VG that is a
member of the MG.

You define an MG by adding the mi gr at egr oup object to the DMF configuration
file. You can use the defined name of the MG in DMF policies and commands, similar
to the way in which you use the names of VGs/MSPs. See:
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= "Use Migrate Groups Appropriately” on page 91
< "m grat egr oup Object" on page 297

Fast-Mount Cache
This section discusses the following:
« "Temporary and Permanent Targets" on page 40
= "Fast-Mount Cache Implementation Overview" on page 40
= "Appropriate Use of Fast-Mount Cache" on page 41
< "No Need to Merge Data" on page 41
= "How Fast-Mount Cache Differs from a DCM MSP" on page 42

Temporary and Permanent Targets

You can use a migration target with fast mount/position characteristics in conjunction
with other permanent migration targets in a fast-mount cache configuration. For
example, consider the following:

< COPAN MAID is faster than physical tapes, but its storage size is finite

= A physical tape library has an effectively unlimited storage capacity because you
can eject full tapes and replace them with empty tapes, but recalling data from
tape is slower than recalling data from COPAN MAID

The combination of these two targets in a fast-mount cache configuration results in
faster recall performance for the most recently created offline files while also
providing secure long-term storage.

Fast-Mount Cache Implementation Overview

To implement a fast-mount cache, you must configure DMF to make all permanent
copies of the data (tier-3 storage on other MSPs/VGs) at the same time as the
temporary copy (tier-2 storage on the MGs/VGs in the fast-mount cache).
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Note: The initial migration must include at least one permanent copy in order for the
file to ever be removed from the fast-mount cache, but SGI recommends that you
make at least two permanent copies. To achieve two permanent copies, you would
have to make three copies during the initial migration (one to the fast-mount cache
and two to permanent migration targets).

You must also configure a task to empty the fast-mount cache when it reaches a
configurable threshold of fullness. DMF immediately empties the oldest full volumes,
defined as those with the oldest write dates. Because at least one copy of the data
exists elsewhere (most likely on a physical tape), there is no need to wait for the data
in the fast-mount cache to migrate to a lower tier (unlike a DCM MSP). Therefore, the
freeing of space on the fast-mount cache is very fast because it requires no movement
of data.

Figure 1-5 on page 9, and Figure 1-6 on page 10, summarize the concepts of migrating
and recalling file data when using as an example COPAN MAID as a fast-mount
cache.

See "Use Fast-Mount Cache Appropriately” on page 92.

Appropriate Use of Fast-Mount Cache

No Need to Merge Data
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The fast-mount cache configuration is most appropriate for sites that have a high
turnover of often-accessed data, where the most recently migrated files are also the
most likely to be recalled.

All files on a volume being freed are deleted without regard to their size or last access
time. That might mean that a file that is still being actively recalled on a fairly regular
basis must be recalled from a VG with slower mount and position characteristics. You
can minimize this issue by setting optional configuration parameters so that recently
accessed files are copied to another volume within the fast-mount cache before any
volumes are freed, using a separate scratch directory, but there may be an associated
performance impact.

A fast-mount cache also avoids the high operational costs of merging data as volumes
become sparse, meaning that they contain only a small amount of active information
(the remaining data having been deleted by the owner). Merging is inappropriate for
a fast-mount cache because it results in mixing a variety of file ages within one
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volume; because an entire volume is freed at once in fast-mount cache, all of the data
within a given volume should ideally be close in age.
How Fast-Mount Cache Differs from a DCM MSP

A fast-mount cache serves the same purpose as a DCM MSP, but has the following
important differences:

= Fast-mount cache:
— Does not migrate data to a lower tier
— Deletes all of the files on a full volume in order to free it
— Always requires that at least two initial copies be made
< DCM MSP:
— Downwardly migrates data from tier two to tier three as the data ages
— Deletes data on a file basis

— Only requires that one initial copy be made (although two are recommended to
prevent data loss)

DMF Administration
This section discusses the following aspects of DMF administration:
= "Initial Planning" on page 42
= ‘"Installation and Configuration" on page 43

= "Recurring Administrative Duties" on page 44

Initial Planning
DMF manages two primary resources:
= Pools of offline media

= Free space on primary filesystems
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You can configure DMF to manage those resources in a variety of environments,
including the following:

= Support of batch and interactive processing in a general-purpose environment
with limited disk space

= Dedicated fileservers

= Lights-out operations

When planning to use DMF, you must do the following:

= Evaluate the environment in which DMF will run.

= Plan for a certain capacity, both in the number of files and in the amount of data

= Estimate the rate at which you will be moving data between the DMF store of
data and the native filesystem

= Select autoloaders and media transports that are suitable for the data volume and
delivery rates you anticipate

Installation and Configuration
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You will install the DMF server software (which includes the software for TMF and
OpenVault) from the ISSP media.

To configure DMF, you must define a set of parameters in the DMF configuration file,
typically by using a sample file as a starting point. See:

= "Configuration Best Practices" on page 74

= Chapter 4, "Installing and Configuring the DMF Environment" on page 109
To make site-specific modifications to DMF, see "Customizing DMF" on page 123.
For a detailed example of configuring using COPAN cabinets, see:

e COPAN MAID for DMF Quick Start Guide

e COPAN VTL for DMF Quick Start Guide
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Recurring Administrative Duties

Free-Space Management

File Ranking

Offline Data Management

44

DMF requires that you perform recurring administrative duties in the following areas:
= "Free-Space Management" on page 44

= "File Ranking" on page 44

= "Offline Data Management" on page 44

- "Data Integrity and Reliability" on page 45

Note: You can use tasks that automate these duties. A task is a process initiated on a
time schedule you determine, similar to a cr on(1) job. Tasks are defined with
configuration file parameters and are described in detail in "t askgr oup Object" on
page 215 and "LS Tasks" on page 309.

You must decide how much free space to maintain on each managed filesystem. DMF
has the ability to monitor filesystem capacity and to initiate file migration and the
freeing of space when free space falls below the prescribed thresholds. See Chapter
10, "Automated Space Management" on page 367.

You must decide which files are most important as migration candidates. When DMF
migrates and frees files, it selects files based on criteria you chose. The ordered list of
files is called the candidate list. Whenever DMF responds to a critical space threshold,
it builds a new migration candidate list for the filesystem that reached the threshold.
See "Generating the Candidate List" on page 368.

DMF offers the ability to migrate data to multiple offline locations. Each location is
managed by a separate MSP/VG and is usually constrained to a specific type of
medium.

Complex strategies are possible when using multiple MSPs, LSs, or VGs. For
example, short files can be migrated to a device with rapid mount times, while long
files can be routed to a device with extremely high density.
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You can describe criteria for MSP/VG selection. When setting up a VG, you assign a
pool of volumes for use by that VG. The dmvol adm(8) utility provides management
of the VG media pools.

You can configure DMF to automatically merge volumes that are becoming sparse.
With this configuration (using the run_mer ge_t apes. sh task for either disk or
tape), the media pool is merged on a regular basis in order to reclaim unusable space.

Recording media eventually becomes unreliable. Sometimes, media transports
become misaligned so that a volume written on one cannot be read from another. The
following utilities support management of failing media:

< dmat r ead(8) recovers data
= dmat snf (8) verifies LS volume integrity

Additionally, the volume merge process built into the LS is capable of effectively
recovering data from failed media.

Chapter 13, "Media-Specific Processes and Library Servers" on page 389, provides
more information on administration.

Data Integrity and Reliability
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To maintain the integrity and reliability of data managed by DMF, you must do the
following:

< Run backups. DMF moves only the data associated with files, not the file inodes
or directories, so you must still run filesystem backups in order to preserve the
metadata associated with migrated files and their directories. You can configure
DMF to automatically run backups of your DMF-managed filesystems. See "Back
Up Migrated Filesystems and DMF Databases" on page 100.

The xf sdunp(8) and xf sr est or e(8) utilities are aware of whether or not a file
has been migrated. The xf sdunp utility can be configured to dump the data
blocks for a file only if it has not yet been migrated. Files that are dual-state,
partial-state, or offline have only their inodes backed up.

You can establish a policy of migrating 100% of DMF-managed filesystems,
thereby leaving only a small amount of data that the backup utility must record.
This practice can greatly increase the availability of the machine on which DMF is
running because, generally, backup commands must be executed in a quiet
environment.
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You can configure the run_ful | _dunp. sh and run_parti al _dunp. sh tasks to
ensure that all files have been migrated. These tasks can be configured to run
when the environment is quiet.

= Configure DMF to automatically run dmaudi t to examine the consistency and
integrity of the databases it uses. DMF databases record all information about
stored data. The DMF databases must be synchronized with the filesystems that
DMF manages. Much of the work done by DMF ensures that the DMF databases
remain aligned with the filesystems.

You can configure DMF to periodically copy the databases to other devices on the
system to protect them from loss (using the r un_copy_dat abases. sh task).
This task also uses the dndbcheck utility to ensure the integrity of the databases
before saving them.

DMF uses journal files to record database transactions. Journals can be replayed in
the event of an unscheduled system interrupt that causes database corruption.
You must ensure that journals are retained in a safe place until a full backup of the
DMF databases can be performed.

You can configure the run_r enove_| ogs. sh and run_r enpve_j ournal s. sh
tasks to automatically remove old logs and journals, which will prevent the DMF
SPOOL_DI Rand JOURNAL DI R directories from overflowing.

= Configure the run_har d_del et e. sh task to automatically perform hard-deletes
to remove expired daemon database entries and release corresponding MSP/VG
space, resulting in logically less active data. See "Recalling a Migrated File" on
page 32.

DMF Tools Overview

46

The DMF administrator has access to a wide variety of commands for controlling
DMF. This section discusses the following:

= "User Commands" on page 47

= "Licensing Commands" on page 48

= "DMF Manager" on page 48

= "Configuration Commands" on page 49

< "DMF Daemon and Related Commands" on page 49
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User Commands
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= "Space Management Commands" on page 52

e "LS Commands" on page 52

« "Disk MSP Command" on page 53

e "DCM MSP Commands" on page 53

= "Other Commands" on page 54

Note: The functionality of some of these commands can be affected by site-defined
policies; see "Customizing DMF" on page 123.

The FTP MSP uses no special commands, utilities, or databases.

End users can run the following commands on DMF clients to affect the manual
storing and retrieval of their data:

Command

dmar chi ve(1)

dmat tr (1)

dntapaci ty(1)

dncopy(1)
drdu(1)

dnf i nd(1)

Description

Directly copies data between DMF secondary storage
and a POSIX filesystem that is not managed by DMF,
such as Lustre. It is intended to streamline a work flow
in which users work in an unmanaged filesystem and
later want to archive a copy of their data via DMF.

Displays whether files are migrated or not by returning
a specified set of DMF attributes (for use in shell
scripts).

Displays an estimate of the remaining storage capacity
for each VG in each LS. You can optionally choose to
report the data formatted into XML or HTML.

Copies all or part of the data from a migrated file to an
online file.

Displays the number of blocks contained in specified
files and directories on a DMF-managed filesystem.

Displays whether files are migrated or not by searching
through files in a directory hierarchy.
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Licensing Commands

DMF Manager

48

dnget (1) Recalls the specified files.

dm s(1) Displays whether files are migrated or not by listing the
contents of a directory.

drmput (1) Migrates the specified files.

dmt ag(1) Allows a site-assigned 32-bit integer to be associated

with a specific file (which can be tested in the when
clause of particular configuration parameters and in
site-defined policies).

dmver si on(1) Displays the version number of the currently installed
DMF software.

The DMF | i bdnf usr. so user library lets you write your own site-defined DMF user
commands that use the same application program interface (API) as the above DMF
user commands. See Appendix B, "DMF User Library | i bdnf usr. so" on page 477.

Also see Chapter 15, "DMF Client SOAP Service" on page 459.

The following commands help you to manage DMF licenses:

Command Description

drmusage(8) Displays information about the capacity allowed by the
DMF licenses and the amount of data that DMF is
currently managing against those licenses.

dnfli cense(8) Prints DMF license information.

DMF Manager (introduced in "Managing DMF" on page 18) is an intuitive web-based
tool you can use to configure DMF, deal with day-to-day DMF operational issues, and
focus on work flow. To access DMF Manager, point your Firefox or Internet Explorer
browser to the following secure address:

https://YOUR_DMF_SERVER: 1179
For details, see Chapter 5, "Using DMF Manager" on page 127. Also see "DMF

Manager Requirements" on page 25.
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Configuration Commands

The DMF configuration file (/ et ¢/ dnf / dnf . conf ) contains configuration objects and
associated configuration parameters that control the way DMF operates. By changing
the values associated with these objects and parameters, you can modify the behavior
of DMF.

To configure DMF, you can use DMF manager. For information about configuration,
see:

= "Overview of the Installation and Configuration Steps" on page 109
= Chapter 5, "Using DMF Manager" on page 127

= Chapter 6, "DMF Configuration File" on page 189

= Chapter 7, "Parallel Data Mover Option Configuration" on page 343

The following man pages are also related to the configuration file:

Man page Description

dnf . conf (5) Describes the DMF configuration objects and
parameters in detail.

drnconfi g(8) Prints DMF configuration parameters to standard
output.

For detailed examples of configuring using COPAN cabinets, see:
e COPAN MAID for DMF Quick Start Guide
e COPAN VTL for DMF Quick Start Guide

DMF Daemon and Related Commands
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The DMF daemon, dnf daenon(8), communicates with the kernel through a device
driver and receives backup and recall requests from users through a socket. The
daemon activates the appropriate MSPs and LSs for file migration and recall,
maintaining communication with them through unnamed pipes. It also changes the
state of inodes as they pass through each phase of the migration and recall process.
In addition, the daemon maintains a database containing entries for every migrated
file on the system. Updates to database entries are logged in a journal file for
recovery. See Chapter 11, "The DMF Daemon" on page 373, for a detailed description
of the DMF daemon.
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Caution: If used improperly, commands that make changes to the daemon database
can cause data to be lost.

The following administrator commands are related to dnf daenon and the daemon
database:

Command Description

drmaudi t (8) Reports discrepancies between filesystems and the
daemon database. This command is executed
automatically if you configure the run_audi t . sh task.

dntheck(8) Checks the DMF installation and configuration and
reports any problems.

dnmdadm(8) Performs daemon database administrative functions,
such as viewing individual database records.

dmdbcheck(8) Checks the consistency of a database by validating the
location and key values associated with each record and
key in the data and key files (also an LS command). If
you configure the r un_copy_dat abase. sh task, this
command is executed automatically as part of the task.
The consistency check is completed before the DMF
databases are saved.

Note: See "Run Certain Commands Only on a Copy of
the DMF Databases" on page 101.

dmdbr ecover (8) Applies journal records to a restored backup copy of
the daemon database or LS database in order to create
an up-to-date sane database.

drmdi dl e(8) Causes files in pending requests to be flushed to
secondary storage, even if this means forcing only a
small amount of data to a volume.

dmdst at (8) Indicates to the caller the current status of dnf daenon.

dmdst op(8) Causes dnf daenon to shut down.
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2

dnf daenon(8)

dmhdel et e(8)

dmi gr at e(8)

drmsnap(8)

dmver si on(1)

Extension and SGI InfiniteStorage.
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Starts the DMF daemon. The preferred method is to use
the servi ce dnf start command. 2

Deletes expired daemon database entries and releases
corresponding MSP/VG space, resulting in logically less
active data. This command is executed automatically if
you configure the run_har d_del et e. sh task.

Migrates regular files that match specified criteria in the
specified filesystems, leaving them as dual-state. This
utility is often used to migrate files before running
backups of a filesystem, hence minimizing the size of
the backup image. It may also be used in a DCM MSP
environment to force cache files to be copied to
secondary storage if necessary.

Copies the daemon database and the LS database to a
specified location. If you configure the
run_copy_dat abase. sh task, this command is
executed automatically as part of the task.

Reports the version of DMF that is currently executing.

For instructions about starting and stopping DMF and the mounting service in an HA environment, see High Availability
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Space Management Commands

LS Commands

52

The following commands are associated with automated space management, which
allows DMF to maintain a specified level of free space on a filesystem through
automatic file migration:

Command Description

dnf sfree(8) Attempts to bring the free space and migrated space of
a filesystem into compliance with configured values.

dnf snon(8) Monitors the free space levels in filesystems configured
with automated space management enabled (aut o) and
lets you maintain a specified level of free space.

dmscanf s(8) Scans DMF filesystems or DCM MSP caches and prints
status information to st dout .

See Chapter 10, "Automated Space Management" on page 367, for details.

The following commands manage the CAT and VOL records for the LS:

Command Description

dntat adm(8) Provides maintenance and recovery services for the
CAT records in the LS database.

dmvol adm(8) Provides maintenance and recovery services for the

VOL records in the LS database, including the selection
of volumes for merge operations.

Most data transfers to and from secondary storage are performed by components
internal to the LS. However, the following commands can read LS volumes directly:

Command Description
dmat r ead(8) Copies data directly from LS volumes to disk.
dmat snf (8) Audits and verifies the format of LS volumes.
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The following commands check for inconsistencies in the LS database:

Command

dmat vf y(8)

dmdbcheck(8)

Disk MSP Command

Description

Verifies the contents of the LS database against the
daemon database. This command is executed
automatically if you configure the run_audi t . sh task.

Checks the consistency of a database by validating the
location and key values associated with each record
and key in the data and key files.

The following command supports the disk MSP:

Command
dmdskvf y(8)

DCM MSP Commands

Description

Verifies disk MSP file copies against the daemon
database.

The following commands support the DCM MSP:

Command
dmdskf r ee(8)

dmdskvf y(8)
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Description

Manages file space within the disk cache and as needed
migrates files to a lower tier and/or removes them from
the disk cache.

Verifies disk MSP file copies against the daemon
database.
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Other Commands
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The following commands are also available:

Command

drecl ri pc(8)

drtol | ect (8)

dntopan(8)

dndat e(8)

dnmdunp(8)

dmdunpj (8)
dnfill (8)

dm ockngr (8)

dmmove(8)

Description

Frees system interprocess communication (IPC)
resources and token files used by dm ockngr and its
clients when abnormal termination prevents orderly
exit processing.

Collects relevant details for problem analysis when
DMF is not functioning properly. You should run this
command before submitting a bug report to SGI
Support, should this ever be necessary.

Provides detail about a COPAN MAID volume serial
number (VSN) and its associated metadata.

Performs calculations on dates for administrative
support scripts.

Creates a text copy of an inactive database file or a text
copy of an inactive complete daemon database.

Note: See "Run Certain Commands Only on a Copy of
the DMF Databases" on page 101.

Creates a text copy of DMF journal transactions.

Recalls migrated files to fill a percentage of a filesystem.
This command is mainly used in conjunction with
backup and restore commands to return a corrupted
filesystem to a previously known valid state.

Invokes the database lock manager. The lock manager
is an independent process that communicates with all
applications that use the DMF databases, mediates
record lock requests, and facilitates the automatic
transaction recovery mechanism.

Moves copies of a migrated file’s data to the specified
MSPs/VGs.
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dmvtr ee(8)

dmov_keyfil e(8)

drmov_| oadt apes(8)

drmov_makecart s(8)

drsel ect (8)

dnsort (8)
drst at (8)

dnt apest at (8)

Moves files from one DMF-managed filesystem to
another without requiring that file data be recalled.

Creates the file of DMF OpenVault keys, ensuring that
the contents of the file are semantically correct and have
the correct file permissions. This command removes
any DMF keys in the file for the OpenVault server
system and adds new keys at the front of the file.

Scans a library for volumes not imported into the
OpenVault database and allows the user to select a
portion of them to be used by a VG. The selected
volumes are imported into the OpenVault database,
assigned to the DMF application, and added to the LS
database. This command can perform the equivalent
actions for the filesystem backup scripts; just use the
name of the associated task group instead of the name
of a VG.

Makes the volumes in one or more LS databases
accessible through OpenVault by importing into the
OpenVault database any volumes unknown to it and by
registering all volumes to the DMF application not yet
so assigned. This command can perform the equivalent
actions for the filesystem backup scripts; just use the
name of the associated task group instead of the name
of a VG.

Selects migrated files based on given criteria. The
output of this command can be used as input to
dmmove(8).

Sorts files of blocked records.

Displays a variety of status information about DMF,
including details about the requests currently being
processed by the daemon, statistics about requests that
have been processed since the daemon last started, and
details of current drive usage by VGs.

Displays drive metrics for the entire DMF installation.
You execute this command as r oot from the DMF
server.
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dnxf sr est or e(8) Calls the xf sr est or e(8) command to restore files
backed up to volumes that were produced by DMF
administrative maintenance scripts.

t sreport (8)

Displays information about tape drive errors, alerts,
and usage when the t s tape driver is used. The
t sreport command is included in the apd RPM.
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Chapter 2

DMF Licensing

This chapter discusses the following:

DMF License Types

"DMF License Types" on page 57

"Anticipating Your DMF Data Capacity Requirements" on page 59
"Displaying Current DMF Data Capacity Use" on page 61
"Parallel Data Mover Option and Licensing" on page 62
"Mounting Services and Licensing" on page 63

"Gathering the Host Information" on page 63

"Obtaining the License Keys" on page 63

"Installing the License Keys" on page 64

"Verifying the License Keys" on page 64

"For More Information About Licensing" on page 68

DMF uses software licensing based on SGI License Keys (LK). A production DMF
environment requires that the following licenses are installed on the DMF server
node: 1

DMF server capability license.
One or more DMF Parallel Data Mover Option capability licenses (if applicable)

One or more cumulative DMF data-capacity licenses (base and optional incremental),
available in different amounts, as shown in Table 2-1.

1 7o support training and functional demonstrations, DMF will run on a server with no license at all up to a maximum
stored capacity of 1 TB without TMF or OpenVault.
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At least one base data-capacity license is required. If multiple base data-capacity
licenses are installed, they are additive.

In order to install an incremental data-capacity license, the total data capacity
amount already installed (base plus incremental) must equal or exceed the amount
of the new incremental amount. For example, to install a new 100TB+ incremental
license, the environment must already be licensed for a total of 100 TB, which could
be accomplished by several licensing methods, including any of the following:

— One 100TB base license
— One 10TB base license plus nine 10TB+ incremental licenses

— Two 10TB base licenses plus eight 10TB+ incremental licenses

Note: Some combinations are more cost-effective than others. For details about
acquiring the proper set of licenses for your site, contact SGI Support.

Table 2-1 Data-Capacity License Amounts

Base Data-Capacity Amount Incremental Data-Capacity Amount
10TB 10TB+

100TB 100TB+

1PB 1PB+

10PB

In a high-availability (HA) environment, the passive DMF server requires the
following licenses: a DMF HA capability license and a set of Parallel Data Mover
Option licenses and DMF data-capacity licenses equivalent to those on the active
DMF server. For example, an HA DMF environment using two parallel data mover
nodes and an amount of DMF-managed data that requires two data-capacity licenses
would require the following, as shown in Figure 2-1:

= Active DMF server:

— 1 DMF server capability license

— 2 Parallel Data mover Option capability licenses
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— 2 DMF data-capacity licenses

Passive DMF server:

— 1 DMF HA capability license

— 2 Parallel Data Mover Option capability licenses

— 2 DMF data-capacity licenses

Active DMF server Parallel data mover node 1

DMF server capability | (no DMF license installed) |

PDMO capability
PDMO capability
Parallel data mover node 2

DMF data capacity

; | (no DMF license installed) |
DMF data capacity

Passive DMF server DMF client

DMF HA capability | (no DMF license installed) |

PDMO capability
PDMO capability

DMF data capacity
DMF data capacity

Figure 2-1 DMF Licenses

Anticipating Your DMF Data Capacity Requirements
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You must install sufficient data-capacity licenses to cover all of the copies that you
want to migrate to secondary storage using any of the following:

Disk cache manager (DCM) media-specific process (MSP)
Disk MSP

Volume group (VG) in a library server (LS)
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Note: Data migrated by an FTP MSP does not count towards the DMF data-capacity
license.

The amount of data that resides in the online primary filesystem is not included in
the calculation. When files are dual-state (where the data resides both on online disk
and on secondary storage), only the data that has been migrated to secondary storage
counts towards the license.

For example, suppose you have 20 TB of data on the primary filesystem that you
want to migrate:

= If you want to have three copies of the data (stored offline in VGs vg1 and vg2 of
LS 1 s1 and in disk MSP nsp1l), you will need a data-capacity license that will
cover at least 60 TB of data (20 TB x 3 copies = 60 TB).

= If you were to make a fourth copy using an FTP MSP ft p1, you would still only
need to cover 60 TB of data because the amount managed by the FTP MSP is not
charged against the license.

Figure Figure 2-2 describes the situation where four copies of the data are made (10
TB are fully migrated and 10 TB are dual-state), and 2 TB is never to be migrated,
according to the site’s policies.
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Primary Filesystem Secondary Storage
Copy 1invgl
20TB
————————
| Onli I i
| 1ST”:38 : gg%lgz invgz | | 20 TB x 3 = 60-TB capacity license needed
(no capacity IOnIine I
license needed) : (dual state) :
| and 2TB : 58%3 inmspl |
: never migrated |
T T T 1
| Copy4inftpl | (no capacity
| 20TB : license needed)

Figure 2-2 Data that Counts Towards the Capacity License

For details about acquiring the proper set of licenses for your site, contact SGI Support.

Displaying Current DMF Data Capacity Use

The drmusage(8) command shows the managed capacity allowed by the DMF
licenses that are installed on the DMF server and compares that capacity limit to the
amount of migrated data that DMF is currently managing in any DCM MSPs, disk
MSPs, and LSs. (Data managed by an FTP MSP does not count towards the
data-capacity license and is therefore not displayed by drmusage.)

For example:

# dnmusage -v

Store Type Name Byt es
Di sk MsSP dskmsp 126357504
Li brary Server I's 132702298976

Total bytes managed 132828656480

DMF |icense capacity 21100000000000000 (21100TB)
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Note: In the DCM and disk MSP calculation, if the STORE_DI RECTORY configuration
parameter defined for that MSP does not define the root directory of a filesystem, or
if other subdirectories of that filesystem are used by other users or processes to store
data, the amount of data that DMF is managing that is currently being charged to that
MSP may exceed the actual amount of data being managed by that MSP.

The DMF daemon compares the amount of data that DMF is currently managing
against the licensed capacity and takes action if the following thresholds are exceeded:

= At 95%, the daemon will send a warning alert once per day.

= At 100%, the daemon will send a critical alert once per day. DMF will continue to
function and will recall any data that has already been migrated, but further
migrations will not be allowed. The daemon will check once every 2 minutes to
see if the usage once again becomes legal (below capacity). This can be achieved
by either of the following:

— Deleting managed data

— Adding one or more capacity licenses in order to increase the cumulative
capacity total to the new desired limit.

Note: In order to install an incremental capacity license, the total capacity
amount already installed (base plus incremental) must equal or exceed the
amount of the new incremental amount. See "DMF License Types" on page 57.

The daemon will issue another alert when the usage once again becomes legal
(below capacity).

Parallel Data Mover Option and Licensing

62

Each active parallel data mover node requires a corresponding license on the DMF
server. DMF will allow as many DMF parallel data mover nodes to become active at
one time as there are DMF parallel data mover licenses in the DMF server’s license
file. (However, a parallel data mover license is not required for the DMF server’s
integrated data mover functionality.) No license is installed on the parallel data
mover node itself.
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Mounting Services and Licensing

Use of the TMF or OpenVault mounting service requires DMF licenses.

Gathering the Host Information

When you order DMF, you will receive an entitlement ID. You must submit the
system host ID, host nhame, and entitlement ID when requesting your permanent
DMF license keys.

To obtain the host information for a server, view the Licenses panel in DMF Manager.
See "Managing Licenses and Data Capacity with DMF Manager" on page 138.

You could also execute the following command:
[usr/sbin/lk_hostid

For example, the following shows that the serial number is 000423d5f d92 and the
license ID is 23d5f d92:

# /usr/sbin/lk _hostid
000423d5f d92 23d5f d92 socket=1 core=2 processor=2

#The above is the default selected by | k_hostid. See bel ow for additional
#hosti d pairs.

2
#lnterface SN LI Driver ( Conment )
2
et hO 000423d5f d92 23d5fd92  el000
ethl 000423d5f d93 23d5fd93  el000

Obtaining the License Keys

To obtain your DMF license keys, see information provided in your customer letter
and the following web page:

http://www.sgi.com/support/licensing
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Installing the License Keys

To install the license keys, copy them into the / et c/ | k/ keys. dat file or use the
Licenses panel in DMF Manager to add the licenses (see "Adding New Licenses" on
page 138).

Verifying the License Keys
You can verify your licenses in the following ways:
< "DMF Manager Licenses Panel" on page 64
e "dnfli cense" on page 66

e "l k_verify" on page 66

DMF Manager Licenses Panel

You can view the Licenses panel in DMF Manager to determine the validity of the
licenses, as shown in Figure 2-3.
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lalx]
File Edit Wew History Bookmarks Tools  Help
A B | & | O |58 ot Manager |T| <
Configuration ¥  Storage ¥ Messages ¥ Statistics ¥ Help = Change Pasaword | og Qut f
Overview 2| Licenses X
Add license :
The following system information can be used to apply for software licenses from SGIL
Host Name: burn.americas. sgi.com
License ID: 201eGcdd
System Type: SGlia64
Serial Number: R2002128
Showing licenses from /etc/lk’keys.dat:
Updated Licenses
" Product Yersion Begins Expires “alidity | Information
DMF_PDMO 5.000 2010-05-12  Permanent  Valid DMF 5% PDMO 1 NODE, att=NODE 1 |
DMF_PDMO 5.000 2010-05-12  Permanent  Valid DMF 5% PDMO 1 NODE, att=NODE 1
DMF_PDMO 5.000 2010-05-12  Permanent  Valid DMF 5% PDMO 1 NODE, att=NODE 1
DMF_PDMO 5.000 2010-05-12  Permanent  Valid DMF 5% PDMO 1 NODE, att=NODE 1
DMF_PDMO 5.000 2010-05-12  Permanent  Valid DMF 5% PDMO 1 NODE, att=NODE 1
DMF_CAPACITY  5.000 2010-05-12  Permanent  Valid DMF 5. 10tb base, att=TB=10
DMF_CAPACITY  5.000 2010-05-12  Permanent  Valid DMF 5. 10th incrmt, att=TE=10+
DMF_CAPACITY  5.000 2010-05-12  Permanent  Valid DMF 5. 10th incrmt, att=TE=10+
DMF_CAPACITY  5.000 2010-05-12  Permanent  Valid DMF 5. 10th incrmt, att=TE=10+
DMF_CAPACITY  5.000 2010-05-12  Permanent  Valid DMF 5. 10th incrmt, att=TE=10+
DMF_CAPACITY  5.000 2010-05-12  Permanent  Valid DMF 5. 10th incrmt, att=TE=10+
DMF_CAPACITY  5.000 2010-05-12  Permanent  Valid DMF 5. 10th incrmt, att=TE=10+
DMF_CAPACITY  5.000 2010-05-12  Permanent  Valid DMF 5. 10th incrmt, att=TE=10+
DMF_CAPACITY  5.000 2010-05-12  Permanent  Valid DMF 5. 10th incrmt, att=TE=10+ =

007-5484-010

Figure 2-3 Licenses

For more information, see "Managing Licenses and Data Capacity with DMF

Manager" on page 138.
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dnflicense

You can use the dnf | i cense(8) command to verify the license keys. To see more
output, use the - v option. For example:

# dnflicense -v

File /etc/lk/keys.dat, line 6 is a valid DM_SERVER |icense

File /etc/lk/keys.dat, line 24 is a valid DVF_PDMO | i cense

File /etc/lk/keys.dat, line 29 is a valid DVF_PDMO | i cense

File /etc/lk/keys.dat, line 12 is a valid DVF_CAPACI TY TB=100 | i cense
File /etc/lk/keys.dat, line 18 is a valid DVF_CAPACI TY TB=100+ |icense

Valid DMF |icense found.
DMF capacity is 200TB.

| k_verify

You can use the | k_veri f y(1) command with the - A option to verify LK licenses. To
see more output, use the - v option. For example:

# I k_verify -A -vvv

| k_check All Al : total found=5
1 /etc/lk/keys. dat: 005 product =DMF_SERVER, ver si on=5. 000, count=0, begDate=1256145804, \

expDat €=1263967199, |icensel D=201e8636, key=00phH5Gg!l u25r NQN1&G QAS8CcA4uQLkB, \

info="DMF 5. X Server’, vendor="Silicon Gaphics International’, \

ref _i d=" 207552’

Verdict: SUCCESS. Nodel ock. Uncount ed.

Avail abl e since 12 days on 21-Cct-2009 12:23: 24.
No End Date.

Attribute 1 of 3 : info=DWF 5.X Server
Attribute 2 of 3 : vendor=Silicon G aphics International
Attribute 3 of 3 : ref_id=207552

2 /etc/lk/keys.dat: 011 product =DM~_PDMD, ver si on=5. 000, count=0, begDat e=1256145990, \
expDat e=1263967199, |icensel D=201e8636, key=7hspbTt4yFQBEWZhzvQ NX8HzbTCw5Yp, \
info="DMF 5. X PDMO 1 NODE' ,attr="NODE 1', \
vendor="Silicon G aphics International’, ref_id=" 207554’

Verdict: SUCCESS. Nodel ock. Uncount ed.
Avail abl e since 12 days on 21-Cct-2009 12:26: 30.

66 007-5484-010



DMF 5 Administrator Guide for SGI® InfiniteStorage™

Attribute
Attribute
Attribute
Attribute

3 /etc/lk/keys. dat: 017

expDat e=1263967199,

Ver di ct :

Attribute
Attribute
Attribute
Attribute

4 [etc/lk/keys. dat: 023

expDat e=1263967199,

Ver di ct :

Attribute
Attribute
Attribute
Attribute
Attribute

5 /etc/lk/keys. dat: 029

expDat e=1263967199,

Ver di ct :
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1 of
2 of
3 of
4 of

1
2
3
4

A WN PR P

IO N NN

No End Date.

i nfo=DMF 5. X PDMO 1 NCDE

attr=NCDE 1

vendor =Sili con G aphics |nternational
ref _i d=207554

product =DM~_PDMD, ver si on=5. 000, count=0, begDat e=1256145990, \

Ii censel D=201e8636, key=bG62h6V2yKZOW i 3FD5FvyOLCOEL+1F, \
info="DMF 5. X PDMO 1 NODE' ,attr="NODE 1', \
vendor="Silicon G aphics International’, ref_id=" 207555

of
of
of
of

NN NN

SUCCESS. Nodel ock. Uncount ed.

Avail abl e since 12 days on 21-Cct-2009 12: 26: 30.

No End Date.

i nfo=DMF 5. X PDMO 1 NCDE

attr=NCDE 1

vendor =Sili con G aphics |nternational
ref _i d=207555

pr oduct =DMF_CAPACI TY, versi on=5. 000, count=0, begDate=1256146084, \

i censel D=201e8636, key=QDDj 528gHnysskk8j TKgl CSj 78j O1lseU, \
info=" DMF 5. X 10tb base’,attr="TB=10", \
vendor="Silicon G aphics International’, ref_id=" 207559’

of
of
of
of
of

F NN N NN

SUCCESS. Nodel ock. Uncount ed.

Avail abl e since 12 days on 21-Cct-2009 12:28: 04.

No End Date.

i nfo=DMF 5. X 10tb base

i nfo=DMF 5. X 10tb base

attr=TB=10

vendor =Si |l i con G aphics |nternational
ref _i d=207559

pr oduct =DM~_CAPACI TY, versi on=5. 000, count=0, begDate=1256146158, \

i censel D=201e8636, key=5Muz5pXr 3x07bEG 90S8pD6Ag! RBr HhB, \
info=" DMF 5. X 10tb incrmt’, attr="TB=10+, \
vendor="Silicon G aphics International’, ref_id=" 207560’

SUCCESS. Nodel ock. Uncount ed.
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Avail abl e since 12 days on 21-Cct-2009 12:29:18.

No End Date.
Attribute 1 of 4 : info=DWVF 5.X 10tb incrnt
Attribute 2 of 4 : attr=TB=10+
Attribute 3 of 4 : vendor=Silicon G aphics International
Attribute 4 of 4 : ref_id=207560
| k_check All Al : total matched=5

For More Information About Licensing

To request software keys or information about software licensing, see the following
web page:

http://www.sgi.com/support/licensing

If you do not have access to the web, contact your local Customer Support Center.
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Chapter 3

DMF Best Practices

This chapter discusses the following:
= ‘"Installation, Upgrade, and Downgrade Best Practices" on page 69
= "Configuration Best Practices" on page 74

= "Administrative Best Practices" on page 97

Installation, Upgrade, and Downgrade Best Practices

This section discusses the following:

= "Use the Correct Mix of Software Releases" on page 69

= "Do Not Use YaST to Configure Network Services" on page 70
= "Upgrade Nodes in the Correct Order" on page 71

= "Take Appropriate Steps when Upgrading DMF" on page 71

= "Contact SGI Support to Downgrade After Using OpenVault™ 4.0 or Later" on
page 74

Use the Correct Mix of Software Releases
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In a production system, the active DMF server, the passive DMF server (in a
high-availability environment), and any DMF parallel data mover nodes should run
the same versions of the following, as supported by a given InfiniteStorage Software
Platform (ISSP) release:

= Operating system
< DMF
= CXFS (in a system with parallel data mover nodes)

For details, see the ISSP release notes.

69



3: DMF Best Practices

To support upgrading without having to take down the whole environment, nodes
can temporarily run different releases during the upgrade process, as provided by the
CXFS rolling upgrade procedure.

Caution: You must upgrade all CXFS server-capable administration nodes before
upgrading any CXFS client-only nodes (server-capable administration nodes must run
the same or later release as client-only nodes.) Operating a cluster with clients
running a mixture of older and newer CXFS versions may result in a performance
loss. Relocation to a server-capable administration node that is running an older
CXFS version is not supported.

Although CXFS client-only nodes and DMF parallel data mover nodes that are not
upgraded might continue to operate without problems, new functionality may not be
enabled until all nodes are upgraded; SGI does not provide support for any problems
encountered on the nodes that are not upgraded.

For details, see the section about CXFS release versions and rolling upgrades in the
CXFS 6 Administrator Guide for SGI InfiniteStorage.

Do Not Use YaST to Configure Network Services

70

If you try to configure network services using YaST and you are using DHCP, YaST
will modify the / et ¢/ host s file to include the following entry, where host nane is
the name of your machine:

127. 0. 0. 2 hostname hostname

The above line will prevent ov_admi n(8) from working because there cannot be
multiple IP addresses defined for the DMF server hostname. You will see an error
such as the following:

The OpenVault server name "hostname" nmatches this host’s hostnane,
but network packets for this hosts’s |P address:
127.0.0.2
are not being accepted by any installed ethernet card, so there appears
to be a problemwith the configuration of /etc/hosts. Please correct
t his probl em before conti nui ng.
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If you are using OpenVault, you should do one of the following:

< Remove the 127. 0. 0. 2 line from the / et ¢/ host s file prior to configuring
OpenVault

= Do not use YaST to configure network services

Upgrade Nodes in the Correct Order
You should upgrade nodes in the following order:
1. Passive DMF server (if using HA)
OpenVault server
Active DMF server

Parallel data mover nodes (if used)

o M D>

DMF clients

Take Appropriate Steps when Upgrading DMF

Note: If you are upgrading from DMF 3.9 or earlier, see the information about
upgrade caveats in the ISSP release note for more information.

To perform an upgrade, do the following:

1. Read the ISSP release note, DMF release note, and any late-breaking caveats on
Supportfolio. Pay particular attention to any installation and upgrade caveats.

2. Stop all applications that are writing data to the DMF-managed filesystems.

3. Save the established DMF and mounting service configurations to an external
storage medium.
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A\

. Stop DMF (non-HA environment):

Caution: For instructions about starting and stopping DMF and the mounting
service in an HA environment, see High Availability Extension and SGI
InfiniteStorage.

# service dnf stop

. Stop the applicable mounting service:

= TMF:
# service tnf stop
< OpenVault:

# service openvault stop

. If the DMF administrative directories are in XFS filesystems, make a copy of the

f st ab(5) file. For example:

# cp /etc/fstab /myupgrade/fstab

. Make a copy of the following:

a. The DMF configuration file dnf . conf . For example:
# cp /etc/dnf/dnf.conf /nyupgrade/dnf. conf
b. The mounting service configuration information:
< TMF: copy the t nf . confi g file to a safe location. For example:
# cp /etc/tnf/tnf.config /myupgrade/tnf.config

= OpenVault (if the OpenVault configuration is set up on the boot partition
and not under a DMF administrative directory): create a compressed file
of the OpenVault configuration directory / var/ opt / openvaul t. For
example:

# cd /var/opt
# /bin/tar cf /nyupgrade/sonefile.tar openvaul t/*
# [usr/bin/conmpress /myupgrade/ sonmefile.tar
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[ dev/ | xvni home

/ dev/| xvnljournal s
[ dev/ | xvni nove

/ dev/ | xvni spool

/ dev/ | xvni cache
/dev/| xvnitnp
/dev/ | xvmi dnfusrl
[ dev/ | xvni dnf usr 3
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c. Networking files for export s(5), aut 0. mast er (5), and r esol ve. conf (5).
For example:

# cp /etcl/exports /myupgrade/ exports
# cp /etc/auto. master /nyupgrade/ auto. master
# cp /etc/resolv.conf /myupgrade/resolv. conf

8. Upgrade the operating system software to the level supported by the version of
DMF that you are upgrading to, paying particular attention to any installation
and upgrade caveats in the release notes and any late-breaking caveats on
Supportfolio.

9. If your DMF administrative directories are in XFS filesystems, do the following:

Note: To avoid copying the f st ab information from a previous partition, do not
copy the saved / myupgr ade/ f st ab file to the new / et ¢ directory in the
upgraded system.

a. Use the cat (1) command to view the previous f st ab file:
# cat /myupgrade/fstab

The following is an example of how DMF administrative directories could be
set up within / et c/ f st ab:

[ dnf / hone xfs defaults 00
/dnf/journal s xfs defaults 00
/ move _fs xfs dmi , mt pt =/ nove_fs 00
/ dnf / spool xfs defaults 00
/ dnf/ cache xfs dmi , nmt pt =/ dnf/ cache 00
/dnf/tnmp xfs defaul ts 00
/dnfusrl xfs dmi , mt pt =/ dnfusr1 00
/dnfusr3 xfs dmi , nmt pt =/ dnf usr 3 00

b. Verify the existence of the matching XFS devices on the upgraded system by
using the | s(1) command:

# |s -al /dev/lxvnr

c. Copy and paste the DMF administrative directory entry lines (those that
contain / dnf / directoryname) from the copy of the f st ab file
(/ myupgr ade/ f st ab) into the new / et c/ f st ab for the upgraded system.
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10.

11.

12.

Reestablish the files and directories copied in step 7 above to their normal
locations on the upgrade system. For example:

# cp / myupgrade/ dnf.conf /etc/dnf/dnf.conf

# cp / myupgrade/ exports /etc/exports

# cp / myupgrade/ aut o. mast er /etc/auto. master
# cp / myupgrade/resol v. conf /etc/resolv. conf

If TMF, also:
# cp /myupgrade/tnf.config /etc/tnf/tnf.config

If OpenVault (and if the OpenVault configuration is set up on the boot partition
and not under a DMF administrative directory), also do the following, for
example:

# cd /var/opt
# /bin/tar xf /myupgrade/sonefile.tar.zZ

Follow upgrade instructions in the ISSP release note to update the DMF and
mounting service software.

Run the dntheck(8) command, which will identify any issues with using your
existing DMF configuration file with the upgraded software.

Contact SGI Support to Downgrade After Using OpenVault ™ 4.0 or Later

If you are running OpenVault and want to downgrade after using OpenVault 4.0 or
later, you must contact SGI support for assistance.

Configuration Best Practices

74

This section discusses the following:

"Use Sufficiently Fast Filesystems" on page 75

"Configure DMF Administrative Directories Appropriately” on page 75
"Safely Make Changes to the DMF Configuration" on page 81

"Use Inode-Resident Extended Attributes and 256-byte Inodes" on page 84

"Limit Path Segment Extension Records" on page 84
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< "Do Not Change Script Names" on page 84

= "Configure DMF Appropriately with CXFS™" on page 85

= "Improve Drive Performance with an Appropriate Zone Size" on page 86
< "Add HBA Drivers to the i ni trd Image" on page 87

= "Use Default Setting for RECALL_NOTI FI CATI ON_RATE" on page 87

= "Set the xi netd t cprux i nst ances Parameter Appropriately” on page 88
= "Avoid Unintentional File Recall by Filesystem Browsers" on page 88

= "Configure Appropriately for COPAN Shelves" on page 89

= "Use Migrate Groups Appropriately” on page 91

= "Use Fast-Mount Cache Appropriately” on page 92

= "Ensure that the Cache Copy is Recalled First" on page 94

e "Use a Task Group to Run dmmi gr at e Periodically" on page 94

= "Restrict the Size of the Alerts and Performance Records Databases" on page 96

Use Sufficiently Fast Filesystems

A filesystem on which DMF operates must be fast-enough to permit efficient
streaming to/from all secondary storage media. This is particularly important for
tape drives, because slow 1/0 can lead to increased wear on the drive and cartridges
(due to excessive stopping and starting of the drive heads).

Configure DMF Administrative Directories Appropriately
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This section discusses the following:
= "Overview of DMF Administrative Directories” on page 76
= "Sizing Guidelines" on page 78

< "nkfs and mount Parameters” on page 81
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Overview of DMF Administrative Directories

The DMF server uses the DMF administrative directories to store its databases, log files,
journal files, and temporary files. You will place these directories on a
general-purpose RAID storage system.

Note: A DMF administrative directory must not be in a DMF-managed filesystem.

In a production system, SGI in most cases recommends that you restrict these
directories to DMF use and make them the mountpoint of a filesystem, in order to
limit the loss of data in the case of a filesystem failure.

You specify the location of these directories by using the parameters in the DMF
configuration file:

= Directories required to be dedicated to DMF use and to be a filesystem
mountpoint:

— (If used) MOVE_FS optionally specifies one or more scratch directories (such as
/ move_f s) that are used by dnmove(8) to move files between media-specific
processes (MSPs) or volume groups (VGs). You must specify a value for
MOVE_FS if you intend to use the drmove command. The best practice when
using MOVE_FS is for it to be dedicated to the dnmove function.

Note: You must mount MOVE_FS with the dni , nt pt =/ MOVE_FS option.

— (If used) STORE_DI RECTORY for a DCM MSP optionally specifies the directory
(such as / dnf / dem_name_st or e) that is used to hold files for a DCM MSP
(there is one STORE_DI RECTORY parameter for each DCM MSP).

Note: You must mount STORE_DIRECTORY for a DCM MSP with the

di r sync option in order to ensure the integrity and consistency of
STORE_DIRECTORY with the DMF daemon database in the event of a system
crash.

= Directories recommended to be dedicated to DMF use and to be a filesystem
mountpoint:
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— HOVE_DI R specifies the base pathname (such as / dnf / horre) for directories in
which the DMF daemon database, library server (LS) database, and related files
reside.

— SPOOL_DI R specifies the base pathname (such as / dnf / spool ) for directories
in which DMF log files are kept.

— JOURNAL_DI R specifies the base pathname (such as / dnf /j our nal s) for
directories in which the journal files for the daemon database and LS database
will be written.

— TMP_DI R specifies the base pathname (such as / dnf / t np) for directories in
which DMF puts temporary files for its own internal use.

— (If used) CACHE_DI R specifies the directory (such as / dnf / cache) in which the
VG stores chunks while merging them from sparse volumes.

— (If used) STORE_DI RECTORY for a disk MSP optionally specifies the directory
(such as / dnf / dskmsp_name_st or e) that is used to hold files for a disk MSP
(there is one STORE_DI RECTORY parameter for each disk MSP).

Note: You must mount STORE_DIRECTORY for a disk MSP with the di r sync
option in order to ensure the integrity and consistency of STORE_DIRECTORY
with the DMF daemon database in the event of a system crash.

— (If used) DUMP_DESTI NATI ON specifies the directory (such as / dnf / backups)
in which to store backups (only applies for disk-based backups).

= Additional directories:

— DATABASE_COPI ES specifies one or more directories (such as
/ di r1/ dat abase_copi es and / di r 2/ dat abase_copi es) into which the
run_copy_dat abases. sh task will place a copy of the DMF databases.
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Sizing Guidelines

78

To provide the best chance for database recovery, HOME_DIR must be on a different
physical device from JOURNAL_DIR. When using the Parallel Data Mover Option,
the following must be CXFS filesystems or be in CXFS filesystems:

HOME_DIR
SPOOL_DIR

TMP_DIR

MOVE_FS

CACHE_DIR (if used)
STORE_DIRECTORY in a DCM MSP

Note: By default, the DMF daemon requires that a DMF administrative directory does
not reside in the root filesystem. For testing or demonstration purposes, you can
override this requirement for all but MOVE_FS and a DCM MSP
STORE_DIRECTORY by using the ADMDI R_| N_ROOTFS parameter; however, SGI
does not recommend overriding the requirement for a production system. See "base
Object Parameters" on page 193.

Note: You must evaluate these guidelines in terms of the specifics at your site,
rounding up to allow margin for error.

The following sections provide guidelines for sizing the filesystems that DMF requires:
< "HOME_DIR Size" on page 79

< "JOURNAL_DIR Size" on page 80

e "SPOOL_DIR Size" on page 80

< "TMP_DIR Size" on page 80

= "MOVE_FS Performance and Size" on page 80
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In general, these filesystems should be sized in terms of gigabytes. Table 3-1 shows
the minimum recommended sizes.

Table 3-1 Minimum Sizes for DMF Directories

Directory Minimum Recommended Size (GB)
HOVE_DI R 500

JOURNAL_DI R 75

SPOOL_DI R 200

TMP_DI R 500

MOVE_FS Capacity of one new volume

For individual guidelines and requirements for each directory, see the specific
parameter descriptions in Chapter 6, "DMF Configuration File" on page 189.

See also "Safely Make Changes to the DMF Configuration” on page 81.

HOME_DIR Size
The HOME_DIR filesystem will require approximately the following:

= The daemon and LS databases require approximately 500 MB per 1 million
migrated files, per DMF copy. If you make two copies, they would require
approximately 1 GB (that is, 500 MB x 2).

= An alerts database of 1 MB can hold approximately 5,400 records.
= A performance records database of 1 MB can hold approximately 5,130 records

You can purge old records after specified period of time. See "Restrict the Size of the
Alerts and Performance Records Databases" on page 96.

Note: Other database information (such as the OpenVault server database in an HA
configuration) requires an insignificant amount of space in comparison.
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JOURNAL_DIR Size

The JOURNAL_DIR filesystem will require approximately 500 MB per 1 million
database operations (such as migrate, recall, and hard delete). You can set the
JOURNAL _RETENTI ON parameter to purge old journals after a period of time. The
absolute minimum JOURNAL RETENTI ON value should be the time since the last
successful backup of the DMF databases.

SPOOL_DIR Size

The SPOOL_DIR filesystem will require approximately 1 MB per 500 DMF requests.
You can set the LOG_RETENTI ON parameter to purge old logs after a period of time.

TMP_DIR Size

The TMP_DIR filesystem is used for various temporary storage needs for DMF, such
as the following:

< If you do not have a dedicated CACHE_DIR, cache merges will use TMP_DIR. The
i braryserver object’'s CACHE SPACE parameter controls how much space is
used for cache merges.

= If backups are being done to tape, a temporary snapshot of the DMF databases is
stored in TMP_DIR before being written to tape. (See HOVE_DI R for database size.)

e Therun_fil esystem scan. sh task places its output file in TMP_DIR by
default. This file is approximately 150 MB for every 1 million files contained in the
DMF-managed user filesystems.

MOVE_FS Performance and Size

The MOVE_FS filesystem should have performance characteristics similar to the
primary DMF-managed filesystems because DMF will follow the same rules for drive
utilization as defined in the drive groups (DGs) and VGs (DRI VE_MAXI MUMand
MAX_PUT_CHI LDREN) when moving large numbers of files. A MOVE_FS filesystem
with slower bandwidth than what DRI VE_MAXI MUMand MAX_PUT _CHI LDREN are
tuned for may become overloaded with DMF requests. In extreme cases, DMF can
become backlogged on the MOVE_FS filesystem and delay the processing of user
requests.

The size of the MOVE_FS filesystem should be approximately the capacity of a data
cartridge, including compression, times the MAX_PUT_CHI LDREN value.
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For example:

500 GB native capacity * 1.6 compression * 3 drives = 2.4 TB

nkfs and nmount Parameters

Safely Make Changes
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Tuning the XFS log is important for performance, especially on the MOVE_FS
filesystem (which will have heavy metadata activity from the quantity of small files
that pass through it).

SGI recommends the following options to tune the XFS log:
= nkfs. xfs options:

-i attr=2 -1 version=2, sunit=512, si ze=128m
< nount options:

| ogbuf s=8, | ogbsi ze=256k

By default, XFS creates inode numbers that occupy no more than 32 bits of
significance. You should not use the i node64 option for the MOVE_FS filesystem
because DMF places all files being moved in a single directory (such as

MOVE_FS/ . dnf pri vat e/ unm gdi r), and i node64 will try to create all files in the
same allocation group, which may not be ideal. The default (equivalent to i node32)
will place each file in the next allocation group and spread the work around the
filesystem.

The defaults for the allocation group size and number are usually sufficient.
Also see the following:
= "Filesystem Mount Options" on page 113

< "DMAPI _PROBE Must Be Enabled for SLES 10 or SLES 11 Nodes When Using
CXFS" on page 119

= The nount (8) and nkf s. xf s(8) man pages

to the DMF Configuration
This section discusses the following:

= "Make and Mount the Required Filesystems First" on page 82
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"Use Sample DMF Configuration Files" on page 82

"Back Up the DMF Configuration” on page 83

"Stop DMF Before Making Changes" on page 83

"Always Validate Your Changes" on page 84

Make and Mount the Required Filesystems First

You should make and mount the filesystems required for the DMF administrative
directories before making configuration changes. If you try to apply configuration
changes without having the filesystems referred to in the configuration file in place,
you will get errors. See "Configure DMF Administrative Directories Appropriately"
on page 75

Use Sample DMF Configuration Files

82

DMF is shipped with sample configuration files in the following directory:

/usr/ shar e/ doc/ dnf - release/ i nf o/ sanpl e

The sample files use a variety of MSPs and LSs for different purposes:

dnf

dnf .
dnf .
dnf .

dnf

. conf

conf

conf.

conf.

conf.

. copan_nmmai d (COPAN massive array of idle disks)
copan_vt| (COPAN virtual tape library)

dsk (disk MSP)

. dcm(disk cache manager MSP)

f nt (fast-mount cache, such as for COPAN MAID in conjunction with

a physical tape library)

dnf. conf.ftp (FTP MSP)

dnf. conf.ls (LS)

dnf . conf . paral | el (Parallel Data Mover Option)

You can edit these files via a file editor such as vi (1) or DMF Manager (see "Setting
Up a New DMF Configuration File" on page 147). You should always validate your
changes; see "Always Validate Your Changes" on page 84.
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You can use the information in Chapter 6, "DMF Configuration File" on page 189, and
in the dnf . conf (5) man page to customize your configuration.

Back Up the DMF Configuration

After you have initially successfully configured DMF, make a backup copy of the
DMF configuration file (/ et ¢/ dnf / dnf . conf ) so that you can return to it in case of
failure. If you are using DMF Manager, it will automatically make a time-stamped
backup for you.

If you have an existing configuration, you should ensure that a good backup copy of
the DMF configuration file exists before making any configuration changes.

Stop DMF Before Making Changes

It is safest to make changes to the DMF configuration while DMF is stopped.l  If
you choose to make changes while DMF is running, be very cautious.

Warning: Never change pathnames or server names in base object parameters or
add, delete, or change the order of m gr at egr oup stanzas while DMF is running;
making changes of this type can result in data corruption or data loss.

Do not change the following parameters while DMF is running:

ADMDI R_| N_ROOTFS
CACHE_DI R
COPAN_VSNS

DRI VE_GROUPS
EXPORT_METRI CS
GROUP_MVEMBERS

LI CENSE_FI LE
LS_NAMES
MSP_NAMES

MULTI PLI ER
OV_KEY_FI LE
OV_SERVER

ROTATI ON_STRATEGY
SERVER_NAME

1 For instructions about starting and stopping DMF and the mounting service in an HA environment, see High Availability
Extension and SGI InfiniteStorage.
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SERVI CES_PORT
SPOOL_DI R
TVP_DIR
VOLUVE_GROUPS

Before making changes to any parameter, see the information about it in Chapter 6,
"DMF Configuration File" on page 189.

Always Validate Your Changes
SGI recommends that you always verify any configuration changes you make:

= When using DMF Manager to make changes, select the following to verify the
changes:

Overview
> Configuration ...
> Validate Current Configuration

= When using a file editing tool such as vi to directly edit the DMF configuration
file, you should run the dncheck(8) command after making changes.

Use Inode-Resident Extended Attributes and 256—byte Inodes

SGI recommends that you configure your filesystems so that the extended attribute
used by DMF is always inode-resident and that you use 256-byte inodes and the
defaultattr2 (-i attr=2 option to nkf s. xf s) when possible. See "Inode Size
Configuration” on page 114.

Limit Path Segment Extension Records

You should configure your database record length to minimize the number of records
that require a path segment extension record. See "Daemon Database Record Length"
on page 116.

Do Not Change Script Names

Do not change the pathnames or script names of the DMF administrative tasks. For
more information, see "Automated Maintenance Tasks" on page 118.
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Configure DMF Appropriately with CXFS ™
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DMF must make all of its DMAPI interface calls through the CXFS active metadata
server. The CXFS client nodes do not provide a DMAPI interface to CXFS mounted
filesystems. A CXFS client routes all of its communication to DMF through the
metadata server. This generally requires that DMF run on the CXFS metadata server.
If DMF is managing a CXFS filesystem, DMF will ensure that the filesystem’s CXFS
metadata server is the DMF server and will use metadata server relocation if
necessary to achieve that configuration.

Note: DMF data mover processes must run only on the DMF server node and any
parallel data mover nodes. Do not run data mover processes on CXFS standby
metadata server nodes.

To use DMF with CXFS, do the following:

= For server-capable administration nodes, install the sgi - dmapi and
sgi - xf sprogs packages from the ISSP release. These are part of the DMF Server
and DMF Parallel Data Mover YaST patterns. The DMF software will
automatically enable DMAPI, which is required to use the dmi mount option.

For CXFS client-only nodes, no additional software is required.

= When using the Parallel Data Mover Option, install the DMF Parallel Data Mover
software package, which includes the required underlying CXFS client-only
software. (From the CXFS cluster point of view, the DMF parallel data mover
node is a CXFS client-only node but one that is dedicated to DMF data mover
activities.) For more information, see:

— "Parallel Data Mover Option" on page 12
"Parallel Data Mover Option Configuration Procedure" on page 343

= Use the dm option when mounting a filesystem to be managed.
= Start DMF on the CXFS active metadata server for each filesystem to be managed.
See also "SAN Switch Zoning or Separate SAN Fabric Requirement” on page 24.
For more information about CXFS, see:
e CXFS 6 Administrator Guide for SGI InfiniteStorage
= CXFS 6 Client-Only Guide for SGI InfiniteStorage
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Improve Drive Performance with an Appropriate Zone Size

86

When using an LS, it is critical that the zone size you specify for the VG (the
ZONE_SI ZE parameter) is appropriate for the media speed and average data
compression rate at your site. A value that is too small can cause poor write
performance because a volume mark is written at the end of each zone; a value that is
too large can reduce parallelism when migrating files.

The optimal zone size depends upon several site-specific factors. Answering the
following questions will help you determine the correct zone size for your site:

< How long does it take the drive to flush data to media?

Note: Different drive types have different bandwidths, and the same drive type
can have different bandwidths with different cartridge types.

e How fast can the drive write data?

< What is the average data compression rate? If your data compresses well, the zone
size should be larger; if the data does not compress well, the zone size should be
smaller.

A good zone size is one where the time spent flushing data to media is not a

significant amount of the total 1/0 time. For increased write performance, choose a
zone size such that the average time to write a volume mark for the drive type is a
small percentage (such as 5%) of the time to write a zone at the drive’s native rate.

For example, suppose the following:

= The drive requires 2 seconds to flush the data to tape
= The drive writes data at 120 MB/s

= The average compression rate is 2 to 1

In order to waste no more than 5% of the full bandwidth of the drive flushing data to
media, the ZONE_SI ZE value in this case must be large enough to hold 40 seconds

(2 seconds / 0.05) worth of data in each zone. Because the drive writes at about

120 MB/s, then 40*120=4800 MB of data that can be written in 40 seconds. Not
considering compression, a good preliminary ZONE_SI ZE value is therefore 5g (5 GB).

Because the example site has a compression rate of 2 to 1, the preliminary
ZONE_SI ZE value should be multiplied by 2; the resulting ZONE_SI ZE value should
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be 10g (10 GB), which is how much data will get written in 40 seconds while still
keeping the flush waste within 5% of the total bandwidth.

Note: The zone size influences the required cache space. The value for the
CACHE_SPACE parameter should be at least twice the value used for ZONE_SI ZE.
Increasing the ZONE_SI ZE value without also increasing CACHE_SPACE could cause
volume merging to become inefficient. Volume merges could have problems if the
ZONE_SI ZE value is larger than the CACHE SPACE value. For more information
about CACHE_SPACE, see "l i br aryser ver Object" on page 276.

For more information about zone size, see the following:
= ZONE_SI ZE parameter in "vol umegr oup Object” on page 289
= "Media Concepts" on page 391

= Appendix G, "Case Study: Impact of Zone Size on Tape Performance” on page 565

Add HBA Drivers to the i nitrd Image

The t s tape drive reads HBA information from sysf s just after being loaded in
order to discover controller information. To ensure that this information is available
when t s loads, SGI recommends that you add the HBA drivers to the i ni t rd image
so that they load early in the boot process. Do the following:

1. Add the HBA driver to the | Nl TRD_MODULES line in the
[ etc/ sysconfi g/ kernel file. For example, to add the driver QLogic
QLA2200, you would include gl a2xxx in the | Nl TRD_MODULES line.

2. Create the initial RAM disk image so that it contains your modification:
# nkinitrd

3. Reboot the DMF server.

Use Default Setting for RECALL_NOTI FI CATI ON_RATE

You should use the default setting for RECALL_NOTI FI CATI ON_RATE unless you are
aware of a value that is more appropriate for your site. Setting
RECALL_NOTI FI CATI ON_RATE to 0 is no longer a standard best practice.
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Set the xi netd t cprux i nst ances Parameter Appropriately

You must use a sufficient setting for the t cprmux i nst ances parameter in either the
/ et c/ xi net d. conf file or the / et c/ xi net d. d/ t cpnux file.

Each remote DMF client command will consume one instance of a t cprux service
while it is active. For that reason, SGI recommends that you add the i nst ances
parameter to / et ¢/ xi net d. d/ t cpnux rather than increasing the i nst ances
parameter in / et ¢/ xi net d. conf.

Determining the correct setting of this parameter depends on what the maximum
number of simultaneous remote DMF user commands might be combined with any
other xi net d t cpnmux services that will be used. See the xi net d(8) man page for
more information on setting the parameter.

Additionally, it is important that the t cpnux service is not disabled. If the following
configuration line exists in / et ¢/ xi net d. d/ t cprmux, remove it:

di sabl e = yes

Avoid Unintentional File Recall by Filesystem Browsers

Graphical user interface (GUI) filesystem browsers (such as Windows Explorer,
GNOME™ Nautilus / File Manager) can unintentionally cause files to be recalled
because they read the first few blocks of the file in order to show the correct icon in
the view screen:

= Windows Explorer: if you follow the directions in "Modify Settings If Providing
File Access via Samba" on page 105, you can avoid this problem for Windows
Explorer.

= Nautilus and other filesystem browsers: these filesystem browsers may have
settings to prevent them from reading the file for thumbnail icons, but testing is
still required because the browser may still read the file for other reasons. Also,
file browser behavior may change in future releases, so you must retest after
upgrading. You should do one of the following for these filesystem browsers:

— Do not use GUI filesystem browsers on a DMF-managed filesystem.

— Set the DMF policy to keep the number of kilobytes permanently on disk
required by your filesystem browser, to allow the reading activity to happen
without recalling files. Do the following:

1. Determine how many kilobytes are read by your filesystem browser.
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2. Verify that the partial-files feature is enabled (see PARTI AL_STATE_FI LES

in "dndaenon Object” on page 203).

3. Use the r anges clause to keep the required number of bytes of each file
online. See:

< "ranges Clause" on page 268

= "Automated Space-Management Example" on page 270, and
"Automated Space-Management Using Ranges Example" on page 271

4. Repeat the above steps as needed after upgrading the filesystem browser.
See also:
= "File Regions and Partial-State Files" on page 33

= Appendix F, "Considerations for Partial-State Files" on page 563

Configure Appropriately for COPAN Shelves

You can use COPAN shelves either as permanent storage or as a fast-mount cache.
For initial configuration, see:

COPAN MAID for DMF Quick Start Guide
COPAN VTL for DMF Quick Start Guide

To use DMF with COPAN shelves, do the following:
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Within reason, create smaller volumes, so that hard-deletes will free-up volumes
without requiring merges. In general, a larger number of smaller-sized volumes
will result in fewer partially-full volumes in the DMF database (and therefore
more room for new data). This can potentially provide faster recalls of migrated
data because there are more volumes available for reading and writing (you
cannot simultaneously write to and read from the same volume). However, you
do not want to use volumes that are unreasonably small, as that might cause
excessive mounts and unmounts. For size recommendations, see the Quick Start
for your system.

Set the volume size, so that you can use the dntapaci t y(8) command or its
display in DMF Manager to accurately estimate the remaining capacity of the
volumes on the COPAN shelves. See "Set Volume Size If You Want to Use
Capacity Features" on page 107.
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Use the sample DMF configuration files:

— For permanent storage, use dnf . conf . copan_mai d or
dnf . conf. copan_vtl.

— For fast-mount cache, use dnf . conf. f nt. See "Use Fast-Mount Cache
Appropriately" on page 92.

Each sample file does the following:
— Uses one OpenVault library control program (LCP) per shelf

— Uses a shelf with a single DG and a single VG. If you must use multiple VGs,
they should draw and return all volumes from a common AG (do not assign
volumes directly to a VG)

— Uses one or more migrate groups to combine multiple COPAN shelves into a
single destination for a migration request

Set the following parameters, which apply particularly to COPAN shelves,
appropriately according to the information in Chapter 6, "DMF Configuration File"
on page 189:

COPAN_VSNS
MAX_PUT_CHI LDREN
RESERVED VOLUMES
ZONE_SI ZE

Note: For COPAN MAID, use a MAX_PUT_CHI LDREN value in the range 2- 6; for
COPAN VTL, use a MAX_PUT_CHI LDREN value in the range 2- 4.

If creating backups via xf sdunp to disk for COPAN MAID, also set the following
parameters appropriately:

COVPRESSI ON_TYPE
DUVP_COMVPRESS
DUVP_CONCURRENCY
DUVP_DESTI NATI ON
DUMP_M RRORS

For COPAN MAID, use one VG per shelf.
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Use Migrate Groups Appropriately

If you use migrate groups (MGs), do the following:

Do not specify overlapping MSPs, VGs, or MGs on the same MSP/VG selection
parameter. You must ensure that the statement expands to a set of
non-overlapping MSPs and VGs when all of the MG members are considered. See:

"MSP/VG Selection Parameters for a User Filesystem" on page 259
"VG Selection Parameters for a DCM MSP STORE_DI RECTORY" on page 264

Never add, delete, or change the order or contents of i gr at egr oup stanzas
while DMF is running.

If you want to use a DCM or FTP MSP as a group member of an MG with a
sequential rotation strategy, it should be the last group member listed (because
DCM and FTP MSPs are never marked as full by DMF). See "ni gr at egr oup
Object" on page 297.

Do not include an MSP or VG that uses the | MPORT_ONLY parameter (meaning
that the MSP/VG is used only for recalls) in a m gr at egr oup stanza. The
dncheck command will flag this situation as an error.

If you specify a ROTATI ON_STRATEGY of SEQUENTI AL, all GROUP_MEMBERS
except the last should be able to report when they are full:

— For a disk MSP, you should specify FULL_THRESHOLD BYTES.
— For a VG, you should specify a non-zero value for RESERVED VOLUNMES.

— Because a DCM or FTP MSP never reports that it is full, if used it must be the
last member in the GROUP_MEMBER list.

For more information, see:
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— "Configure Appropriately for COPAN Shelves" on page 89
— "vol unegr oup Object" on page 289

— "Disk nsp Object" on page 319
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Use Fast-Mount Cache Appropriately

92

Using a fast-mount cache (such as COPAN MAID) in conjunction with other
permanent migration targets (such as VGs in a physical tape library) is appropriate if
your site has a high turnover of relevant data and therefore the most recently
migrated files are also the most likely to be recalled.

To use fast-mount cache, do the following:

Define a f ast nount cache object for each logically separate fast-mount cache. By
using multiple logical fast-mount caches, you can account for differences in the
following characteristics:

— The percentage of free volumes that must be available (minimum and target
values)

— File retention policies
— Physical library residency

Set the CACHE_MEMBERS parameter to name one or more ni gr at egr oup and
vol umegr oup objects that constitute the fast-mount cache. The type of object you
name will control what DMF considers when determining whether the
free-volume threshold has been reached and the number of volumes to therefore
be freed (see FREE_VOLUME_M NI MUMand FREE_VOLUVE_TARGET below):

— If you name a i gr at egr oup object, DMF will consider the total number of
volumes that constitute that MG

— If you name a vol urmregr oup object, DMF will consider only the number of
volumes that constitute that VG

Set the following vol umegr oup object parameters:
— Set RESERVED VOLUMES:

= 0 (the default) for a VG that is an independent member of a fast-mount
cache (that is, the VG is listed in CACHE _MEMBERS)

= 1 for every VG that is part of an MG that is a member of a fast-mount
cache (that is, the MG is listed in CACHE_MEMBERS)

— Set MERGE_THRESHOLD to 0 for any VG that is part of a fast-mount cache
(whether it is the MG or the VG that is listed in CACHE_MEMBERS)
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— Do not assign an ALLOCATI ON_GROUP parameter to any VG that is part of a
fast-mount cache (whether it is the MG or the VG that is listed in
CACHE_MEMBERS)

Ensure that the fast-mount cache is the first target chosen. See "Ensure that the
Cache Copy is Recalled First" on page 94.

Define two other VGs/MSPs (such as on physical tape) as permanent storage
locations into which file data is copied at the time of initial migration, along with
the fast-mount cache location. These VGs and MSPs must not be on a DCM MSP
or on another fast-mount cache.

Note: One other VG/MSP is the minimum requirement, but SGI recommends two
so that the recommended two migrated copies will remain after the copy in the
fast-mount cache has been deleted.

Do not schedule merging tasks for the vol unmegr oup or m gr at egr oup objects
that represent the fast-mount cache.

If two separate fast-mount caches are configured, do not configure any policies
that would result in a file being migrated to more than one fast-mount cache.

Define a t askgr oup object for the fast-mount cache with a RUN_TASK object for
the run_f nc_free. sh script and the following parameters:

— Required to free the volume when full:

FREE_VOLUVE_M NI MUM
FREE_VOLUME_TARGET

Note: Because the volumes can be freed immediately, normally you want to set
the above to relatively low values. You must set FREE_ VOLUME_M NI MUMso
that it is less than FREE_VOLUME_TARGET.

— Optional to ensure that recently accessed files are copied to another volume in
the fast-mount cache before the original volume is emptied (which can result in
lower performance):

FI LE_RETENTI ON_DAYS
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— Optional to minimize the competition for disk space by the MOVE_FS scratch
filesystem when using FI LE_RETENTI ON_DAYS:

FMC_MOVEFS
See:
= "dndaenon Object Parameters” on page 203
= "taskgroup Object Parameters" on page 220
= "taskgroup Object Example for Fast-Mount Cache Tasks" on page 239
< "drivegroup Object" on page 278
= "vol umegr oup Object" on page 289

= "LS for Fast-Mount Cache" on page 306

Ensure that the Cache Copy is Recalled First

The fast-mount cache and DCM MSP copies must be used for recall before any other
copy in order to take advantage of their faster recall characteristics. To achieve this,
you must correctly specify the order of parameter values in the DMF configuration
file. Do the following:

< List any DCM MSP names first for the LS _NAMES parameter

= List any fast-mount cache LS, DG, and VG names first for the LS NAMES,
DRI VE_GROUPS, and VOLUME_CGROUPS parameters, respectively

For more information, see Chapter 6, "DMF Configuration File" on page 189.

Use a Task Group to Run dnmi gr at e Periodically

Sites whose workflow involves ingesting many files throughout the day in an
unpredicatable pattern may find that relying on dnf sf r ee(8) alone to migrate these
files in insufficient. There may be many files that require migration just prior to
running the daily xf sdunp(8) task, and there may be many new files that require
migration.

To avoid these problems, you can use a t askgr oup object that calls the
run_dmm gr at e. sh script to run the dmm gr at e(8) command on a regular basis
throughout the day to cut down on the amount of work needed prior to an xf sdunp
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run. The object that calls the task group determines the scope of the migration and
the location of the associated log messages

= If you reference the task from the dndaenon object, dnmi gr at e will be run on all
filesystems defined with automatic space management enabled. The log messages
generated by the script will appear in the dndl og file.

= If you reference the task from either a fi | esyst emobject or a DCM nsp object,
dmi gr at e will migrate data from that object only. Each object can reference the
same or different taskgroup objects. The log messages generated by the script will
appear in the aut ol og file if the task is called from a fi | esyst emobject or in
the appropriate mspl og file if called from a DCM nsp object.

Note: If the same t askgr oup is referenced by multiple objects, then there will be
separate dmmi gr at e commands running simultaneously for multiple objects. This
may result in an unwanted spike in migration requests sent to the daemon.

You can modify the operation of dnmi gr at e by using the following configuration
parameters in the t askgr oup object to specify that it will be run with particular
dmni gr at e command-line options:

DWMM GRATE_M NI MUM_AGE (- m minutes)
DVM GRATE_TRI CKLE (- t)

DVM GRATE_VERBCSE (- v)

DVM GRATE_WAI T (- w)

Note: When enabled, DMM GRATE_TRI CKLE (ON by default) only limits the number
of requests submitted at a time by an individual dmi gr at e command. If you define
multiple t askgr oup objects containing the r un_dnmi gr at e. sh script that are
scheduled to run with overlapping times, it is still possible to flood the DMF daemon
with migration requests even if DMM GRATE_TRI CKLE is enabled. Therefore, SGI
recommends that you to call the t askgr oup object containing the

run_dnm gr at e. sh script from the dndaenon object in order to migrate files in all
DMF-managed filesystems with a single command.

For more information about these parameters, see:
< "taskgroup Object Parameters" on page 220

= "taskgroup Object Example for Periodic dmm gr at e Tasks" on page 241
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e The dmm gr at e(8) man page

Restrict the Size of the Alerts and Performance Records Databases

You should configure tasks to automatically purge old records from the alerts and
performance databases, based on the age of the records and the size of the databases:

< run_renove_al erts. sh removes records from the alerts database according to
the following parameters:

ALERT_RETENTI ON
MAX_ALERTDB_S| ZE
REMALERT PARAVS

< run_renove_perf. sh removes records from the performance database
according to the following parameters:

PERF_RETENTI ON
MAX_PERFDB_S| ZE
REMPERF_PARANMS

Note: If you configure a task group to run the above scripts, then you must specify at
least one of the retention or database-size parameters. For example, if you specify a
task group containing run_r enove_al erts. sh but you do not include either the
ALERT _RETENTI ON or the MAX_ALERTDB_SI ZE parameter, you will get an error.

The sample configuration files provide task groups with recommended starting values:
= An age of 4 weeks for alert and performance records

= A maximum alerts database size of 100 MB

< A maximum performance database size of 256 MB

However, you should modify these values as necessary for your site. SGI
recommends that the alerts and performance databases each be less than 512 MB. For
approximate size requirements, see "HOME_DIR Size"

See:
= "Overview of the Tasks" on page 215

= "taskgroup Object Parameters" on page 220
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"t askgr oup Object Example for Removing Alerts" on page 241

"t askgr oup Object Example for Removing Performance Records" on page 242

Administrative Best Practices
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This section discusses the following:

"Use a Time Synchronization Application" on page 98

"Monitor DMF Daily" on page 98

"Migrate Multiple Copies of a File" on page 98

"Determine the Backup Requirements for Your Site" on page 99

"Run Certain Commands Only on a Copy of the DMF Databases" on page 101
"Be Aware of Differences in an HA Environment" on page 101

"Avoid Bottlenecks when Tape Drives and Host Port Speeds Do Not Match" on
page 101

"Use N- port Topology for All LSl FC Ports Used with Tape Drives" on page 104

"Start Site-Specific Configuration Parameters and Stanzas with “LOCAL_""" on page
104

"Use TMF Tracing" on page 104

"Run dntol | ect If You Suspect a Problem" on page 104

"Modify Settings If Providing File Access via Samba" on page 105
"Disable Journaling When Loading an Empty Database" on page 106
"Use Sufficient Network Bandwidth for Socket Merges" on page 106
"Temporarily Disable Components Before Maintenance" on page 106
"Gracefully Stop the COPAN VTL" on page 106

"Reload STK ACSLS Cartridges Properly" on page 106

"Disable Zone Reclaim to Avoid System Stalls" on page 107
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= "Set Volume Size If You Want to Use Capacity Features" on page 107
= "Monitor the Size of the PCP Metrics Archive" on page 108

= "Be Aware that API Commands Change Without Notice" on page 108

Use a Time Synchronization Application

Monitor DMF Daily

SGI recommends that you use a time synchronization application on all potential
DMF servers and parallel data mover nodes, and that you force synchronization at
every boot. For example, if you use Network Time Protocol (NTP), you should set the
following in / et ¢/ sysconfi g/ nt p:

NTPD_FORCE_SYNC_ON_STARTUP="yes"

You should monitor DMF on a daily basis to ensure that it is operating properly and
that you find any problems in time to retrieve data.

DMF provides a number of automated tasks that you can configure to generate
reports about errors, activity, and status. Additionally, some serious error conditions
generate email messages. Examining this information on a timely basis is important
to ensure that DMF is operating properly and to diagnose potential problems.

Migrate Multiple Copies of a File

98

When you migrate a file in a DMF configuration, make at least two permanent copies
of it on separate media to prevent file data loss in the event that a migrated copy is
lost.

Note: Because the fast-mount cache configuration requires at least two copies (one to
the temporary cache and one to a permanent storage target), SGI therefore
recommends that you migrate at least three copies for this configuration (one to the
temporary cache and two to permanent storage targets). See "Use Fast-Mount Cache
Appropriately" on page 92.
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Determine the Backup Requirements for Your Site

This section discusses the following:

= "Site-Specific Factors to Consider for Backups" on page 99

= "Number of Backup Tapes Required (Physical Tapes and COPAN VTL)" on page 99
= "Back Up Migrated Filesystems and DMF Databases" on page 100

= "Retain Log and Journal Files Between Full Backups" on page 101

Site-Specific Factors to Consider for Backups

Backup requirements depend upon a number of very site-specific factors, including
the following:

= The amount of data that is migrated and the amount of data that is not migrated
at the time a backup takes place

= The number of inodes
= The size of the DMF databases (see "HOME_DIR Size" on page 79)
= The backup methodology for using full and/or partial backups

= The retention period for backups

Number of Backup Tapes Required (Physical Tapes and COPAN VTL)
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The number of physical or virtual backup tapes that will be used depends upon the
retention period and the information in "Site-Specific Factors to Consider for Backups"
on page 99.

Tapes are recycled after the retention period is completed, therefore you must have
more backup tapes than are required to fulfill the retention period (at least one extra
tape). Assuming that backups are done daily, the minimum number of tapes required
is:

Retention_Period_In_Days + 1 = # Backup_Tapes
For example, using a retention period of 4 weeks (28 days):

28 + 1 = 29 tapes
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So long as each day’s backup can fit onto one tape, this means that at a minimum 29
backup tapes are required, assuming that backups are performed each day.

Note: You should monitor the backup report daily to verify that there are sufficient
tapes available for future backups. If it turns out that a given day requires multiple
backup tapes for the set of backups for that day’s backup, you must empty previously
used backup tapes or add more backup tapes.

Space Required for the Daily Backup (COPAN MAID)

The amount of space that your site will required for the backups created by each day’s
backup depends upon the information discussed in "Site-Specific Factors to Consider
for Backups" on page 99. This amount is the Dump_Space_Needed_Per_Day value.

The approximate formula for the amount of disk space that you must reserve for
backups is:

Dump_Space_Needed_Per_Day * ( Retention_Period_In_Days + 1) = Reserved_Space

You can allocate the Reserved_Space on a reserved portion of the RAID set that is not
managed by DMF). If you prefer, you could allocate space on physical tapes instead.
For more information, see COPAN MAID for DMF Quick Start Guide.

Back Up Migrated Filesystems and DMF Databases

100

When using DMF, you must still perform regular backups to protect unmigrated files,
inodes, and directory structures; DMF moves only the data associated with files, not
the file inodes or directories. You can configure DMF to automatically run backups of
your DMF-managed filesystems.

You can use the following tasks

You must also back up the daemon database and the LS database regularly using the
run_copy_dat abases. sh task.

See:

< "DMF Administration" on page 42
= "taskgroup Object" on page 215
= "Backups and DMF" on page 437
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Retain Log and Journal Files Between Full Backups

You must retain DMF log and journal files between full backups of the DMF
databases. After a full backup, you may remove old journal and log files to prevent
the spool directory from filling. You can use the run_r enmove_I| ogs. sh and
run_renove_j our nal s. sh tasks to schedule automatic removal of the old files
after the backup completes. See "t askgr oup Object" on page 215.

Run Certain Commands Only on a Copy of the DMF Databases

You should run the following commands only on a copy of the DMF databases:
< dmdbcheck(8)
e dmdunp(8)

If you run these commands on an active database (that is, on a database located in
the HOME_DIR directory while DMF is running), the results of the commands will be
unreliable because DMF may be actively changing the data while the command is
running.

Be Aware of Differences in an HA Environment

If you run DMF in a high-availability (HA) cluster, some configuration requirements
and administrative procedures differ from the information in this guide. For example,
in an HA environment you must first remove HA control of the resource group before
stopping DMF. For more information, see High Availability Extension and SGI
InfiniteStorage.

Avoid Bottlenecks when Tape Drives and Host Port Speeds Do Not Match
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Note: This section does not apply to STK drives. For those drives, the only control is
the size of the tape drive 1/0 request, which DMF determines. STK 4-Gbit adapters
perform at approximately 200 MB/s.

If you have one 4-Gbit host port and are writing data to multiple 2-Gbit tape drives,
the aggregate desired bandwidth on the host port is greater than the data rate of the
Fibre Channel (FC) adapters on the tape drives. This can cause the switch’s frame
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buffers to fill up, causing the switch to stop accepting data from the 4-Gbit HBA,
dropping the effective data rate close to that of a 2-Gbit HBA.

You can correct this situation by changing the maximum burst size (bur st _si ze) for
the tape drive. The maximum burst size specifies the maximum amount of data that
the port can transfer during a single operation. It should be double the switch port
buffering (after unit conversions, because maximum burst size is in units of 512
bytes). For example, a Brocade 4100 switch has at least 32 KB of buffering per port, so
you would start with a value of 128.

Note: Determining the optimum value for bur st _si ze depends upon many
site-specific factors, including HBA speed, switch speed, tape speed, and number of
tapes per port; it may take some trial-and-error to set optimally. SGI suggests
beginning by using a value of 64 or 128, which have been shown to improve results
without negative impact.

Before changing the maximum burst size, ensure that you have stopped DMF, APD,
and the TMF or OpenVault mounting service.

If you have installed the optional sdpar mRPM from SLES, you can use the sdpar m
command to set the burst size:

# sdparm -t fcp --set MBS=burstsize /dev/ sgNN
You can test the effects of changing the burst size by doing the following:
1. Stop DMF, APD, and the TMF or OpenVault mounting service.2

2. Ensure you have two 2-Gbit tape drives on 4-Gbit FC switch with one 4-Gbit
host connection.

3. Set the maximum burst size to 0 (no limit) on both drives. For example:
# sdparm -t fcp --set MBS=0 /dev/sg0

4. Load scratch tapes on the drives.

2 For instructions about starting and stopping DMF and the mounting service in an HA environment, see High Availability
Extension and SGI InfiniteStorage.
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5. Enter the following for each drive separately and then both drives in parallel and

monitor performance with SGI Performance Co-Pilot™ (PCP™) or an FC switch
tool:

# dd if=/dev/zero of=/dev/ts/... bs=256k
6. Change maximum burst size. For example, to set it to 128:

# sdparm -t fcp --set MBS=128 /dev/sg0

7. Enter the following for each drive separately and then both drives in parallel and

monitor performance with PCP or an FC switch tool:
# dd if=/dev/zero of=/dev/ts/... bs=256k

To determine the current maximum burst size, use the sgi nf o - Dcommand. For
example:

# sginfo -D /dev/sg0

Di sconnect - Reconnect nobde page (0x2)
Buffer full ratio 0
Buf fer enpty ratio 0
Bus Inactivity Limt (SAS: 100us) O
Di sconnect Time Linit 0
Connect Tine Linmt (SAS: 100us) 0
Maxi mum Bur st Si ze 128
EMDP 0
Fair Arbitration (fcp:faa,fab,fac) 0
DI WM 0
DTDC 0
First Burst Size 0

You can also use the sdpar m - - get command if you have installed the optional
sdpar mRPM from SLES. For example:

# sdparm -t fcp --get MBS /dev/sg0

For more information about sdpar m see:
http://freshmeat.net/projects/sdparm/
http://dag.wieers.com/rpm/packages/sdparm/
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Use N- port Topology for All LSI FC Ports Used with Tape Drives

During error recovery, a bus reset will cause the LSI FC port to renegotiate its
connection with the FC switch. This renegotiation can result in the LSI host port
acquiring a different port ID. Should this happen, reservation conflicts or errors that
result in the tape driving transitioning to swdn can occur. To avoid this problem, use
I siutil to setthe link topology to N- port for all LSI FC ports used with tape
drives, which eliminates the possibility that the host adapter port could acquire a
different port ID.

Start Site-Specific Configuration Parameters and Stanzas with “ LOCAL_”

Use TMF Tracing

If you choose to add site-specific parameters or object stanzas to the DMF
configuration file, you should begin the parameter name or stanza name with
“LOCAL_" (such as LOCAL_MYPARAM so that the names will not cause conflict with
future SGI DMF parameters and stanzas.

Each TMF process writes debugging information to its own trace file, located in the
directory specified by the t race_di r ect ory parameter in the TMF configuration

file/etc/tnf/tnf.config. If you use TMF, you should leave TMF tracing on so
that this debugging information is available if problems occur.

The trace files are circular, meaning they only contain the most recent activity from a
TMF process. To change the amount of history available in a trace file, modify the
trace_fil e_si ze configuration parameter.

When TMF is restarted, any trace files from the previous instance of TMF are moved
to the directory specified intrace_save_directory.

For more information, see TMF 5 Administrator’s Guide for SGI InfiniteStorage.

Run dntol | ect If You Suspect a Problem

104

As soon as you suspect a problem with DMF, run the dntol | ect (8) command to
gather the relevant information about your DMF environment that will help you and
SGI analyze the problem.
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Note: Take care to enter the correct number of previous days from which to gather
information, so that logs containing the first signs of trouble are included in the
collection.

Also see Chapter 16, "Troubleshooting" on page 463.

Modify Settings If Providing File Access via Samba

You can avoid an unnecessary Windows SMB request timeout by setting the
SessTi meout parameter to a value appropriate for a DMF environment, such as
300 seconds. This is especially important for slower mounting/positioning libraries
and tape drives. For details, see the following website:

http://technet.microsoft.com/en-au/library/cc938292.aspx

The Windows Explorer desktop can show which files in an SMB/CIFS network share
are in a fully or partially offline state. If so enabled, Windows Explorer overlays a
small black clock on top of a migrated file’s normal icon; the black clock symbol
indicates that there may be a delay in accessing the contents of the file. (This feature
is disabled by default.)

To enable this feature, do the following:

1. Install the sgi - samba RPMs from ISSP.

Note: This feature is not available in community Samba.

2. Add the following line to the Samba configuration file / et ¢/ sanba/ snb. conf
on the DMF server:

dmapi support = Yes
3. Restart the snb daemon on the DMF server:
server# /etc/init.d/snb restart

For more information, see the snb. conf (5) man page.
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Disable Journaling When Loading an Empty Database

If you are loading an empty database, you should disable journaling in order to
eliminate unnecessary overhead. To do this, use the -j option to the dndadm(8) and
dntat adm8) commands. For example:

# dnmdadm -j -u -c "load /dnf/scratch/daenon.txt"
# dncatadm-j -mls -u -c "load /dnf/scratch/ls_cat_txt" > /dnf/tnp/load.|s.db.out 2>&1

Use Sufficient Network Bandwidth for Socket Merges

If you perform a merge using a socket, you must ensure that the network has
sufficient bandwidth. For more information, contact SGI technical support.

Temporarily Disable Components Before Maintenance

Before you perform maintenance on tape drives, a tape library, or COPAN shelf, you
can perform steps that will allow DMF to quit using the component. You can then
verify that the component is currently unused and will no longer accept new work.
See "Temporarily Disabling Components" on page 452.

Gracefully Stop the COPAN VTL

Before stopping the COPAN VTL, you should ensure that DMF is not using any of its
virtual tape drives and then stop the OpenVault LCPs associated with the COPAN
VTL. See "Stop the COPAN VTL" on page 458.

Reload STK ACSLS Cartridges Properly

After you load tape cartridges into a StorageTek tape library controlled by Automated
Cartridge System Library Software (ACSLS) via the cartridge access port, you must
manually cancel all prior ACSLS ent er requests. This will allow OpenVault to
update the DMF database.
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Disable Zone Reclaim to Avoid System Stalls

Note: For large NUMA systems, whose typical workload is HPC applications, you
should consider whether the benefits of memory locality outweigh the cost of
memory reclaim.

To avoid transient system stalls on most DMF servers, you should disable zone
reclaim by adding the following line to the / et ¢/ sysct | . conf file:

vm zone_reclaimnmde = 0
To make this change take effect, enter the following:
# sysctl -p

For more information about this kernel parameter, refer to the
Docurent ati on/ sysct/vm t xt file in the Linux kernel source.

Set Volume Size If You Want to Use Capacity Features

If you want to use features such as the dncapaci t y(8) command and its display via
DMF Manager (which are particularly useful features for COPAN MAID and COPAN
VTL), you should set the size of volumes in the DMF database. Do one of following:

= Use the - s tapesize option to dnov_| oadt apes(8) when loading new volumes to
set the size in bytes. For example:

# dnmov_| oadtapes -t U triumi-800 -1 GO0 -s 20000000000 dunp_t asks

= Use the dnvol adn(8) command with the updat e directive to modify the t s field
to set the size in bytes. For example:

# dmvol adm -mvtl _|I's -c "update COOX1Z tapesi ze 20000000000"

= Specify the cartridge size on the Add Volumes dialog in DMF Manager to set the
size in bytes. See "Managing Volumes" on page 164.
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Monitor the Size of the PCP Metrics Archive

PCP continuously gathers DMF performance metrics for display in DMF Manager.
These metrics are stored in / var/1i b/ pcp-storage/ archi ves.

Note: In an HA environment, the PCP metrics archive is stored in the directory
specified by the dnf man_set up_ha script. For more information, see the section
about configuring DMF for HA in High Availability Extension and SGI InfiniteStorage.

Each month, DMF performs a data-reduction process on the metrics gathered for the
month. This reduces the size of the archives while retaining a consistent amount of
information. Although the size of the archive has a bounded maximum, this can still
be quite large depending on the configuration of the server and how many clients
access it. For example, a server with a large number of filesystems could generate up
to 100 Mbytes of archives per day. You should initially allow around 2 GB of space in
/var/1ib/pcp-storage/ archi ves for archive storage and monitor the actual
usage for the first few weeks of operation.

Be Aware that APl Commands Change Without Notice

108

DMF uses several undocumented commands as an internal API layer. These
commands can change or be removed without notice.

Note: If you require functionality that is not provided by the standard set of
documented DMF administrator and user commands, contact SGI Support to suggest
a request for enhancement.
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Chapter 4

Installing and Configuring the DMF Environment

This chapter discusses the following:

"Overview of the Installation and Configuration Steps" on page 109
"Installation and Configuration Considerations" on page 111
"Starting and Stopping the DMF Environment" on page 121
"Customizing DMF" on page 123

"Importing Data From Other HSMs " on page 126

Overview of the Installation and Configuration Steps
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To install and configure the DMF environment, perform the following steps:

Note: For detailed examples of configuring using COPAN cabinets, see:

COPAN MAID for DMF Quick Start Guide
COPAN VTL for DMF Quick Start Guide

Procedure 4-1 Configuring the DMF Environment

1.
2.

3.

Read "Installation and Configuration Considerations" on page 111.

Install the DMF server software (which includes the software for TMF and
OpenVault) according to the instructions in the SGI InfiniteStorage Software
Platform release note and any late-breaking caveats posted to Supportfolio:

https://support.sgi.com
See "ISSP DMF YaST Patterns" on page 112.

Determine the DMF drive groups that you want to use.
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4. Configure the TMF or OpenVault mounting service (if used) according to the
following documentation:

e TMF 5 Administrator’s Guide for SGI InfiniteStorage
= OpenVault Operator’s and Administrator’s Guide

5. Determine how you want to complete periodic maintenance tasks. See
"Automated Maintenance Tasks" on page 118.

6. Make and mount the filesystems required for the DMF administrative directories.
See "Configure DMF Administrative Directories Appropriately” on page 75.

7. Install the DMF license (and optional DMF Parallel Data Mover Option license)
on the primary DMF server and the passive DMF server (if applicable). See
Chapter 2, "DMF Licensing" on page 57 and "Managing Licenses and Data
Capacity with DMF Manager" on page 138.

Note: Nodes running DMF client software do not require a DMF license.

8. Create or modify your configuration file and define objects for the following:

= Pathname and file size parameters necessary for DMF operation (the base
object)

= DMF daemon

= Daemon maintenance tasks

= Filesystems

= Automated space management

= Media-specific process (MSP) or library server (LS)

= MSP/LS maintenance tasks

See "Configuring DMF with DMF Manager" on page 145.

Also see "Configuration Objects Overview" on page 189.
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9. Verify the configuration by selecting the following in DMF Manager, select the
following:

Overview
> Configuration ...
> Validate Current Configuration

If there are errors, fix them and repeat the validation until there are no errors.

10. If you are using the DMF Parallel Data Mover Option, see "Parallel Data Mover
Option Configuration Procedure” on page 343 and the SGI InfiniteStorage Software
Platform release note.

11. Start the DMF environment. See "Starting and Stopping the DMF Environment”
on page 121.

12. If you want to install the DMF client packages on other systems, see the SGI
InfiniteStorage Software Platform release note and the client installation
DMF. | nst al | instructions. Also see "DMF Client Configurations and xi net d"
on page 113.

To administer and monitor DMF, see Chapter 5, "Using DMF Manager" on page 127.

Installation and Configuration Considerations
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This section discusses the configuration considerations that will affect your system:
= "ISSP DMF YaST Patterns" on page 112

= "DMF Client Configurations and xi net d" on page 113

= "Filesystem Mount Options" on page 113

= "Mounting Service Considerations" on page 113

= "Inode Size Configuration" on page 114

= "Daemon Database Record Length" on page 116

= "Interprocess Communication Parameters" on page 118

= "Automated Maintenance Tasks" on page 118
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< "DVAPI _PROBE Must Be Enabled for SLES 10 or SLES 11 Nodes When Using
CXFS" on page 119

= "Networking Considerations for Parallel Data Mover Option" on page 119

= "Passwordless SSH Configuration for DMF" on page 119

ISSP DMF YaST Patterns

112

The ISSP release includes the following DMF YaST patterns:
< DMF Server, which provides:

— The full set of DMF server functionality, including the DMF daemon,
infrastructure, user and administrator commands, and all man pages. This
applies to SGI ia64 and SGI x86_64 servers running the operating system as
specified in the ISSP and DMF release notes. You should install this software
only on those machines that can be the DMF server.

— Client installers, which download the client software onto the DMF server so
that you can later transfer the DMF client software to the DMF client nodes.
The client packages are installed along with their installation instructions on
the DMF server in the following directory:

/opt/dnf/client-dist/DMFversion/ clientOS&architecture
The client software contains a limited set of user commands, libraries, and man
pages. This applies to all supported operating systems. You should install this

software on machines from which you want to give users access to DMF user
commands, such as dnput and dnget .

< DMF Parallel Data Mover, which provides the infrastructure for parallel data
mover nodes to move data offline and retrieve it, plus the required underlying
CXFS client-only software.

Only one of these patterns can be installed on a given machine.
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DMF Client Configurations and  xi netd

If your configuration includes DMF client platforms, you must ensure that the DMF
server is running the xi net d(8) daemon. The xi net d daemon is enabled by default.
If it has been disabled, you must reenable it at boot time via the following command:

dnf server# chkconfig xi netd on
If xi net d is not running, you can start it immediately via the following command:
dnfserver# /usr/sbin/xinetd

See also "Set the xi net d t cpnmux i nst ances Parameter Appropriately” on page 88.

Filesystem Mount Options

Data Management APl (DMAPI) is the mechanism between the kernel and the XFS or
CXEFS filesystem for passing file management requests between the kernel and DMF.
Ensure that you have installed DMAPI and the appropriate patches.

For filesystems to be managed by DMF, they must be mounted with the DMAPI
interface enabled. Failure to enable DMAPI for DMF-managed user filesystems will
result in a configuration error.

Do the following:
1. Use the following command:
# mount -o dm -0 mtpt = mountpoint
2. Add dm, ntpt = mountpoint to the fourth field in the f st ab entry.
For more information, see:
< "nkfs and mount Parameters” on page 81

= The nount (8) and f st ab(5) man pages

Mounting Service Considerations

Mounting services are available through OpenVault or the Tape Management Facility
(TMF)
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The LS checks the availability of the mounting service when it is started and after
each occurrence in which an LS data mover process was unable to reserve its drive.
The data mover process may be either:

= A write child that migrates data to secondary storage
= A read child that recalls data from secondary storage
If the mounting service is unavailable, the LS does not start any new child processes:

= For OpenVault, the LS sends an e-mail message to the administrator, asking that
OpenVault be started. It then periodically polls OpenVault until it becomes
available, at which time child processes are again allowed to run.

= For TMF, the LS attempts to initiate t ndaenon if it is not up (based on the exit
status of t nst at ) and waits until a TMF device in the confi gur ati on
pendi ng state is configured up before it resumes processing. If TMF cannot be
started or if no devices are configured up, the LS sends e-mail to the administrator
and polls TMF until a drive becomes available.

You can use MAX_M5_RESTARTS to configure the number of automatic restarts.

See also Chapter 8, "Mounting Service Configuration Tasks" on page 349

Inode Size Configuration

114

In DMF user filesystems and disk cache manager (DCM) MSP filesystems, DMF state
information is kept within a filesystem structure called an extended attribute.

Extended attributes can be either inside the inode or in attribute blocks associated
with the inode. DMF runs much faster when the extended attribute is inside the
inode, because this minimizes the number of disk references that are required to
determine DMF information. In certain circumstances, there can be a large
performance difference between an inode-resident extended attribute and a
non-resident extended attribute.

The size of inodes within a filesystem impacts how much room is available inside the
inode for storing extended attributes. Smaller inode sizes have much less room
available for attributes. Likewise, the legacy inode attribute format (-i attr=1
option to nkf s. xf s) results in less available extended attribute space than does the
current default format (-i att r =2 option).

SGI recommends that you configure your filesystems so that the extended attribute is
always inode-resident. Whenever both 256-byte and 512-byte inode sizes will work,
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you should use the 256-byte inode size (-i si ze=256 option to nkf s. xf s) because
the inode scans will be up to twice as fast. SGI also highly recommends that you use
attr2 (-i attr=2 option) when possible if it allows 256-byte inode sizes to be used.

For optimal performance, you should create any DCM MSP filesystems with 256-byte
inode sizes and at t r 2 attribute format. (For other filesystems for DMF administrative
directories, the inode size does not matter.) For best performance, you should use

512-byte inode sizes for DMF user filesystems only under the following circumstances:

= If users require other XFS attributes such as ACLs or other user-specified attributes

= If the user filesystem will have large numbers of partial-state files with more
partial-state regions than will fit in a 256-byte inode

If you must have a 512-byte inode size for a DMF user filesystem, you can do so by
using the Linux nkf s. xf s command with the -i si ze=512 option. (Filesystems
that already exist must be backed up, recreated, and restored.)

Table 4-1 summarizes the relationship among the inode size, att r type, and file
regions.

Table 4-1 Default Maximum File Regions for XFS and CXFS Filesystems

Default Maximum

Size of inode attr Type Number of File Regions
256 1 (Not recommended)
256 2 2

512 or greater 1 8

512 or greater 2 11

For more information about setting the inode size and the at t r type, see the
nkf s. xf s(8) and nmount (8) man pages.
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Daemon Database Record Length

116

A daemon database entry contains one or more fixed-length records:
= The base record (dbr ec), which consists of several fields, including the pat h field
= Zero or more path segment extension (pat hseg) records

If the value that is returned to the daemon by the MSP/LS (such as the pathname
resulting from the NAMVE_FORMAT value template in an FTP or disk nsp object) can fit
into the pat h field of the daemon’s dbr ec record, DMF does not require pat hseg
records. If the MSP/LS supplies a path value that is longer than the pat h field, DMF
creates one or more pat hseg records to accommodate the extra space.

The default size of the pat h field of the dbr ec is 34 characters. This size allows the
default paths returned by dmat | s, dmdsknsp, and dnf t prsp to fit in the pat h field
of dbr ec as long as the user name portion of the dnf t pnmsp or dnmdsknsp default
path (username/ bit_file_identifier) is 8 characters or fewer. If you choose to use a value
for NAME_FORMAT that results in longer pathnames, you may want to resize the pat h
field in dbr ec in order to increase performance.

The default size of the path field in the pat hseg record is 64. For MSP path values
that are just slightly over the size of the dbr ec path field, this will result in a large
amount of wasted space for each record that overflows into the pat hseg record. The
ideal situation would be to have as few pat hseg records as possible, because
retrieving pat hseg records slows down the retrieval of daemon database records.

The size of the path field in the daemon dbr ec record can be configured at any time
before or after installation. (The same holds true for any installation that might be
using the dnf t pmsp or dndsknsp with a different path-generating algorithm or any
other MSP that supplies a path longer than 34 characters to the daemon.)

Procedure 4-2 Configuring the Daemon Database Record Length
The steps to configure the daemon database entry length are as follows:

1. If dnf daenon is running, use the following command to halt processing in a
non-HA environment:

Caution: For instructions about starting and stopping DMF and the mounting
service in an HA environment, see High Availability Extension and SGI
InfiniteStorage.

# service dnf stop
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. If a daemon database already exists, perform the following commands:

# cd HOME_DIR/ daenon

# dndunmp -c . > textfile

# cp dbrec* pathseg* dmd_db. dbd backup_dir
# rm dbrec* pathseg* dnd_db. dbd

Where:

< HOME_DIR is the value of HOVE_ DI R returned by the dntonfi g base
command

= textfile is the name of a file that will contain the text representation of the
current daemon database

= backup_dir is the name of the directory that will hold the old version of the
daemon database

. Change to the r dmdirectory:

# cd /usr/lib/dnf/rdm

. Back up the dnd_db. dbd and dnd_db. ddl files that reside in

[fusr/1ib/dnf/rdm This will aid in disaster recovery if something goes wrong.

. Edit dnd_db. ddl to set the new pat h field lengths for the dbr ec and/or

pat hseg records.

. Regenerate the new daemon database definition, as follows:

# [fusr/lib/dnf/support/dnddl p -drsx dnmd_db. ddl

. Back up the new versions of dnd_db. dbd and dnd_db. ddl for future reference

or disaster recovery.

. If the daemon database was backed up to text (to textfile in step 2), enter the

following commands:

# cd HOME_DIR/ daenon
# dnmdadm -u -c "Il oad textfile"

. If the daemon was running in step 1, restart it by executing the following

command:

# service dnf start
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Interprocess Communication Parameters

Ensure that the following interprocess communication kernel configuration
parameters are set equal to or greater than the default before running DMF:

MSGVAX
MSGWNI

For more information, execute i nf o i pc and see the sysct | (8) and nsgop(2) man
pages.

Automated Maintenance Tasks

118

DMF lets you configure parameters for completing periodic maintenance tasks such
as the following:

= Making backups (full or partial) of user filesystems to tape or disk
= Making backups of DMF databases to disk

< Removing old log files and old journal files

= Monitoring DMF logs for errors

= Monitoring the status of volumes in LSs

= Running hard deletes

< Running drmaudi t (8)

= Merging volumes that have become sparse (and stopping this process at a
specified time)

Each of these tasks can be configured in the DMF configuration file
(/ et c/ dnf/ dnf . conf) through the use of TASK CGROUPS parameters for the DMF
daemon and the LS. The tasks are then defined as objects.

For each task you configure, a time expression defines when the task should be done
and a script file is executed at that time. The tasks are provided in the
fusr/1ib/dnf directory.

The automated tasks are described in "t askgr oup Object" on page 215.
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DMVAPI _PROBE Must Be Enabled for SLES 10 or SLES 11 Nodes When Using CXFS

By default, DMAPI is turned off on SLES 10 and SLES 11 systems. To mount CXFS
filesystems on a SLES 10 or SLES 11 client-only node with the dmi mount option, you
must set DMAPI _PROBE="yes" in the / et c/ sysconfi g/ sysct| file on the node.
Changes to the file will be processed on the next reboot.

After setting that system configuration file, you can immediately enable DMAPI for
the current boot session by executing the following:

client-only# sysctl -w fs.xfs. probe_dmapi =1

Note: These steps are not required on the DMF server or DMF parallel data mover
nodes because these steps are done automatically when installing the dnf or
dnf - nover packages.

Networking Considerations for Parallel Data Mover Option

The parallel data mover nodes communicate with the DMF and OpenVault servers
over the network. By default, they use the IP addresses that are associated with the
system hostnames. Additionally, depending on your configuration, it is possible that
socket merging can occur between hosts. By default, this feature uses the same
network as other DMF communication traffic.

It is possible to configure DMF to use an alternative network for general
communication between DMF nodes as well as an alternative network for socket
merges. See "node Object" on page 206.

If you use an alternative network for DMF communication, the OpenVault server
must listen on the same network; in this case, the name you specify for the initial
OpenVault prompt (that asks you to supply the name where OpenVault will be
listening) will be different from the hostname of the DMF server. See comment 2 in
"Initially Configure the OpenVault Server" on page 350.

Passwordless SSH Configuration for DMF
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If configured, DMF can use passwordless secure shell (SSH) to do the following.

= Transfer a copy of disk-based backups to one or more remote directories (using the
optional DUMP_M RRORS DMF configuration file)
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= Simplify the use of the drmat snf (8) and dnat r ead(8) commands to verify the
integrity of the library server (LS) volumes and recover data from them for a
configuration where not all volumes are mountable on the DMF server

< When in an active-active HA configuration with parallel data mover nodes, DMF
Manager can represent the status of both mover nodes

You must set up SSH keys so that the local r oot user can log in to the remote host as
a remote user without a password. Do the following:

1. Generate RSA authentication keys for the r oot user on the DMF server, if the
keys do not already exist. Be sure that you do not enter a passphrase when
prompted (just press Ent er).

dnf server# ssh-keygen -t rsa

Generating public/private rsa key pair.

Ent er passphrase (enpty for no passphrase):

Ent er same passphrase again:

Your identification has been saved in /root/.ssh/id rsa.
Your public key has been saved in /root/.ssh/id_rsa. pub.

2. Install the identity information on all nodes on which passwordless SSH access is
required. For example:

= To provide access for the DMF server on two parallel data mover nodes pdml

and pdn®:
dnf server# ssh-copy-id -i ~/.ssh/id_rsa. pub root @dml
dnf server# ssh-copy-id -i ~/.ssh/id_rsa. pub root @dn®2

= To provide access when using a remote host that has directories in which DMF
will place a copy of disk-based backups (DUMP_M RRORS):

dnf server# ssh-copy-id -i ~/.ssh/id_rsa. pub user @ enot ehost

See the ssh- keygen(1) and ssh- copy-i d(1) man pages for details.
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Starting and Stopping the DMF Environment
This section discusses the following:
= "Automatic Start After Reboot" on page 121
= "Explicit Start" on page 122
= "Preventing Automatic Start After Reboot" on page 122
= "Explicit Stop" on page 123
For more information about the mounting services, see:
e TMF 5 Administrator’s Guide for SGI InfiniteStorage

= OpenVault Operator’s and Administrator’s Guide

Caution: In an HA environment, procedures differ. For example, you must first
A remove HA control of the resource group before stopping DMF and the mounting
service. See High Availability Extension and SGI InfiniteStorage.

Automatic Start After Reboot

To enable automatic startup of the DMF environment, execute the following
chkconfi g(8) commands as r oot on the DMF server in a non-HA environment:

[y

dnf server# chkconfig tnf on (if TMF)

dnf server# chkconfig openvault on (if OpenVault)
dnf server# chkconfig dnf on

dnf server# chkconfig dnf man on

Execute the following on the parallel data mover nodes:

pdm# chkconfig dnf_nover on

1 For instructions about starting and stopping DMF and the mounting service in an HA environment, see High Availability

Extension and SGI InfiniteStorage
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Explicit Start

To start the DMF environment daemons explicitly, execute the following on the DMF
server in a non-HA environment: 2

dnf server# service tnf start (if TMF)

dnf server# service openvault start (if OpenVault)
dnf server# service dnf start

dnf server# service dnfman start

Execute the following on the parallel data mover nodes:

pdm# service dnf_nover start

Preventing Automatic Start After Reboot

To prevent automatic startup of the DMF environment, execute the following
chkconf i g(8) commands as r oot on the DMF server in a non-HA environment; 3

dnf server# chkconfig tnf off (if TMF)

dnf server# chkconfig openvault off (if OpenVault)
dnf server# chkconfig dnf off

dnf server# chkconfig dnf man of f

Execute the following on the parallel data mover nodes:

pdm# chkconfi g dnf_nover off

For instructions about starting and stopping DMF and the mounting service in an HA environment, see High Availability
Extension and SGI InfiniteStorage.

For instructions about starting and stopping DMF and the mounting service in an HA environment, see High Availability
Extension and SGI InfiniteStorage.
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Explicit Stop

Customizing DMF

File Tagging

4

To stop the DMF environment daemons explicitly, execute the following on the DMF
server in a non-HA environment: 4

dnf server# service tnf stop (if TMF)

dnf server# service openvault stop (if OpenVault)
dnf server# service dnf stop

dnf server# service dnfman stop

Execute the following on the parallel data mover nodes:

pdm# service dnf_nover stop

Note: Executing servi ce dnf_nover stop on a mover node will cause existing
data mover processes to exit after the LS notices this change, which may take up to
two minutes. The existing data mover processes may exit in the middle of recalling or
migrating a file; this work will be reassigned to other data mover processes.

You can modify the default behavior of DMF as follows:
= "File Tagging" on page 123
= "Site-Defined Policies" on page 124

= "Site-Defined Client Port Assignment in a Secure Environment" on page 125

File tagging allows an arbitrary 32-bit integer to be associated with specific files so that
they can be subsequently identified and acted upon. The specific values are chosen
by the site; they have no meaning to DMF.

Non-r oot users may only set or change a tag value on files that they own, but the
r oot user may do this on any files. The files may or may not have been previously
migrated.

For instructions about starting and stopping DMF and the mounting service in an HA environment, see High Availability

Extension and SGI InfiniteStorage.
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Site-Defined Policies

124

To set a tag, use the dnt ag(1l) command or the | i bdnf usr. so library. For example:
% dntag -t 42 nyfile

To view the tag set for a given file, use the dnt ag or dmatt r commands. For
example:

% dntag nyfile

42 nyfile
% dmattr -a sitetag nyfile
42

You can test a file’s tag in the when clause of the following configuration parameters
by using the keyword si t et ag:

AGE_V\EI GHT
CACHE_AGE_V\EI GHT
CACHE_SPACE_V\El GHT
SELECT_LOWER VG
SELECT_MBP

SELECT VG

SPACE_\\EI GHT

For example:
SELECT_VG f asttape when sitetag = 42
You can also access it in site-defined policies, as described below.

For more information, see the dnt ag(1) man page.

Site-defined policies allow you to do site-specific modifications by writing your own
library of C++ functions that DMF will consult when making decisions about its
operation. For example, you could write a policy that decides at migration time
which volume group (VG) or MSP an individual file should be sent to, using selection
criteria that are specific to your site.
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Note: If you customize DMF, you should inform your users so that they can predict
how the user commands will work with your policies in place. You can add error,
warning, and informational messages for commands so that the user will understand
why the behavior of the command differs from the default.

For information about the aspects of DMF that you can modify, see Appendix C,
"Site-Defined Policy Subroutines and the sitel i b. so Library" on page 523.

Site-Defined Client Port Assignment in a Secure Environment
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A\

If you have a secure environment and if you require more than 512 active connections
between DMF clients and the DMF server, you can specify that DMF assign a specific
range of TCP ports.

Caution: If the environment is not secure, do not use this feature.

When a user executes a remote DMF client command, the user-command mechanism
initiates a trusted set ui d r oot dmusr cnd(8) process on the client. This dnusr cnd
process performs all of the access validation required to send the user request the
DMF server. By default, the remote drmusr cnd process verifies that it connects to the
original client dnusr cnd process via a reserved port number in the range 512-1023;
these port numbers are only available to trusted (r oot ) processes. If all of those ports
are in use, the drmusr cd process will block until one of the trusted ports is free.

If your environment is secure (and therefore assigning a port that is not reserved for a
trusted process is acceptable) and you require more than 512 active ports, you can
create a/usr/lib/dnf/dnf_client _ports file on every potential DMF server
and every DMF client. The file on the potential DMF servers must contain every port
on which a client is allowed to connect, and the file on each DMF client must contain
the ports that client is allowed to access. The file must be owned by r oot and have
an access mode of 0600.

You can use a range to specify the permitted ports. The format of the file is one or
more lines as follows:

start_port_number: end_port_number

The start_port_number value must be greater than or equal to 512 and must be less
than or equal to end_port_number. The order of the lines in the file is significant in
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that drmusr cnd will start attempting to assign port numbers with the first line and
process the lines in the order they appear in the file.

For example:
= To assign ports in the range 5000-6000:
5000: 6000

= To first assign ports in the range 7000-8000 and then assign ports in the range
5000-6000 (and never assign ports in the range 6001-6999):

7000: 8000
5000: 6000

If the file exists but is empty, dnusr cnd will not attempt to bind to any particular
port numbers, but will use the non-secure port that is assigned to it by the kernel.

If the file does not exist, the default behavior of only assigning ports 512-1023 will be
enforced.

Importing Data From Other HSMs

126

DMF utilities exist to assist with importing data from filesystems managed by other
HSM packages into DMF, provided that the filesystems to be imported are accessible
via FTP or as local or NFS-mounted filesystems. These tools are not distributed with
the DMF product. They are for use only by qualified SGI personnel who assist sites
doing conversions. To obtain assistance in performing a conversion, contact SGI
Support.
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Using DMF Manager

This chapter discusses the following:

"Accessing DMF Manager" on page 128

"Getting Started with DMF Manager" on page 128

"Running Observer Mode or adnmi n Mode" on page 131

"Getting More Information in DMF Manager" on page 134

"Setting Panel Preferences" on page 136

"Refreshing the View" on page 137

"Managing Licenses and Data Capacity with DMF Manager" on page 138
"Configuring DMF with DMF Manager" on page 145

"Displaying DMF Configuration File Parameters" on page 154
"Starting and Stopping DMF and the Mounting Service" on page 155
"Discovering DMF Problems" on page 156

"Filtering Alerts" on page 160

"Seeing Relationships Among DMF Components” on page 162
"Managing Volumes" on page 164

"Managing Libraries" on page 167

"Displaying DMF Manager Tasks" on page 168

"Monitoring DMF Performance Statistics" on page 168

"Displaying Node Status" on page 185
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Accessing DMF Manager
To access DMF Manager, do the following:
1. Point your browser to the following secure address:
https:// YOUR_DMF_SERVER: 1179

2. Accept the security certificate.

Note: DMF Manager generates its own SSL certificates, rather than having the
SSL certificates signed by a commercial certificate authority. Therefore, the
certificate warning is safe to ignore.

Also see "Running Observer Mode or admi n Mode" on page 131.

Getting Started with DMF Manager

DMF Manager lets you configure DMF, view the current state of your DMF system,
and make operational changes.

When you initially open DMF Manager, you will see the Overview panel, which
displays a high-level graphical view of the DMF environment and status for each DMF
component, as shown in Figure 5-1. You can also configure DMF from this panel.

Each menu bar selection provides access to a DMF Manager panel, described in Table
5-1. To open a panel, click on the panel name in the menu. Right-click on the tab title
to see its menu. Each panel has a key for its symbols.

Note: Some DMF Manager windows do not automatically update; choose the Refresh
menu item to update an existing view.
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Table 5-1 DMF Manager Panel Menus

Menu Bar Item Panel Name Description

Configuration Overview High-level graphical view of the DMF environment, status
for each DMF component, and configuration capability

Parameters Details about the current parameter settings in the DMF
configuration file and status for each DMF component

Licenses Information about installed DMF, CXFS, XVM, and SGI
Management Center licenses and the ability to add and
delete licenses (when logged in as admi n)

Storage Volumes Status of volumes: physical tapes, COPAN virtual tape
library (VTL) virtual tapes, and COPAN massive array of
idle disks (MAID) volumes

Libraries Status of libraries
Messages Reports Daily activity reports
Alerts Informational messages, warnings, and critical errors
DMF Manager Tasks Status of commands issued via DMF Manager that may
take time to complete

Statistics DMF Resources Current and historical reports about the state and the
performance of the DMF filesystems and hardware

DMF Activity Current and historical reports about the state and the
performance of the DMF requests and throughput

DMF 1/O Statistics about how DMF is using data and various kinds
of specific media

Help Getting Started This section

Admin Guide This manual

About DMF Manager

Version and copyright information about the tool

007-5484-010
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Filesystem Problem on DMF status
icon volume
Click
to log in/out
BN ol x]
File Edit Wiew History Bookme|ks Tools Help
Menu bar ; —
(CliCk to J 5gi DMF Manager 3 | Y Y F

see menu) —» Configuration »  Storagl +  Messages = Statistics +  Help =

Panel tabs —> Qverview
(right-click A\
to see menu) F—— = -

v 87 B
DMF status —> ™ E [ | e il

|»

DMF fdou_ts ‘dim_fs2
msp a cache
Y
(W —— WENT - PN
Messages —> ! a a
about DMF
A1 Alerts volumel volume2

-
4| | »

Figure 5-1 DMF Manager Overview Panel

Some panels have expandable folders. Click on the + symbol to expand a folder or on
the — symbol to contract it, or use the Expand All and Collapse All buttons. Click
on a report name to display the associated graphs. For example, see Figure 5-21 on
page 164.
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Running Observer Mode or adm n Mode

You can run DMF Manager in observer mode (the default) or you can log in to admi n
mode for more functionality, as described in the following sections:

= "Observer Mode Functionality" on page 131
= "adm n Mode Functionality” on page 132

« "adm n Mode Access" on page 133

Observer Mode Functionality

007-5484-010

In the default observer mode in DMF Manager, you can do the following:
= View the state of DMF and the mounting service. See:

"Getting Started with DMF Manager" on page 128

"Discovering DMF Problems" on page 156
= View the fullness of each DMF-managed filesystem. See:

"Getting Started with DMF Manager" on page 128

"Discovering DMF Problems" on page 156

= View the licensed capacity. See "Showing Current DMF Usage and Licensed
Capacity" on page 140.

< View installed DMF, CXFS, XVM, and SGI Management Center licenses and the
system information required to request a new license. See "Managing Licenses and
Data Capacity with DMF Manager" on page 138.

= View DMF’s configuration. See "Displaying DMF Configuration File Parameters"
on page 154.

= View relationships among DMF components. See "Seeing Relationships Among
DMF Components" on page 162.

= Get context-sensitive help and view the DMF administration guide. See "Getting
More Information in DMF Manager" on page 134.
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= View information about volumes:
— View each volume’s status and fullness
— Sort which volumes to view
— Display dump tapes (physical tapes and COPAN VTL virtual tapes)
— View the status of each drive

— Temporarily create a user-defined query

Note: Saving the query requires admin mode. See "adni n Mode Functionality”
on page 132.

See:
"Getting Started with DMF Manager" on page 128
"Managing Volumes" on page 164

= View the daily reports (with history) and DMF alerts. See "Discovering DMF
Problems" on page 156.

= View the long-running DMF Manager tasks (those currently executing and a
history of executed tasks). See "Displaying DMF Manager Tasks" on page 168.

= View current and historical reports about DMF activity and resources. See
"Monitoring DMF Performance Statistics" on page 168.

adm n Mode Functionality
If you log in to admi n mode, you can perform the following additional tasks:

= Add licenses to or delete licenses from the / et ¢/ | k/ keys. dat system license
file or the DMF license file specified by the LI CENSE_FI LE configuration
parameter (see "base Object Parameters" on page 193).

= Start/stop DMF and the mounting service. See "Starting and Stopping DMF and
the Mounting Service" on page 155.

= Create or modify the DMF configuration. See "Configuring DMF with DMF
Manager" on page 145.
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adm n Mode Access
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Manage volumes (physical tapes, COPAN VTL virtual tapes, and COPAN MAID
volumes):

Change the hold flags

Manually mark a volume as sparse, meaning containing blank or inactive areas
after data has been deleted. (The data from a sparse volume will be later
moved to another volume via volume merging, the mechanism provided by the
LS for copying active data from volumes that contain largely obsolete data to
volumes that contain mostly active data.) For more information, see "Volume
Merging" on page 399.

Note: Merging is not appropriate for a volume configured as a fast-mount
cache.

Empty a damaged volume of all useful data and restore another copy in the
volume group (VG)

Eject physical tape cartridges from the tape library

Load physical tape cartridges into the tape library and configure them for
DMPF’s use with OpenVault

Read data to verify the volume’s integrity

Enable/disable drives

See "Managing Volumes" on page 164.

Acknowledge DMF alerts. See "Discovering DMF Problems" on page 156.

Control long-running DMF Managed tasks (acknowledge, suspend/resume, or
kill). See "Displaying DMF Manager Tasks" on page 168.

To log in to DMF Manager as the admi n user, click the Log In button in the
upper-right corner of the window, as shown in Figure 5-1 on page 130.

The default adm n password is | NSECURE. You should change the adm n password
and only provide it to those persons who you want to make administrative changes.
(After you change the adm n password, you cannot administratively set it to

| NSECURE again.)
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Note: If you are upgrading from a release prior to DMF 5.4, the admi n password will
be reset to | NSECURE. You should change the admi n password to a site-specific value
after upgrading.

Getting More Information in DMF Manager

Each panel that uses icons has a key for its symbols, available via the Show Key
menu selection. Figure 5-2 shows the key to icons on the Overview panel.

OMF Overview Key
(%] Critical error that requires action (priority 1) & Warning that might require action (priarity 2)
i Infarmational message that does not reguire action {priority 3)
=== Free Space Minimum == Free Space Target
7 DMFisup é DMF is down
ﬂ Fast-Mount Cache E | Filesystem
1 Unmanaged Filesystem E Disk Cache
L | Disk MSP @ Yolume Group
B Migrate Group M rFremse
Library Server £ Dirive Group
% Task Group [ Palicy
\‘5 Services 2 Resource Watcher
= Resource Scheduler e Device
" Alerts 0@, DMF Server Node
), DMF Mover Node B HA Passive Server
HA is in unknown state HA is in maintenance-mode
HA, infarmational HA, is active
HA, is in partial maintenance-mode
Close

Figure 5-2 DMF Overview Key to Symbols
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To display information about an object, you can move the mouse button over the

object, as shown for the bur n server in Figure 5-3.

¥2) DMF Manager - Mozilla Firefox

File Edit Wiew History Bookmarks

A% g

Tools  Help

| ® | | sgi DMF Manager

[+]

=10l x|

Configuration ¥ Storage ¥

Crverview <

—a @

DIF

i,’.

3

fdmi_fs

45287 Alerts

B

butn

,

thud

4

Messages ¥ Statistics =

Status:

CMF Server. Active
CXFS Server: Stable

-

fdmi_fs2

3 9
dem copan_fine
2

ls dgl

2
s?lD dgl

Change Pasaward

Log Out

¥

Figure 5-3 Displaying Information About an Icon

To get more information about any item, right-click on it and select the What is this?

option. For example, Figure 5-4 shows the help text for the Alerts icon.
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YWhat is Alert @ o

An alert is an event that is used to raise the DMF administrator's awareness about an
issue. The icon on the Overview panel lists the total number of alerts. To see details
about alerts, right-click on the icon and select "Show Alerts".

Maote: The alert count is the total number of unacknowleged alerts. This number may

differ from that shown in the Alerts panel because the panel, by default, groups the
alerts by date and message.

Cloze

Figure 5-4 “What Is ...” Information

Each panel also has a What is "PanelName’? menu selection.

For a quick-start to using DMF Manager, select the following from the menu bar:

Help
> Getting Started

To access the DMF administrator guide (this manual), select the following:

Help
> Admin Guide

Setting Panel Preferences

Each DMF Manager panel (other than the Help panels) has a Set PanelName
Preferences menu item that allows you to vary what is shown on the panel, how it
behaves, and how often it is refreshed (see "Refreshing the View" on page 137).

For example, Figure 5-5 shows the preferences that you can set for the Overview
panel.
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Crverview Preferences

Check the objects to display in the DMF Cverview

M Fast-Mount Cache
M Filesystem

M Disk Cache

M Disk MSP
Malume Group

M Migrate Group
MFTP MSP

M Library Server

I Drive Group

M Task Group

M Palicy

M Semvices

M hode

M Resource Yatcher
M Resource Scheduler
M Device

W Site Defined

[ Show Allocation Groups
[~ Show Relationships
M Show Filesystern Fullness

M Display All Messages (including informational)

Refresh Interval (seconds) 600

Apply || Cancel and Close || Apply and Close | | Reset to Defaults and Close

Figure 5-5 DMF Manager Overview Preferences Panel

Refreshing the View

Some DMF Manager panels refresh automatically by default but others do not. To
refresh a panel, choose the Refresh PaneIName menu item.

Caution: If you refresh the Overview panel while in configuration mode, any
changes that have been made but not saved or applied will be lost and you will exit
from configuration mode.
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You can use Set PanelName Preferences menu to set an automatic refresh interval for
individual panels. See "Setting Panel Preferences" on page 136.

Note: A refresh interval that is too short can cause contention between the DMF server
and the browser. On heavily used systems, some displays may not be refreshed at
extremely low intervals because the time to gather the information exceeds the refresh
time. In such cases, you will only see a refresh as often as one can be completed.

Managing Licenses and Data Capacity with DMF Manager

Adding New Licenses

138

This section discusses the following:

"Adding New Licenses" on page 138

"Deleting Existing Licenses" on page 139

"Viewing the Installed Licenses" on page 140

"Showing Current DMF Usage and Licensed Capacity" on page 140
"Showing Remaining Storage Capacity" on page 141

For more information, see Chapter 2, "DMF Licensing" on page 57.

To add one or more a new licenses, do the following:

1.

Gather the required host information by viewing the Licenses panel. For more
information, see "Gathering the Host Information” on page 63.

Obtain the required keys from SGI. See "Obtaining the License Keys" on page 63.
Log in to DMF Manager as admi n.

Paste the keys into the text-entry area of the Licenses panel, highlighted in Figure
5-6.

. Click the Add license button.
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=T
File Edit Wiew History Bookmarks Tools  Help
‘ﬁ‘| By 2 | ® | |5gi DMF Manager | = | =
Configuration ¥  Storage ¥ Messages ¥ Statistics ¥ Help = Change Pasaword | og Qut f
Overview 2 Licenses X
i aste_ llcense_key_he —_ |af
| Add license :
The following system information can be used to apply for software licenses fram SGIL
Host Name: burn.americas. sgi.com
License ID: 201e8cdd
System Type: SGlia64
Serial Number: R2002128
Showing licenses from /etc/lk’keys.dat:
Updated Licenses
" Product Yersion Begins Expires Walidity Infarmation
DMF_PDMO 5.000 2010-05-12  Permanent  Valid DMF 5% PDMO 1 NODE, att=NODE 1
DMF_PDMO 5.000 2010-05-12  Permanent  Valid DMF 5% PDMO 1 NODE, att=NODE 1
DMF_PDMO 5.000 2010-05-12  Permanent  Valid DMF 5% PDMO 1 NODE, att=NODE 1
DMF_PDMO 5.000 2010-05-12  Permanent  Valid DMF 5% PDMO 1 NODE, att=NODE 1
DMF_PDMO 5.000 2010-05-12  Permanent  Valid DMF 5% PDMO 1 NODE, att=NODE 1
DMF_CAPACITY. 5,000 2010-05-12  Perrpanent  Valid DMF 5.% 10th_hase, attr=TBZ10. .
P we 5\___\_#\_‘__ il S S o }\““'-m.r‘ }\_\} £ A= b e /‘---, s '

Figure 5-6 Adding a License Key in DMF Manager

In a DMF server HA configuration, you can add licenses to all potential DMF servers.
Select the node to be acted on by choosing its name from the Showing license from
/etc/lk/keys.dat on prompt.

Deleting Existing Licenses
To delete one or more existing licenses, do the following:
1. Log in to DMF Manager as adm n.
2. Select the licenses you want to delete by clicking their check boxes.

3. Right-click anywhere in the table and select Delete selected licenses.
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In an HA configuration, you can delete licenses from all potential DMF servers in the
HA cluster. Select the node to be acted on by choosing its name from the Showing
license from /etc/lk/keys.dat on prompt.

Viewing the Installed Licenses

To see the currently installed licenses for the server running DMF Manager, select:

Configuration
> Licenses

The Licenses panel lists the currently installed DMF, CXFS, XVM, and SGI
Management Center licenses. By default, the licenses display in the same order in
which they appear in the / et ¢/ | k/ keys. dat file. You can sort the table by clicking
on the desired column header. To resize a column, select the boundary divider in the
table header.

In an HA configuration, you can view licenses from all potential DMF servers in the
HA cluster. Select the node to be acted on by choosing its name from the Showing
license from /etc/lk/keys.dat on prompt.

Showing Current DMF Usage and Licensed Capacity

To determine the current DMF usage and licensed capacity, right-click on the DMF
icon in the Overview panel and select Show Usage....

This displays the amount of active and soft-deleted data currently being managed by
DMF, broken down into the number of bytes managed by each library server, disk
media-specific process (MSP), and disk cache manager (DCM) MSP. It also compares
the total number of bytes currently managed to the total capacity permitted by the
installed DMF licenses, and displays the resulting number of additional bytes that
DMF can manage.

For example, Figure 5-7 shows that DMF is managing only a small fraction of the
number of bytes for which it is licensed, and that the st k9710 LS is managing the
fewest number of bytes.
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Show Usage @ o

Current Usage and License Summary:

Store Type MNarne Biytes Managed
Disk MSP dermn G0067546144
Library Server wtl_ls 44153757544
Library Server stk9710 1010000000
Disk MSP Geoffrey G0067546144
Total bytes managed 205299455532

DMF license capacity 21100000000000000 (21100TE)

DMF bytes reraining 210957247005101658 (21100TE)

Help

Figure 5-7 DMF Current Usage and License Capacity

You can also display this information by selecting the following:

Configuration
> Licenses
> Show Usage...

Showing Remaining Storage Capacity

To display the total capacity, an estimate of the current total migrated data that is
active, and an estimate of the writable space that is currently available, right-click on
the DMF icon in the Overview panel and select Show Capacity. For example, Figure
5-8 shows the reports for two library servers.
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142

Capacity Dialog @ o
Report of Library Server vti_Is |
Yolume Group Size (MB) Active (MB) % Active Awail (MB) % Aywail
00 _wyd 614 10 2% 504 5%
C00_vyOa 400 a 0% 400 100%
wil_ag 18200 a 0% 18200 100%
Size (MB) Active (MB) % Active Awail (MB) % Aywail
Library Total: 19214 10 0% 19204 100%

** There are 2 RESERWED WOLUMES in CO0_wgO.

** There are 2 RESERVED _VOLUMES in CO0_vgOa.

Because RESERVED_VOLUMES is set, some of this space will not
be available for migrations.

There are 1 locked volumes. No writes can be made to these volumes.

Report of Library Server stk9710

Yolume Group Size (MB) Active (MB) % Active Awail (MB) % Aywail
sthk_ag a7 a 0% a7 100%
sth_vy1 100 10 10% a0 0%

Size (MB) Active (MB) % Active Awail (MB) % Aywail

Library Total: 1017 10 1% 1007 29%

*Warning: Some "tapesize” values appear invalid.

Ll

Help

Figure 5-8 DMF Capacity

Note: To see accurate estimates, you must first set the size of each volume accurately.
For details, see the dmvol adm(8) man page.

This displays an estimate of the remaining storage capacity for each volume group in
each LS. It reports the following totals for all volumes in the listed VGs and LSs (data
compression of data is not taken into account):

Field Description

Volume Group The name of volume group
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Size The total capacity in megabytes (MB)

Active The total migrated data (in MB) that may be recalled
(also represented as a percentage)

Avail The total writable space (in MB) on all volumes within
the VG or LS (also represented as a percentage)

Locked volumes are noted and an informational message highlights their number for
each LS.

For example, Figure 5-9 shows that the CO0_vg0 and C00_vg0 VGs are almost full
and therefore there might not be any more space available for migrations because
they each have 2 volumes reserved for merges (set by the RESERVED VOLUVES
parameter, see "vol unegr oup Object" on page 289).
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144

Show Capacity

Report of Library Server vti_Is

Yolume Group Size (MB)
00 _wyd 27497
C00_vyOa 17471
wil_ag 17600

Size (ME])

Library Total: 62565

** There are 2 RESERVED_VOLUMES in CO0_vg0.

Active (MB) % Active
27083 5%
17071 5%

a 0%

Active (MB) % Active

44154 1%

** There are 2 RESERVED _VOLUMES in CO0_vgOa.
Because RESERVED_VOLUMES is set, some of this space will not

be available for migrations.

There are 1 locked volumes. No writes can be made to these volumes.

Report of Library Server stk9710

Yolume Group Size (MB)
stk_ag 9Nz
sth_vyl 2010

Size (ME])

Library Total: 2927

*Warning: Some "tapesize” values appear invalid.

Active (MB) % Active
a 0%
1010 100%
Active (MB) % Active
1010 35%

Help

Avail (ME)
414

400
17600

Avail (ME)
18414

Avail (ME)
917
]

Avail (ME)
917

| v

% Aywail
2%

2%
100%

% Aywail
29%

% Aywail
100%
0%

% Aywail
31%

Ll

Figure 5-9 Remaining DMF Capacity

Volumes

> Set Volumes Preferences

Storage
> Volumes

To display more information, such as volume size, select:

To see details about specific volumes, select:
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Check the desired items to display.

There may be additional space that can be reclaimed from data that was written and
has since been hard deleted. For more information, see "Volume Merging" on page
399.

For more information about how the calculations are made, see the dncapaci t y(8)
man page.

Configuring DMF with DMF Manager

You can establish and edit the DMF configuration by logging in as the adni n user
and using the Overview panel. If you make a change to the configuration, the
background color will change to gray wallpaper displaying “Configuration mode”,
indicating that you must save or cancel your changes.
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This section discusses the following:

"Limitations to the DMF Configuration Capability" on page 146
"Showing All Configured Objects" on page 146

"Setting Up a New DMF Configuration File" on page 147
"Copying an Object" on page 150

"Modifying an Object" on page 152

"Creating a New Object" on page 152

"Deleting an Object" on page 153

"Validating Your Changes" on page 153

"Saving Your Configuration Changes" on page 153

"Exiting the Temporary Configuration without Saving" on page 154
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Limitations to the DMF Configuration Capability
The configuration capability in DMF Manager has the following limitations:

< Comments are not permitted in the configuration file created or modified by DMF
Manager. If you edit an existing configuration file that has comments and save the
file, the comments will be deleted from the updated configuration file.

Note: The original DMF configuration file, including the comments, will be
preserved in a time-stamped copy (/ et ¢/ dnf / dnf . conf . TIMESTAMP).

= Adding site-specific objects or site-specific parameters is not supported (if
site-specific items already exist in the DMF configuration file, they are preserved).

< DMF Manager cannot detect if multiple users have logged in as admni n and are
therefore capable of overwriting each other’s changes. At any given time, only one
user should log in as adm n and make configuration changes.

Showing All Configured Objects

To see all currently configured objects, select:

Overview
> Configure...
> Show All Configured Objects

By default, all currently configured objects will also be shown after you make a
configuration change and select Continue.

After you either save or cancel the configuration changes, the icons that are displayed
will return to the preferences you have set. See "Setting Panel Preferences" on page
136.
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Setting Up a New DMF Configuration File

To create a new DMF configuration file, select one of the preconfigured samples:

Overview
> Configure ...
> Pre-Configured
> sample_name

You can also access this menu by right-clicking anywhere in the Overview panel.

The preconfigured items provide a starting point of objects that you can modify with
specific information for your site. For example, Figure 5-10 shows the icons that will
appear after you select DCM MSP Sample. The gray wallpaper indicates that the
sample file has been loaded. The errors displayed will disappear after you validate
the configuration.
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¥2) DMF Manager - Mozilla Firefox

File Edit  Wiew History Bookmarks Tools  Help

=10l x|

*| g | = | ®© | |5gi DMF Manager | + -
Configuration ¥ Storage ¥  Messages ¥ Statistics ¥ Help ¥ Change Pasamard | gg Out f
Orvervigw
._\ m -
= | m
DIF fdmi fs

i

dem_msp
N g ‘a & ‘a & ‘a
il dgll wgla wglb wgle
oy e
- (] %&?ﬂ $Cp
daemon_tasks dump_tasks Is_tasks dem_tasks
. dem_policy wg_policy
space_policy

4 |

-
.3
|

Figure 5-10 Temporary Workspace for a Preconfigured DCM MSP Sample

The DCM MSP Sample selection includes the following objects:

fil esyst emobject named / dm _fs

i braryserver object name | s

nmsp object named dcm nsp configured for a DCM MSP

base object and dnmdaenon object (represented by the DMF shield icon):
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dri vegr oup object name dg0
vol umegr oup objects named vgla, vglb, vglc

t askgr oup objects named daenon_t asks, dunp_t asks, | s_t asks, and
dcm t asks

pol i cy objects named space_pol i cy, dcm pol i cy, and vg_pol i cyconfigured
for automated space management and MSP selection

For more information about these objects and their parameters, see Chapter 6, "DMF
Configuration File" on page 189.

You can then modify the sample configuration as needed. See:

"Copying an Object" on page 150
"Modifying an Object" on page 152
"Creating a New Object" on page 152
"Deleting an Object" on page 153
"Validating Your Changes" on page 153

"Saving Your Configuration Changes" on page 153

To exit a preconfigured sample without saving any of your changes, select:

Overview
> Configure...
> Cancel Configuration
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Copying an Object

To copy an object, right-click on it and select:

Configure ...
> Copy

Then name the new object and enter the values you desire for the object’s parameters.
For example, Figure 5-11 shows naming a copied filesystem object / dmi _f s2.

Note: Many parameters have default values, but these are not necessarily shown in
the DMF Manager windows. Only those parameters with explicitly specified values
are shown by DMF Manager and added to the configuration file. If a parameter has
no value specified, its default value is assumed.
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) DMF Manager - Mozilla Firefox ;Iglll

File Edit Wiew History Bookmarks Tools  Help

“ | g | = | ®© | 581 DMF Manager m .

23 - Google )_| ", -

(— ! 581 sgi.com | https:/burn, americas.sgi.com: 1179 wve

Configuration ¥ Storage ¥  Messages ¥ Statistics ¥ Help ¥ Ehange Pasaward | gg Out f

Civerview

J 5

fdmi_fs

|»

Configuration v .

( | Filesystern Configuration
Enter the name of your new stanza. No spaces allowed. ‘-'r‘|fdmi fs2

Parameters

|TYF'E |ﬁ|esystem
[BUFFERED_I0_SIzE | .
[DIRECT_I0_s1zE |
[MAX_MANAGED_REGIONS |
[MESSAGE_LEVEL |
[MIGRATION_LEVEL |
[MIN_DIRECT_sizE |
|
|
|
|
|

oy

-
space_policy vy_policy f}

tasks

[PoLIciES
[PosIX_FADVISE_sizE
[TASK_GROUPS
[uSE_UNIFIED_BUFFER
[MIN_ARCHIVE_siZE

| Help | | Cancel | | Continue

«| |

Figure 5-11 Naming a Copied Object
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Modifying an Object

Creating a New Object

152

To get more information a parameter, right-click on it and select the What is this?
option. See "Getting More Information in DMF Manager" on page 134.

To make your changes appear in the Overview display, select Continue. To
permanently save your changes, see "Saving Your Configuration Changes" on page
153.

To edit the parameters for an existing object, right-click on it and select:

Configure ...
> Modify

Then enter the values you desire for the parameters shown. To get more information
a parameter, right-click on it and select the What is this? option. See "Getting More
Information in DMF Manager" on page 134.

To rename an object, delete it and create a new object. See:
= "Copying an Object" on page 150

= "Creating a New Object" on page 152

= "Deleting an Object" on page 153

To make your changes in the temporary configuration view, select Continue. To
permanently save your changes, see "Saving Your Configuration Changes" on page
153.

To create a new object, right-click on blank space anywhere in the Overview panel and
select the object. Also see "Setting Up a New DMF Configuration File" on page 147.

You can also right-click on an existing object and create another empty object of the
same type by selecting:

Configure ...
> Add New
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Then name the object and enter the values you desire for the parameters shown. To
get more information a parameter, right-click on it and select the What is this?
option. See "Getting More Information in DMF Manager" on page 134.

To make your changes appear in the Overview display, select Continue. To
permanently save your changes, see "Saving Your Configuration Changes" on page
153. Also see "Exiting the Temporary Configuration without Saving" on page 154.

Deleting an Object

To delete an object, right-click on it and select:

Configure ...
> Delete

Validating Your Changes

To verify that your changes to the temporary configuration are valid, select the
following:

Overview
> Configure ...
> Validate Configuration

Saving Your Configuration Changes

To make your changes appear in the Overview display for this DMF Manager
session, click Continue after creating or modifying an object. (This does not change
the DMF configuration file.)

To save the temporary configuration so that you can work on it later, select:

Overview
> Configure ...
> Save Temporary Configuration

To permanently save your changes and apply them to the DMF configuration file, do
the following:

1. Verify that your changes are valid. See "Validating Your Changes" on page 153.
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2. Select:

Overview
> Configure ...
> Apply Configuration

Exiting the Temporary Configuration without Saving

To exit the temporary configuration entirely without saving any of your changes,
select:

Overview
> Configure...
> Cancel Configuration

The Configure menu is also available by right-clicking within the Overview display.
If you refresh the screen, the temporary configuration will also be canceled.

Displaying DMF Configuration File Parameters

The following menu bar selection displays the contents of the DMF configuration file:

Configuration
> Parameters

For example, Figure 5-12 shows the configuration parameters for a drive group. For
information about any individual parameter, right-click on it and select the What is
option.
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¥%) DMF Manager - Mozilla Firefox =]

File Edit Wew History Bookmarks Tools  Help
‘ﬁ‘|n\"j| ﬁ|®| |5§iDMFManager |+| =

Configuration ¥ Storage ¥  Messages ¥ Statistics ¥  Help ¥ Change Pasamard | gg Out 3

Crverview 2| Parameters

b \_9 Drive Group

dgd : Mo lssues

[E] Errarfarning Summary L

+ [ Global

+ [ Filesystems dg0  [Close]

+ [ Disk Caches

+ [0 Node |TYF'E |drivegr0up

+ [ Senvices [MOUNT_SERVICE [openvault

+ [ Library Servers |MOUNT_SERVICE_GROUF' |CDD

# [ Drive Graup || [VoLUME_croUPS [co0_vod cO0_voda
+ [0 Disk M3P

+ [ FTP MSP dg1  [Close]

+ [0 Wolume Group

I [ Task Group |TYF'E |drivegr0up

3 @ Falicies [MOUNT_SERVICE [openvault
[MOUNT_SERVICE_GROUP [rives
[0V _INTERCHANGE_MODES [compression

Last refresh:
1205085227 |[¥OLUME_GROUPS [stk_val stk_vyla

Figure 5-12 DMF Configuration Parameters in DMF Manager

Starting and Stopping DMF and the Mounting Service
To start or stop DMF and the mounting service, do the following:
1. Log in as the adni n user.
2. Right-click on the DMF icon in the Overview panel.

3. Select the desired action.
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Discovering DMF Problems

DMF Manager denotes issues by adding a red or yellow icon next to the component
that is experiencing problems. For example, Figure 5-13 shows that although DMF is
still running, there is a potential problem. To investigate, hover the mouse over the
shield icon to display pop-up help that details the warning.

=
File  Edit Wiew History Bookmarks Tools  Help
J sgi DMF Manager & l F
Configuration =  Storage = Messages w  Statistics v Help v | agn ?
Overview =
\? & ; = i =
\ : m . |
DMF {dom_fs {dom_fs2
:} . j f
196 Alerts cache
. - volumel volume2
msp

Figure 5-13 DMF Manager Showing Problems in the DMF System
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For more information, right-click the Alerts icon flag and select Show Alerts... or
choose the following from the menu bar:

Messages
> Alerts

Either action will open the Alerts panel, which displays the unacknowledged alerts
(by default, grouped by date and message) with the following sortable fields:

Time is the date and time at which a particular alert was issued (by default, alerts
are sorted by time from most recent to oldest)

Alert Message is the notice, warning, or critical error reported during the
operation of DMF

Priority is an icon as shown in Figure 5-14 that represents the severity of the alert
Host is the node that issues the alert

Count is the number of times this particular alert has been issued within one
calendar day

Note: By default, identical alerts are grouped and only the time that the last alert
was issued is displayed. To view all alerts and their corresponding time stamps,
deselect the Group identical alerts within a day box in the Alerts Preferences
panel.

OMFAlerts key

E3 critical errar that requires action (priority 1) & Warning that might require action (priarity 2)
1 Informational message that does nat require action (priority 3)

Cloze

Figure 5-14 Alerts Key

Figure 5-15 shows an example of unfiltered alerts.
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File  Edit  Wiew History

Bookmarks

fr | L | a | 0] | ) DMF Manager

Configuration ¥ Storage ¥

Crverview 30| Alerts X

Yiewing all alerts
1-25 of 2419 items
© Time

Mo filter applied

4 2011-12-05T11:04:35

2011-12-08711:04:35
2011-12-08711:04:35
2011-12-08711:04:32
2011-12-058711:00:00

2011-12-05T04:25:10

2011-12-05704:20:10
2011-12-04715:25:08
2011-12-04715:25:03

2011-12-04715:25:02

2011-12-04711:00:00

2011-12-04704:25:10

2011-12-04704:20:10
2011-12-03715:25:08
2011-12-03715:25:02

2011-12-03715:25:02

2011-12-03711:00:00

2011-12-03704:25:10

RI=TE
Tools  Help
E3 ;
Messages ¥ Statistics ¥ Help = Log In
10 125 | 50 | 100 12345670 M
1+ | Alert Message Priority 2« | Host Count
DMF has had no usable drives in Opentault drive group 'drives’ for %] asthra 1
mare than 0 seconds
Mo volumes available for Opentault status check - please add a tape [%] asthra 1
Mo DMF capability license - 1TE capacity limit. & asthra 1
Started DMF. i asthra 1
do_xfsdump_disk: Errors in configuration of durnp_tasks on repute & repute 2
run_daily_tsreport: Daily tsreport completed iy repute 1
run_daily_drive_report: No cleaning related tape alerts (code 0014, ) renute 1
0015, 0016} occurred since 2011/12/04 04:20. o P
run_rerove_logs on repute completed successfully: deleted O logs, 0 i renute 1
transaction logs and O alerts. =/ R
run_rerove_logs on dignity2 completed successfully: deleted O logs, ) dignity2 1
0 transaction logs and O alerts. - gnity
run_rerove_logs on dignity1 completed successfully: deleted O logs, i dignity] 1
0 transaction logs and O alerts. =/ gnity
do_xfsdump_disk: Errors in configuration of durnp_tasks on repute & repute 1
run_daily_tsreport: Daily tsreport completed iy repute 1
run_daily_drive_report: No cleaning related tape alerts (code 0014, ) renute 1
0015, 0016} occurred since 2011/12/03 04:20. o P f
run_rerove_logs on repute completed successfully: deleted O logs, 0 i renute 1
transaction logs and O alerts. =/ R
run_rerove_logs on dignity1 completed successfully: deleted O logs, ) dignity] 1
0 transaction logs and O alerts. - gnity
run_rerove_logs on dignity2 completed successfully: deleted O logs, Ty -
0 transaction logs and O alerts. =/ dignity2 L
do_xfsdump_disk: Errors in configuration of durnp_tasks on repute & repute 1
run_daily_tsreport: Daily tsreport completed iy repute 1 -

Read asthra,americas . sgi.com

Figure 5-15 Unfiltered Alerts
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For more information about an alert, select it and choose Help on this alert, such as
shown in Figure 5-16. To customize the display, see "Filtering Alerts" on page 160.

¥) DMF Manager - Mozilla Firefox ;Iglll
File Edit Wew History Bookmarks Tools  Help

‘ﬁ‘| Ny | =] | © | |JDMFManager | + | -
Configuration ¥ Storage ¥ Messages ¥ Statistics ¥ Help ¥ Ehange Pasaward | gg Out f

Crwerview 2 Alerts

Yiewing all alerts

1-25 of 2419 iterns 10 125 | 50 | 100 1234567 M
C Time T  Alert Message Priarity Host Count
Mo filter applied
S011-12-05T11:04:35 DMF has had no usable drives in Opentault drive group 'drives’ for %] asthra 1
mare than 0 seconds
2011-12-05T11:04:35
Alert Help w o

2011-12-05T11:04:35
mDMF has had no usable drives in OpenVault drive group "drives’ for more than 0 seconds

2011-12-05T11:04-32 Posted on Dec 05, 2011 at 11:04:35

2011-12-05T11:00:00 Try one of the following to resolve this problem:

2011-12-05T04:25:10 o |nvestigate mounting service status and try manual restart if necessary from the library view.

o |nvestigate the status of libraries and drives from the library view.
2011-12-05T04:20:10

Acknowledge and Cloze | | Close |

2011-12-04715:25:08

2011-12-04715:25:03

2011-12-04715:25:02

2011-12-04711:00:00

2011-12-04704:25:108

2011-12-04704:20:108

run_rerove_logs on repute completed successfully: deleted O logs, 0

e B o logs and O alerts.

iy repute 1

wemove logs on dignity] completed successfully: deleted O logs, in Mo 5 =l

Read asthra,americas . sgi.com

Figure 5-16 DMF Manager Alerts Panel and Help Information

If you are logged in, you can acknowledge selected alerts or clear all alerts. See
"Running Observer Mode or adni n Mode" on page 131.

007-5484-010 159



5: Using DMF Manager

You can also use the following panel to view daily activity reports (those containing
critical log errors show red warning symbols):

Messages
> Reports

Filtering Alerts
You can customize the Alerts display by applying one or more filters.

For example, to show critical errors and warnings about OpenVault sent on December
5, you could establish three filters:

1. Click in the filter bar, as shown in Figure 5-17.

Click on the filter bar beneath
a column header to create a filter

&%) DMF Manager - Mozilla Firefox

File Edit Wiew History Bookmarks Tools  Help

‘ﬁ‘| n.'ﬁ| a | ®| | ") DMF Manager | +
Configuration ¥  Storage ¥  Messages ¥ Statistics ¥ Help = Change Pasaword | og Qut -jﬂ
Overview 2 Alerts

Yiewing all alerts

1-25 of 2419 iterns 10 125 | 50 | 100 1234567
© Time 1+ | Alert Message Priority 2« | Host Count
Mo filter applied
= 5T11:D4:35 Enl\odrl; ?::nh;igcootl]ihle drives in Openvault drive group 'drives’ for %) o 1
2011-12-05T11:04:35 Mo volumes available for Opentault status check - please add a tape %] asthra 1
2011-12-05T11:04:35 Mo DMF capability license - 1TE capacity limit. &, asthra 1
sl "'\.._.m«w‘n;mm P TN M"x._ P T L ™ “"'\. f ,‘\, SURF e |

Figure 5-17 Define Filters for Alerts

2. Rule 1:

e For Column, select Time
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Note: If you click in the filter bar below a column header, the column name
will be selected automatically in the Filter dialog.

e For Condition, select is
e For Value, select December 5

3. Click the green plus sign to add another rule, as shown in Figure 5-18.

Filter X

Match | all rules

Time Js 12511

Column

Tirme

Condition

5

Yalue

H12/572011] | -]

|E| | Filter | Clear | Cancel |

Figure 5-18 Adding Another Filter Rule

4. Rule 2:
= For Column, select Priority
< For Condition, select is less than
= For Value, select 3

5. Click the green plus sign to add another rule.
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6. Rule 3:
= For Column, select Alert Message
= For Condition select contains
= For Value, enter openvaul t

7. Click Filter to apply the rules. The display would then reduce to that shown in

Figure 5-19.
RI=TE
File Edit Wew History Bookmarks Tools  Help
‘ﬁ‘|n\"i| ﬁ|®| |jDMFManager |+| =
Configuration ¥ Storage ¥ Messages ¥ Statistics ¥ Help = Log In f
Overview 2 Alerts
Yiewing all alerts
1-20f2 items 10 125 | 50 | 100 1
" Time 1> | Alert Message Priority 2« | Host Count
2 of 2419 alerts shown.  Clear filter
S011-12-05T11:04:35 DMF has had no usable drives in Opentault drive group 'drives’ for %] asthra 1
mare than 0 seconds
2011-12-05T11:04:35 Mo volumes available for Opentault status check - please add a tape 3] asthra 1
Read asthra,americas, sgi.com

Figure 5-19 Filtered Alerts

Seeing Relationships Among DMF Components

To see the relationships among DMF components, click on a component icon in the
Overview panel and select its Show Relationships menu item. Figure 5-20 shows the
relationships for the ft p1 FTP MSP.

To remove the relationship lines, click Hide Relationships.
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Figure 5-20 Relationships Among DMF Components
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Managing Volumes

To manage volumes, select the following:

Storage
> Volumes

Figure 5-21 shows an example.

DMF status
Right-click
to see menu Click
to log out
Mi[=[ES
File Edit Wiew History Bookmarks Tools  Help
sgi DMF Manager ]
Configuration = Storage »  MpdSages v Statistics » Help = Log Qut _;
Panel tabs —> Overviaw Tapes
C“.Ck 0 —> = [ Library Servers 12 Tapesin 1 Page: 1
navigate m liorary i
L All Tapes:
tapas
A v
voume2|SeleCt | aoe i | VOMME | pata L ofe i) | AN | 4o Flags hlags) |Update
volume:1 Group (MB) Age
=1L HF':\?WVE"“BS [ T [omF107 [volumet [228840 315310 [224028 378774 [--—-- FR— [175
Hock | T |omr1og]jvolume?|[225870 753050 [226177.117472]|--—--—---————- [m
il | T [omF104]volume2 |470336 635031 [4706726.207048 [ - -—-—— I— [27m
| T |omF105 [volume2 [469584 956632 4700016471678 - -——-- u-———— - |27m
o | T [DMF106 [volume1[209012.042947 |20906E.699552| —————————————— [27m
Cs'glet; > [DMF111 [volume1[214620 950763 [21472%ga022el L2
[ T [oMF108 [volumet [209314 365002 [200476R0)
[ T [omMF110ftapes [0 oooono [0.0000
Empty Damaged Tape... —
| T |[DmF100ftapes [0.000000 [0.0000
[ T [DMF102 [volume1[473663.164117 [47392¢  ElectTape... ]
| T |omF102 ftapes  |0.000000 [0.0000  verify Tape Integrity.. |
™ |DMF101 [volumez [7388 521761 [74227 \
[ | [rolmea] | Whatis "214720.620846"7
T — ]
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Figure 5-21 DMF Manager Volumes Panel
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You can filter the volumes displayed, similar to the information in "Filtering Alerts"
on page 160.

When logged in, you can also perform the following actions for selected volumes:

= Change the Hold Flag (hflag), shown in Figure 5-22, sets the hold flag values on
individual volumes. Click the On column to enable a flag or click the Off column
to disable a flag. For more information about the hold flags, click the Help button
or select the What is menu for the flags displayed in the Volumes panel.
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Select on
or off

|
Change Hold Flagsl(hﬂigsj Ve
[Select [on [Off [hilag
I?IFT“E:' herr - 1/0 Errar
I?IFTHT] hfree -- Free (*unsafe)
I?IFT“D:' hoa -- OperatorfAdministrator
o L
ITIFWHV hufy -- Append errar
I?IFTHIJ hlack -- Termporarily Locked
[ T [T [T [t hfull - Full (funsafe)
I?IFT“S:' hsparse -- Sparse
[ T [T [T [tb) hbadmnt - Bad Maunt
[ T [T [ [11) hsite - Site Flag 1
)
)
)

—

hra -- Read-only

—

= [T [T [ hsite2 - Site Flag 2
= [T |[3) hsited - Site Flag 3
[ [T [y hsited - Site Flag 4

Apply || Cancel || Help

Figure 5-22 Changing Hold Flags in DMF Manager

= Merge Data Off Volume marks a volume as a candidate to be merged with
another volume, thereby recovering space that was lost due to holes in the volume
from deleted data (a sparse volume). These operations will be performed when
appropriate. This is the preferred way to move data off of a volume.
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Note: Merging is not appropriate for a volume configured as a fast-mount cache.

= Empty Damaged Volume forces data to immediately move to another volume.

Note: Use this as a last resort. You should first try Merge Data Off Volume.

= Eject Tape removes the selected physical tape cartridges from the tape library but
keeps their tape IDs (volume serial numbers, or VSNs) in the VG. (In some cases,
this command may cause a door to be unlocked, requiring a human operator to
physically extract the cartridge from the library.) This only applies to physical
tapes managed by OpenVault.

= Verify Volume Integrity runs a verification to make sure that the data on the
volume is readable.

See "Running Observer Mode or adm n Mode" on page 131.

You can also use the following menu bar selection to add volumes that are managed
by OpenVault:

Volumes
> Add Volumes ...

Managing Libraries

To view the status of libraries, choose the following from the menu bar:

Storage
> Libraries

If you are logged in to DMF Manager, you can enable or disable the selected libraries.
See "Running Observer Mode or adm n Mode" on page 131.
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Displaying DMF Manager Tasks

A given DMF Manager task may require issuing a set of DMF commands, and these
commands may take some time to execute. The following panel displays the
long-running DMF Manager tasks that have been issued but not yet acknowledged:

Messages
> DMF Manager Tasks

When logged in, you can choose to show the tasks logs or acknowledge,
suspend/resume, or kill each selected DMF command, as appropriate. See "Running
Observer Mode or adnmi n Mode" on page 131.

Monitoring DMF Performance Statistics

168

The Statistics menu provides current and historical views of DMF activity and
resources. This section discusses the following:

"Using the Statistics Panels" on page 169
"Metrics Collection" on page 170

"DMF Activity" on page 170

"DMF Resources" on page 173

"DMF 1/0" on page 182

Note: To see all of the available statistics via DMF Manager, you must set the
EXPORT_METRI CS configuration parameter to ON. Do not change this parameter
while DMF is running; to change the value, you must stop and restart DMF. See
"base Object" on page 193.
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The DMF Resources and DMF Activity panels of the Statistics menu are divided
into the following areas:

= Report tree

= Graphs

e Key

To resize an area, drag the divider lines to the left or right.

Expandable folders in the tree (such as Requests) contain reports (such as Requests
Summary) and subfolders (such as Filesystem Requests). Click on the + symbol to
expand a folder or on the — symbol to contract it, or use the Expand All and
Collapse All buttons. Click on a report name to display the associated graphs.

Each graph is scaled according to the maximum value in each graph. To scale all of
the graphs with a common maximum value, check Scale graphs equally at the top of
the tree.

White space within a graph means that nothing happened during that time period, or
data was unavailable. This does not indicate an error condition.

DMF Manager distinguishes between the following:

= Current metrics are either drawn live from the server or are taken from the last few
minutes of the metric archives

= Historic metrics are taken exclusively from the metric archives

DMF Manager is able to display historical information for the following time periods:
= Last hour

= Last day (the previous 24 hours)

= Last month (the previous 30 days)

Note: Some DMF configuration parameters use multipliers that are powers of 1000,
such as KB, MB, and GB. However, the DMF Activity, DMF Resources, and

DMF 1/O panels use multipliers that are powers of 1024, such as kiB, MiB, and GiB.
In particular, this means that 1 MiB/s is 220 = 1048576 bytes per second.
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Metrics Collection

DMF Activity

SGI Performance Co-Pilot™ continuously gathers performance metrics for the
DMF Activity and DMF Resources panels. See "Monitor the Size of the PCP Metrics
Archive" on page 108.

The DMF data movers (the DMF server and any parallel data mover nodes) collect
the metrics displayed in the DMF 1/O panel. See "Monitor the Size of the PCP
Metrics Archive" on page 108.

This section discusses the following:

= "Overview of DMF Activity Reports" on page 170
= "Key to DMF Activity Reports" on page 171

= "Example of DMF Activity Report" on page 172

Overview of DMF Activity Reports

170

The reports in the DMF Activity panel show user-generated DMF activity:
= Requests reports show the number of requests being worked on

= Throughput reports show the rate of data throughput resulting from those requests

Note: Values shown are averaged over the previous few minutes, so they are not
necessarily integers as would be expected. This process also causes a slight delay in
the display, which means that the values of DMF Activity reports do not necessarily
match the current activity on the system, as seen in the DMF log files.

The following types of requests are reflected in these reports:

= Requests from the user to the DMF daemon. These are presented as an aggregate
across the DMF server, and on a per-filesystem basis, using the label of Filesystem.

= Requests from the DMF daemon to the subordinate daemons that manage the
secondary storage (a back-end request).

Sometimes, there is a 1:1 correspondence between a daemon request and a back-end
request (such as when a file is being recalled from secondary storage back to the
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primary filesystem), but this is frequently not the case. For example, migrating a
newly created file to secondary storage will result in one back-end request per copy,
but deleting a migrated file results in a single daemon request but no back-end
request at that time. Volume merges may cause a lot of activity within a VG but none
at the daemon level.

In the Summary reports, the different types of requests are not distinguished from
each other. However, if you zoom in (via one of the subfolders, such as DCM MSP),
the resulting report shows the broad categories as well as by filesystem or by
secondary storage group, as appropriate.

Note: Some DMF configuration parameters use multipliers that are powers of 1000,
such as KB, MB, and GB. However, the DMF Activity and DMF Resources panels
use multipliers that are powers of 1024, such as kiB, MiB, and GiB. In particular, this
means that 1 MiB/s is 220 = 1048576 bytes per second.

Key to DMF Activity Reports

007-5484-010

Each report under the DMF Activity tab shows an instantaneous pending-requests
graph and history graphs showing the following color-coded amounts of pending
requests:

Note: The exact definitions vary by report. For more a more precise description for a
given graph, click on a Key label to see its online help.

= Summary reports:

Key Description
Filesystem requests Number of all daemon requests that are pending
VG & MSP requests Number of VG, DCM MSP, FTP MSP, and disk MSP

requests that are pending

Last hour average Marker that shows the average number of pending
requests during the last hour

Last day average Marker that shows the average number of pending
requests during the last 24 hours
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= Aggregate and individual reports:

Key Description

Administrative Number of daemon requests that are pending or
throughput for such requests

Migrations Number of migration-related requests that are
pending or throughput for such requests

Recalls & copies Number of requests to recall/copy data or
throughput for such requests

Merges Number of merge requests that are pending or
throughput for such requests (for VGs only)

Other user activity Number of other requests related to user actions
(such as daemon remove requests or DCM cancel
requests) or throughput for such requests

Example of DMF Activity Report

Figure 5-23 is an example of a filesystem throughput report. It shows that the
primary activity for the / dnf usr filesystem are migrations, with a smaller number of
recalls and copies.
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Figure 5-23 DMF Activity

The DMF Resources panel shows how DMF is using its filesystems and hardware, as

described in the following sections:

= "Programs that Update the DMF Resources Reports" on page 174
= "Filesystem Folder" on page 174
= ‘"Libraries Report" on page 176

"Drive Group Folder" on page 177
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= "Volume Group Folder" on page 179
< "DCM MSP Folder" on page 180

Programs that Update the DMF Resources Reports

Filesystem Folder

174

The reports in the DMF Resources panel are updated at the interval specified in the
DMF Resources Preferences menu item by those DMF programs that scan the
filesystem inodes:

dmaudi t
dnmdadm
dndskf ree
dnfsfree
dmhdel et e
dnscanfs
dnsel ect

Each report under Filesystem shows an instantaneous occupancy graph and history
graphs showing the following color-coded amounts of space in the managed
filesystem:

Key Description
Free Free space
Not migrated Space used by files that are not migrated, such as

regular files, files that will never be migrated, and files
in the process of migration

Dual- & partial-state Space used by dual-state files (files where the data
resides both on online disk and on secondary storage)
and partial-state files (files where the data resides both
on online disk and on secondary storage)

For more information about file states, see "DMF File Concepts" on page 27.

The reports also display the following values:

Offline The amount of space used in secondary storage for files
in the managed filesystem
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Oversubscribed

The amount of space that is oversubscribed, which is a
ratio of offline space to the total amount of space for a
given DMF filesystem (including space that is free,
space that is occupied by regular files, space that is
occupied by files that are migrated, including dual-state
files), calculated as follows:

offline_space / (free_space + migrated_space + not_migrated_space)

Note: This is a measure of data that could be on disk
but is not at this moment in time, rather than a measure
of the total amount of secondary storage being used.
The fact that a migrated file may have more than one
copy on the secondary storage is not considered.

Typically, the oversubscription ratio is the range of 10:1
to 1000:1, although is can vary considerably from site to
site.

The data presented in the graph is gathered periodically by DMF. The time at which
this information was gathered is displayed at the top of the page. The default

configuration is to update this information once daily (at 12:10 am).

Figure 5-24 is an example of a filesystem resource graph. It shows that the majority of

filesystem space for the / dnf usr filesystem is used by dual-state or partial-state files.

(White space within the graph means that data was unavailable during that time

period.)
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Figure 5-24 Filesystem Resource Graph

Note: The Libraries report is available only if you are using OpenVault. This folder is

unavailable if you are using TMF.

007-5484-010



DMF 5 Administrator Guide for SGI® InfiniteStorage™

The Libraries report displays the number of slots that are used by DMF, used by
other applications, and empty, according to information obtained from OpenVault.
Drive Group Folder

The reports in the Drive Group folder provide information for each drive according
to the fields you select in the right-hand column:

= Base, which provide basic information on drive activity
= Current, which provide instantaneous values of drive activity and throughput
= Total, which provide aggregate values of drive activity and throughput

= Averages, which provide averaged values of drive activity and throughput

Note: This information is available only for DMF’s volumes. Any other use, such as
filesystem backups or direct use by users, is not shown.

To display a field in the table, click on its check box in the right-hand column. To
display all fields for a given category, click on the check box for the category name,
such as Base. For more information about a field, right-click on its column header in
the table and select What is.

To sort according to a given column, select the up or down arrow at the upper-right
corner of the column header. If you sort by multiple columns, their order is displayed
in the column header. To remove sorting for a column, click on the X icon.

Figure 5-25 shows that drive | t 01 is in the process of mounting.
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Figure 5-25 Drive Group Resource Information
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Volume Group Folder
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Each report under Volume Group shows the slot usage for this VG (for all libraries),
the allocation group (AG) report (if applicable), and the volume states in an
instantaneous occupancy graph and history graphs showing the following
color-coded amounts of space in the managed filesystem:

The key is as follows:

Key
Empty
Partial
Merging
Locked

Waiting to be freed

Read-only

Unavailable

Metrics
Number of empty volumes assigned to DMF

Number of partially-filled volumes assigned to DMF
Number of volumes being merged

Number of volumes waiting for the hl ock hold flag to
clear

Number of volumes waiting for the hf r ee hold flag to
clear

Number of volumes available for reads only (excluding
volumes with the hf ul | hold flag set)

Number of volumes indefinitely unavailable (that is,
those with the hoa operator/administrator hold flag set)

For more information about hold flags, see "dmvol admField Keywords" on page 414.

Figure 5-26 is an example of an instantaneous VG resource graph. (White space
within the graph means that data was unavailable during that time period.)
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Figure 5-26 Volume Group Resource Graph

The reports in the DCM MSP folder show the DCM MSP occupancy. The key is as
follows:
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Key Description

Free Amount of space that is free in the DCM
MSPSTORE_DIRECTORY filesystem

Dual-resident Amount of space used in the DCM MSP
STORE_DIRECTORY by dual-resident files

Not dual-resident Amount of space used in the DCM MSP
STORE_DIRECTORY by files that are not dual-resident,
such as incompletely moved files and files that have
been completely moved to the DCM MSP
STORE_DIRECTORY but are not in a lower VG

Note: The DCM MSP reports have similar issues to filesystem reports with regard to
the frequency of updates, as described in "Filesystem Folder" on page 174.

Figure 5-27 is an example of a DCM MSP resource graph. It shows the majority of the
cache disk space is not dual-resident.
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Figure 5-27 DCM MSP Resource Graph

Note: To see 1/0 statistics via DMF Manager from all data movers, you must set the
PERFTRACE_METRI CS configuration parameter to ON. See "base Object" on page 193.
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The DMF 1/O panel shows how DMF is using data movers and various kinds of
specific media:

= \Volumes (physical tapes, COPAN VTL virtual tape, COPAN MAID volume)
= Drives

= Filesystems (includes archive filesystems, DMF-managed filesystems, and DMF
administrative directories configured by the CACHE_DI R, TMP_DI R, and MOVE_FS
parameters)

= Servers (potential DMF servers)
= Movers (parallel data mover nodes)

When you click on an object, DMF Manager displays the last hour, last day, and last
month averaged 1/0 activity.

Note: The averaging algorithm attempts to represent most idle time periods. The idle
times are excluded from the averages as much as possible.

The reports in this panel are updated at the interval specified in the DMF 1/O
Preferences menu.

To automatically remove old performance records, set the PERF_RETENTI ON
configuration parameter and use the run_r enove_| ogs. sh task. See "t askgr oup
Object Parameters" on page 220.

Figure 5-28 shows an example of the averaged 1/0 statistics for a drive named
C02do01.
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Displaying Node Status

You can display the status of a node from the DMF and (when available) CXFS point
of view by hovering the mouse pointer over the node’s icon, as shown in Figure 5-29.
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Figure 5-29 Node State
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The states are as follows:
e DMF states:

Active
| nacti ve
Di sabl ed

e CXFS states such as:

St abl e

Est abl i shi ng nmenber ship
| nactive

Di sabl ed

Right-click the icon and select Details... to display more information, including CXFS
mount information for the DMF administrative directories and DMF-managed user
filesystems. Items in green font indicate that all is well; items in red font indicate a
problem. Click Help for more information about the fields. Figure 5-30 shows an
example.

Note: In a DMF HA environment, only the active DMF server is displayed.
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Chapter 6

DMF Configuration File

This chapter discusses the following:

= "Configuration Objects Overview" on page 189
= "Stanza Format" on page 191

= "Units of Measure" on page 192

= "base Object" on page 193

- "dndaenon Object" on page 203

= "node Object" on page 206

= "servi ces Object" on page 211

< "taskgroup Object" on page 215

= "devi ce Object" on page 242

< "fil esyst emObject" on page 244

= "pol i cy Object" on page 250

< "fast mount cache Object" on page 274
e "LS Objects" on page 275

= "MSP Objects" on page 313

= "Summary of the Configuration File Parameters" on page 332

Configuration Objects Overview

007-5484-010

The DMF configuration file (/ et ¢/ dnf / dnf . conf ) defines a set of configuration
objects required by DMF. Each object is defined by a sequence of parameters and
definitions; this sequence is called a stanza. There is one stanza for each object.

The objects defined are as follows:

= The base object defines pathname and file size parameters necessary for DMF
operation. See "base Object" on page 193.
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190

The dndaenon object defines parameters necessary for dnf daenmon(8) operation.
See "dndaenon Object" on page 203.

The node objects defines a host functioning as a data mover when using the
Parallel Data Mover Option. There is a node object for every system in the DMF
configuration, excluding DMF clients. See "node Object" on page 206.

The ser vi ces object defines parameters for drmode_ser vi ce and other DMF
services. For DMF configurations using the Parallel Data Mover Option, multiple
ser Vi ces objects may be defined. For basic DMF configurations, only one

ser Vi ces object may be defined. (The servi ces parameters all have defaults, so
a servi ces object is only required to change those defaults.) See "servi ces
Object" on page 211.

The t askgr oup objects define parameters necessary for automatic completion of
specific maintenance tasks. See "t askgr oup Object" on page 215.

The devi ce objects define parameters necessary for automatic use of tape devices.
Normally, the backup scripts would refer to a DMF drive group (DG) to define
parameters necessary for accessing tape drives, but if they are to use drives that
are not in use by DMF, you can use a devi ce object to define these parameters.
See "devi ce Object" on page 242.

The fi | esyst emobject defines parameters related to DMF’s use of that
filesystem. See "fi | esyst emObject" on page 244.

The pol i cy objects specify parameters to determine media-specific process (MSP)
or volume group (VG) selection, automated space-management policies, and/or
file weight calculations in automated space management. See "pol i cy Object" on
page 250.

The f ast mount cache object defines the migrate groups (MGs) and independent
VGs (that is, those VGs that are not in an MG) that are members of the fast-mount
cache. See "f ast mount cache Object" on page 274.

The following objects are related to a library server (LS):

— Thelibraryserver object defines parameters relating to a library for an LS.
See "l i braryserver Object" on page 276.

— The dri vegroup object defines parameters relating to a pool of devices in a
specific LS. See "dri vegr oup Object" on page 278.
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Stanza Format
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— The vol umegr oup object defines parameters relating to a pool of volumes
mountable on the drives of a specific DG that are capable of holding, at most,
one copy of user files. See "vol unegr oup Object" on page 289.

— The m gr at egr oup object defines parameters that combine a set of MSPs and
VGs into an MG so that they can be used as a single destination for a migrate
request. See "ni gr at egr oup Object” on page 297.

— Theresourceschedul er object defines parameters relating to the scheduling
of devices in a DG when requests from VGs exceed the number of devices
available. See "r esour ceschedul er Object" on page 302.

— The resour cewat cher object defines parameters relating to the production of
files informing the administrator about the status of the LS and its components.
See "r esour cewat cher Object" on page 303.

= The nmsp object defines parameters necessary for an MSP’s operation. See:
"FTP msp Object" on page 313
"Disk msp Object" on page 319
"DCM mrsp Object” on page 324

See also "Use Sample DMF Configuration Files" on page 82.

A stanza has the following general format:

def i ne object_name

TYPE object_type

parameter-1 value

parameter-n value
enddef

The object_name varies by stanza:
= For the base object, it must be base
e For fil esyst emobjects, it is the mount point

= For node objects, it must be the same as the output of the host nane(1) command
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Units of Measure

192

= For other objects, it is chosen by the administrator

The object_type value identifies the type (detailed in the following subsections). The
parameter and its values depend on the type of the object. Where a value may be a list,
the list items should be separated by white space or tabs unless otherwise noted.

The configuration file is case-sensitive with the exception of the following parameter
values, which can appear in uppercase, lowercase, or mixed case:

OV OFF/ YES/ NO TRUE/ FALSE. (0 and 1 are also valid.) For simplicity, this chapter
only refers to the values ON and OFF.

Lines within the configuration file can be indented for readability and the fields can
be separated by spaces and/or tabs. Blank lines and all text between a hash character
(#) and the end of that line are ignored. Except for comments, any line ending in a
back-slash (\ ) continues onto the next line.

Note: Before placing a new configuration into production, it is important to verify it
by running dntheck(8).

For a summary of the parameters discussed in this chapter, see Table 6-4 on page 332.
For the most current set of parameters, see the dnf . conf (5) man page.

You can add site-specific parameters to any existing stanza or you can create a new
stanza. You should choose parameter and stanza names that will not cause conflict
with future SGI DMF parameters and stanzas. See "Start Site-Specific Configuration
Parameters and Stanzas with “LOCAL_"" on page 104.

Note: The dncheck command will point out parameters and stanzas that it does not
recognize.

Several parameters allow you to specify the unit of measure, which can be any of the
following (all of which are powers of 1000, not 1024):

k or K for thousand (1013)
mor Mfor million (1076)

g or Gfor billion (1019)

t or T for trillion (10"12)

p or P for quadrillion (10°15)
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base Object

This section discusses the following:

= "base Object Parameters" on page 193

< "base Object Examples" on page 200

base Object Parameters
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The base object’s parameters define pathnames and file sizes necessary for DMF
operation. It is expected that you will modify the pathnames, although those
provided will work without modification. All pathnames must be unique.

Warning: Never change pathnames or server names in base object parameters while
DMF is running; making changes of this type can result in data corruption or data

loss.
Parameter Description
TYPE Specifies base (required name for this type of object).

ADMDI R_| N_ROOTFS

There is no default.

Specifies which DMF administrative directories can
reside in the root (/) filesystem. By default, the DMF
daemon does not permit a DMF administrative
directory to reside in the root filesystem, which avoids
the situation where a misconfigured or incorrectly
mounted filesystem could fill the root filesystem. You
can override this default action by using the

ADMDI R_| N_ROOTFS parameter to specify a list of
directories. The DMF daemon will abort if the directory
specified by any of the following parameters resides in
the root filesystem but does not appear in the

ADMDI R_| N_ROOTFS list:

- HOVE_DIR

SPOOL_DI R

JOURNAL_DI R

TVP_DIR
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ADM N_EMAI L

e CACHE_DIR
= Disk MSP STORE_DI RECTORY
Do not change this parameter while DMF is running.

Specifies the e-mail address to receive output from
administrative tasks (see "Automated Maintenance
Tasks" on page 118). The mail can include errors,
warnings, and output from any configured tasks. You
can specify a list of addresses. When using the Parallel
Data Mover Option, data movers (the DMF server node
and the parallel data mover nodes) may send email to
the ADM N_EMAI L addresses. Therefore, choose
addresses that can receive email from any data mover
in the configuration.

DI RECT_| O_MAXI MUM_SI ZE Specifies the maximum size of 1/0 requests when using

EXPORT_METRI CS

HBA_BANDW DTH

194

O DI RECT 1/0 to read from any primary filesystem or
when migrating files down the hierarchy from the
STORE_DIRECTORY of the disk cache manager (DCM)
MSP. DI RECT_I O_MAXI MUM_SI ZE is ignored for a
particular filesystem or DCM MSP store when

DI RECT_| O_SI ZE is specified in the configuration
stanza for that filesystem or DCM MSP. The legal range
of values is 262144-18446744073709551615. The
default is 1048576. By default, the unit of measure is
bytes; see "Units of Measure" on page 192.

Enables DMF’s use of the common arena for use by
dmst at (8), dmar enadunp(8), and other commands.
You can set this parameter to ON or OFF. The default is
OFF. If set to OFF, some statistics in DMF Manager
cannot be displayed.

Note: Do not change this parameter while DMF is
running.

(OpenVault only) Specifies the default 1/0 bandwidth
capacity of an HBA port that is connected to drives on
the node. The value is in bytes per second. All of the
HBA ports connected to drives on a node are assumed

007-5484-010



DMF 5 Administrator Guide for SGI® InfiniteStorage™

007-5484-010

HOVE DI R

JOURNAL_DI R

to have the same bandwidth capacity. If

HBA BANDW DTH is not specified anywhere, the default
is 1024000000000000. For a complete description, see
"node Object" on page 206. An HBA BANDW DTH value
specified in a node object overrides the default value
specified in the base object. Also see

BANDW DTH_MULTI PLI ER in "dr i vegr oup Object" on
page 278.

Specifies the base pathname for directories in which
files related to the daemon database and LS database
reside. This directory must not be in a DMF-managed
filesystem. The best practice is for HOME_DIR to be the
mount point of a filesystem that is used only by DMF.
In this way, it is much less likely that the filesystem will
become full and cause DMF to abort. If you choose to
use HOME_DIR for storing HA files or scripts that
must be visible on a failover platform, you must use
naming conventions that will not likely conflict with
present or future DMF files and you must ensure that
the files do not cause the filesystem to become full.
Performance characteristics of the HOME_DIR
filesystem will impact DMF database transaction
performance and may become a limiting factor in
achievable DMF database transaction rates. When using
the Parallel Data Mover Option, HOME_DIR must
either be a CXFS filesystem or be in a CXFS filesystem.

For guidelines about the size of HOME_DIR, see
"Configure DMF Administrative Directories
Appropriately" on page 75.

Note: HOME_DIR must be on a separate physical
device from JOURNAL_DIR.

Do not change this parameter while DMF is running.

Specifies the base pathname for directories in which the
journal files for the daemon database and LS database
will be written. This directory must not be in a
DMF-managed filesystem. The best practice is for
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JOURNAL_SI ZE

LI CENSE_FI LE

METRI CS_RETENTI ON

JOURNAL_DIR to be the mount point of a filesystem
that is used only by DMF. In this way;, it is much less
likely that the filesystem will become full and cause
DMF to abort. The appropriate size of this filesystem is
a function of the expected daily DMF transaction
activity and the number of days that journals are kept.

Note: JOURNAL_DIR must be on a separate physical
device from HOME_DIR.

Do not change this parameter while DMF is running.

Specifies the maximum size (in bytes) of the database
journal file before DMF closes it and starts a new file.
The default is 64000000 (or 64n). By default, the unit
of measure is bytes; see "Units of Measure" on page 192.

Specifies the full pathname of the file containing the
licenses used by DMF. The default is
/etc/lk/keys. dat.

Do not change this parameter while DMF is running.

Specifies the retention time for the DMF tape drive
cumulative metrics. The cumulative metrics are reset to
zero after this interval has passed since the creation of
the arena object. Valid values are integer followed by
one of:

h[our s]
d[ays]
weeks]

For example, to specify five days, you could use either
of the following:

METRI CS_RETENTI ON 5d
METRI CS_RETENTI ON 5days

By default, the cumulative metrics will be retained until
the DMF daemon restarts.
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NCDE_BANDW DTH

OV_KEY_FI LE

OV_SERVER

PERFTRACE_METRI CS

Note: METRI CS_RETENTI ON is used internally by DMF
for its cumulative/averaged metrics and does not
change the duration for which PCP metric archives are
maintained.

(OpenVault only) Specifies the default 1/0 bandwidth
capacity of the node. If NODE_BANDW DTH is not
specified anywhere, the default is 1024000000000000.
For a complete description, see "node Object" on page
206. A NODE_BANDW DTH value specified in a node
object overrides the default value specified in the base
object. Also see BANDW DTH_MULTI PLI ER in

"dri vegr oup Object" on page 278.

(OpenVault only) Specifies the file containing the
OpenVault security keys used by DMF. It is usually
located in HOME_DIR and called ov_keys. There is no
default. When using the Parallel Data Mover Option,
this file must be visible to the DMF server and all
parallel data mover nodes, therefore it must be in a
CXFS filesystem. Use dnov_keyfi | e(8) to create or
update this file. The file should be updated if the
OpenVault server name changes.

Do not change this parameter while DMF is running.

(OpenVault only) Specifies the name associated with the
IP address on which the OpenVault server is listening.
This should only be set if the OpenVault server is not
on the same system as the DMF server.

Note: More configuration steps are necessary to
configure DMF to use OpenVault; see "OpenVault
Configuration Tasks" on page 349.

Do not change this parameter while DMF is running.

Enables collection of performance tracking information
from DMF. Performance over time of individual
components (filesystems, cartridges, tape drives, and so
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SERVER_NAME

SPOOL_DI R

TVP_DIR
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on) can then be graphically viewed using DMF
Manager. You can set this parameter to ON or OFF. The
default is OFF. If set to OFF, detailed 170 information
will not be recorded by DMF and the 1/O panel in DMF
Manager cannot display certain information. See "DMF
I/0" on page 182.

Note: After you change this parameter, you must
restart DMF.

Specifies the hostname of the system on which the DMF
server is running. In an HA configuration,

SERVER NANME must be the HA virtual hosthame rather
than the output of the host nane(1) command. This
parameter is only required for HA configurations or
configurations using the Parallel Data Mover Option.

Note: If you change this parameter, you must copy the
DMF configuration file manually to each parallel data
mover node and then restart the DMF services.

Do not change this parameter while DMF is running.

Specifies the base pathname for directories in which
DMF log files are kept. This directory must not be in a
DMF-managed filesystem. The best practice is for
SPOOL_DI R to be the mount point of a filesystem that
is used only by DMF. In this way, it is much less likely
that the filesystem will become full and cause DMF to
abort. The appropriate size of this filesystem is a
function of the expected daily DMF transaction activity,
the MESSACE_LEVEL parameter setting, and the
number of days that logs are kept. When using the
Parallel Data Mover Option, SPOOL_DIR must either
be a CXFS filesystem or be in a CXFS filesystem.

Do not change this parameter while DMF is running.

Specifies the base pathname for directories in which
DMF puts temporary files for its own internal use. It is
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also used by DMF commands and scripts and is the
directory used by default by the LS for caching files if
the CACHE_DI R parameter is not defined. This
directory must not be in a DMF-managed filesystem.
The best practice is for TMP_DIR to be the mount point
of a filesystem that is used only by DMF. TMP_DIR
filesystem performance will impact the performance of
many of the internal DMF administrative tasks,
particularly tasks that involve the need to sort DMF
databases. When using the Parallel Data Mover Option,
TMP_DIR must either be a CXFS filesystem or be in a
CXFS filesystem.

Many DMF operations that do analysis on the DMF
database contents use TMP_DIR as their work directory.
Because most of these involve large buffered 1/0, SGI
recommends that you configure TMP_DIR on a fast
disk, with bandwidth at the RAID level.

Do not change this parameter while DMF is running.

When an MSP, LS, daemon, or configuration file object (such as the t askgr oup object
named dunp_t asks in Example 6-9, page 233) obtains a path such as HOME_DIR
from the configuration file, the actual path used is HOME_DIR plus the
MSP/LS/daemon object name appended as a subdirectory. For example, if HOVE_DI R
was set to / dnf / home in the configuration file, and the t askgr oup object named
dunp_t asks used a value of HOVE_DI R/ t apes for the DUMP_TAPES parameter, then
the actual path for DUMP_TAPES would resolve to / dnf / hone/ dunp_t asks/ t apes.

Note: Do not use automated space management to manage the HOME_DIR,
SPOOL_DIR, or JOURNAL_DIR directories, because DMF daemon processes will
deadlock if files that they are actively using within these directories are migrated. The
dntheck(8) command reports an error if any of the HOME_DIR, SPOOL_DIR, or
JOURNAL_DIR directories are also configured as DMF-managed filesystems. You
should configure a t askgr oup object for daemon tasks to manage old log files and
journal files in these directories. See "t askgr oup Object" on page 215 for more
information.
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base Object Examples
This section discusses the following examples:
= "base Object for Basic DMF" on page 200
= "base Object for DMF with the Parallel Data Mover Option" on page 201
= "base Object for DMF with the Parallel Data Mover Option in an HA Cluster" on
page 202
base Object for Basic DMF
Example 6-1 base Object for Basic DMF

define base

TYPE base

ADM N_EMAI L root @Inf server
HOVE DI R [ dnf / hone

TMP_DI R /dnf/tnp

SPOOL_DI R / dnf / spool
JOURNAL_DI R /dnf/journal s
JOURNAL_SI ZE 10m

OV_KEY_FI LE / dnf / horre/ ov_keys

enddef
In the above example:
< A new journal file will be created after the present file reaches 10 million bytes

= The OV_KEY_FI LE parameter is necessary if OpenVault is used as the mounting
service

= The OpenVault server is on the same system as the DMF server, so OV_SERVER is
not specified
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base Object for DMF with the Parallel Data Mover Option

Example 6-2 base Object for DMF with the Parallel Data Mover Option

define base

TYPE base

SERVER_NAME serverl

ADM N_EMAI L r oot @Inf server
HOVE DI R [ dnf / hone

TMP_DI R /dnf/tnmp

SPOOL_DI R / dnf / spool
JOURNAL_DI R /dnf/journal s
JOURNAL_SI ZE 10m

OV_KEY_FI LE / dnf / horre/ ov_keys

enddef

In the above example:
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The SERVER_NAME parameter is required when using the Parallel Data Mover
Option. The hostname of the node that is running DMF is ser ver 1. OpenVault is
running on the same system, so OV_SERVER is not specified.

/ dnf / t np must either be a CXFS filesystem or be in a CXFS filesystem when
using the Parallel Data Mover Option.

The / dnf / spool directory must either be a CXFS filesystem or be in a CXFS
filesystem when using the Parallel Data Mover Option.

A new journal file will be created after the present file reaches 10 million bytes.

OpenVault must be configured as the mounting service for drives that are used by
parallel data mover nodes. The / dnf / home/ ov_keys file must be visible to the
DMF server node and all parallel data mover nodes, therefore it must be in a
CXFS filesystem.
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base Object for DMF with the Parallel Data Mover Option in an HA Cluster
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Example 6-3 base Object for DMF with the Parallel Data Mover Option in an HA Cluster

define base

TYPE base

SERVER_ NAME virtual -server
ADM N_EMAI L r oot @Inf server
HOVE DI R [ dnf / hone

TMP_DI R /dnf/tnp

SPOOL_DI R / dnf / spool
JOURNAL_DI R /dnf/journal s
JOURNAL_SI ZE 10m

OV_KEY_FI LE / dnf / horre/ ov_keys

enddef

In the above example:

The SERVER_NAME parameter is required when using the Parallel Data Mover
Option. Because this configuration is using HA, it must be set to the HA virtual
hostname (in this case vi rt ual - server).

Note: The | NTERFACE parameter in the node objects for the DMF servers must
correspond to SERVER_NANME.

/ dnf / t np must either be a CXFS filesystem or be in a CXFS filesystem when
using the Parallel Data Mover Option.

The / dnf / spool directory must either be a CXFS filesystem or be in a CXFS
filesystem when using the Parallel Data Mover Option.

OpenVault must be configured as the mounting service for drives that are used by
parallel data mover nodes. The / dnf / home/ ov_keys file must be visible to the
DMF server and all parallel data mover nodes, therefore it must be in a CXFS
filesystem.

The OpenVault server is on the same system as the DMF server, so OV_SERVER is
not specified.
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dndaenon Object
This section discusses the following:
= "dndaenon Object Parameters" on page 203

= "dndaenon Object Example" on page 206

dndaenon Object Parameters

The dndaenon object defines the configuration parameters that are necessary for
operation of the DMF daemon. It is expected that you will modify the values for the
pathnames and MSP names.

Parameter Description

TYPE Specifies dndaenon (required name for this type of
object). There is no default.

Note: This cannot be specified as dnf daenon. It must
be dndaenon.

EXPORT_QUEUE Instructs the daemon to export details of its internal
request queue to SPOOL_DIR/ daenmon_export s every
two minutes, for use by dnst at (8) and other utilities.
On a busy system, the responsiveness of the daemon
may be improved by disabling this feature. You can set
this parameter to ON or OFF. The default is OFF.

LS NAMES or Names the LSs and MSPs used by the DMF daemon.

MSP_NAMES You must specify either LS _NAMES or MSP_NAMES, but
not both parameters (however, the value of either
parameter can be a mixture of both LSs and MSPs).
There is no default.

The order of the names is significant. Where there are
multiple copies of the data of migrated files, recalls will
normally be directed to the first-named LS/MSP that is
applicable. If more than one VG within an LS/MSP
contains copies, the order of the names in the

i braryserver object’s DRI VE_GROUPS parameter
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MESSAGE_LEVEL

M GRATI ON_LEVEL

MOVE_FS
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and the dri vegr oup object’s VOLUVE_GROUPS
parameter are also significant.

Note: See "Ensure that the Cache Copy is Recalled
First" on page 94.

Do not change these parameters while DMF is running.

Specifies the highest message level that will be written
to the daemon log. It must be an integer in the range
0-6; the higher the number, the more messages written
to the log file. The default is 2. For more information
on message levels, see Chapter 9, "Message Log Files"
on page 365.

Sets the highest level of migration service allowed on
all DMF filesystems (you can configure a lower service
level for a specific filesystem). The value can be:

= aut o (automated space management)

= none (no migration)

e user (requests from dnmput or dnmmi gr at e only)
The default is aut o.

See "pol i cy Object" on page 250 for information about
configuring automated space management.

Specifies one or more scratch directories that may be
used when moving files between MSPs/VGs. The first
directory name on this parameter is used as the default
if the - f option is not specified on the dnmove(8)
command. This directory must not be in a
DMF-managed filesystem. Each directory specified
must be the root of a DMAPI-mounted filesystem
(mounted with dmi , nt pt =/ MOVE_FS). You must
specify a value for MOVE_FS if you intend to use the
dmmove command; there is no default. When using the
Parallel Data Mover Option, MOVE_FS if specified must
be a CXFS filesystem.
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PARTI AL_STATE_FI LES

The size of MOVE_FS is a function of expected drmove
activity. MOVE_FS must be mounted when a dmrove
command is run. The best practice when using
MOVE_FS is for it to be dedicated to the dnmrove
function. (The drmove command calculates the
available space in MOVE_FS when selecting move
candidates; if other processes are allocating space in
MOVE_FS, those calculations can become inaccurate,
causing errors.)

Enables or disables the DMF daemon’s ability to
produce partial-state files. The possible values are:

= ON, which means that the daemon will correctly
process put and get requests that would result in a
partial-state file. The default is ON.

= OFF, which means that all put and get requests
that require a change to the online status of the file
will result in a file that is completely online or
offline. That is, any put request that makes any part
of the file offline will result in the entire file being
made offline. Any get request that would result in
any part of the file being brought back online will
result in the entire file being brought back online.

RECALL_NOTI FI CATI ON_RATE

TASK_GROUPS

Specifies the approximate rate, in seconds, at which
regions of a file being recalled are put online. This
allows for access to part of a file before the entire file is
recalled. The default is 30 seconds. Specify a value of 0
if you want the user process to be blocked until the
entire recall is complete. The optimum setting of this
parameter is dependent on many factors and must be
determined by trial and error. The actual rate at which
regions being recalled are put online may vary from the
value of RECALL_NOTI FI CATI ON_RATE.

Names the t askgr oup objects that contain tasks the
daemon should run. By default, no tasks are run. For
more information, see "t askgr oup Object” on page
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215. SGI recommends that you use the task groups
specified in the sample configuration files, changing the
parameters as necessary for your site.

dndaenon Object Example
Example 6-4 dndaenon object

defi ne daenon

TYPE drdaenon

MOVE_FS /[ dmmove _dir

LS NAMES libl ftp2

TASK GROUPS daenon_t asks dunp_t asks

enddef
In the above example:
= The name of the dndaenon object is daenon.

e The dmMmove command will use the / drmove_di r filesystem as a scratch
filesystem.

e The names of the LSs are | i b1l and ft p2.

= The daemon will run the tasks specified by the daenon_t asks and dunp_t asks
objects (see Example 6-12, page 236 and Example 6-9, page 233). In the example,
daenon_t asks defines the tasks such as scanning and managing log files and
journal files. The dunp_t asks object defines tasks that back up DMF-managed
filesystems.

= The M GRATI ON_LEVEL level is not explicitly set, so the default of aut o is used.

node Object
= "node Object Parameters" on page 207

< "node Object Examples" on page 209
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node Object Parameters

Note: The node object is only for DMF configurations using the Parallel Data Mover
Option. Basic DMF configurations do not use the node object.

The name of a node object must match the name returned by host nane(1) on the
system. In a DMF configuration using the Parallel Data Mover Option, there must be
a node object for the DMF server and every parallel data mover node. In a DMF
server HA configuration that is using the Parallel Data Mover Option, every potential
server should have an identical node object except for the name of the object itself.

Parameter
TYPE

HBA_BANDW DTH

| NTERFACE

MERGE_| NTERFACE

007-5484-010

Description

Specifies node (required name for this type of object).
There is no default.

(OpenVault only) Specifies the 1/0 bandwidth capacity
of an HBA port that is connected to drives on the node.
The value is in bytes per second. All of the HBA ports
connected to drives on a node are assumed to have the
same bandwidth capacity. The LS uses this value when
determining which drives to use. The maximum is
1024000000000000. The minimum is O, which means
that the HBA will not be used. The default is
1024000000000000 or else the value assigned to this
parameter in the base object. An HBA BANDW DTH
value specified in a node object overrides the default
value specified in the base object for that node; see
"base Object" on page 193. Also see

BANDW DTH_MULTI PLI ER in "dr i vegr oup Object” on
page 278.

Specifies the IP address or associated name of this node
to be used for communication between DMF
components. By default, the system hostname will be
used. If this node is a potential DMF server in an HA
configuration, this parameter must match the virtual
hostname used for SERVER_NAME in the base object.

Specifies the IP address or associated name on this
node to be used when merging sparse volumes via
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NCDE_BANDW DTH

SERVI CES

sockets. The default is to use the same interface used
for other DMF communication (see | NTERFACE above).

(OpenVault only) Specifies the 1/0 bandwidth capacity
of this node, in bytes per second. The LS uses this value
to calculate how many drives it can simultaneously use
on a node. The maximum is 1024000000000000. The
minimum is 0, which means that the node will not be
used. The default is 1024000000000000 or else the
value assigned to this parameter in the base object. A
NCDE_BANDW DTH value specified in a node object
overrides the default value specified in the base object
for that node; see "base Object" on page 193. Also see
BANDW DTH_MULTI PLI ER in "dr i vegr oup Object” on
page 278.

Specifies the name of the ser vi ces object used to
configure DMF services on this node. Multiple nodes
may refer to the same ser vi ces object. For
node-specific configuration, each node can refer to a
different ser vi ces object. If no SERVI CES parameter
is defined, the default values for the ser vi ces object
parameters are used.
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node Object Examples
This section discusses the following examples:
= "node Obijects for the Parallel Data Mover Option" on page 209

= "node Obijects for the Parallel Data Mover Option in an HA Cluster”" on page 210

node Objects for the Parallel Data Mover Option

Example 6-5 node Objects for the Parallel Data Mover Option

define serverl

TYPE node

| NTERFACE server 1- dnf net

SERVI CES serverl services
enddef
define pdml

TYPE node

| NTERFACE pdni- dnf net

SERVI CES pdnil_servi ces
enddef

In the above example:

= There are two data movers: the DMF server server 1 and the parallel data mover
node pdnti.

= The DMF services on the server 1 node use the parameters defined in the
serverl_services object. The DMF services on the pdml node use the
parameters defined in the pdmil_ser vi ces object.

= Because | NTERFACE is defined, the nodes will communicate on the IP addresses
associated with the hostnames ser ver 1- dnf net and pdni- dnf net . (If
| NTERFACE was not defined, they would communicate using ser ver 1 and pdiml.)
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node Objects for the Parallel Data Mover Option in an HA Cluster

Example 6-6 node Objects for DMF with the Parallel Data Mover Option in an HA Cluster

defi ne serverl

TYPE node
| NTERFACE virtual -server
SERVI CES dnf server _services

enddef

defi ne server?2

TYPE node

| NTERFACE virtual -server

SERVI CES dnf server _services
enddef
define pdml

TYPE node

SERVI CES pdnil_servi ces
enddef

In the above example:
= The following nodes are data movers:

— Either the potential DMF server server 1 or the potential DMF server
server 2 (for example, server 1 could be the active DMF server and
server 2 could be the passive DMF server)

— The parallel data mover node pdml

Note: At any given time, only one of the potential DMF server nodes (either
server 1l or server 2) may provide data mover functionality.

= The virtual hostname in the HA cluster is vi rt ual - server. The | NTERFACE
parameter is required in an HA cluster for the potential DMF servers and it must
match the value for SERVER NAME in the base object (see "base Object" on page
193).

= The potential DMF server nodes provide the tasks that are described by the
dnf server _servi ces object. The parallel data mover node provides the DMF
services described by the pdml_ser vi ces object.
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servi ces Object

= Because server 1 and server 2 are both potential servers in this HA
configuration, they should specify identical parameters and parameter values.

= The nodes will communicate using the IP addresses associated with the
vi rtual - server and pdml hostnames.

This section discusses the following:
= "servi ces Object Parameters" on page 211

= "servi ces Object Examples" on page 212

servi ces Object Parameters
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The ser vi ces object defines parameters for drmode_ser vi ce and other DMF
services. When using the Parallel Data Mover Option, multiple ser vi ces objects
may be defined. For basic DMF configurations, exactly one ser vi ces object may be
defined. (The ser vi ces parameters all have defaults, so you only need to define a
servi ces object if you want to change those defaults.)

Parameter Description

TYPE Specifies ser vi ces (required name for this type of
object). If you include this object, you must specify this
parameter.

MESSAGE LEVEL Specifies the highest message level that will be written

to the service logs. It must be an integer in the range
0-6; the higher the number, the more messages written
to the log file. The default is 2. For more information
on message levels, see Chapter 9, "Message Log Files"
on page 365.

NODE_ANNOUNCE _RATE Specifies the rate in seconds at which the DMF server
or parallel data mover node will contact the
dmmode_ser vi ce on the DMF server to announce its
presence. This also determines the rate at which
configuration changes are propagated to any parallel
data mover nodes. This value should be less than the
value of NODE_TI MEQUT. The default is 20 seconds.
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NCDE_TI MEQUT

SERVI CES_PORT

TASK_GROUPS

servi ces Object Examples

Specifies the number of seconds after which the data
mover functionality on the DMF server or on a parallel
data mover node will be considered inactive if it has
not contacted the dnrmode_ser vi ce on the DMF
server. This value should be larger than the value of
NODE_ANNOUNCE _RATE. The default is 30 seconds.

Specifies the port number on which DMF starts a
locator service, which DMF uses to locate other DMF
services. It must be an integer in the range 1-65535.
The default is 44333.

Note: If you change this parameter, you must copy the
DMF configuration file manually to each parallel data
mover node and then restart the DMF services.

Do not change this parameter while DMF is running.

Names the t askgr oup objects that contain scripts to be
run on the DMF server and every parallel data mover
node. (This is unlike the TASK GROUPS parameters of
other objects, which contain scripts to be run on just the
DMF server.) If you specify this parameter, you must
specify the scripts to be run. For more information, see
"t askgr oup Object” on page 215. By default, no tasks
are run. SGI recommends that you use the task groups
specified in the sample configuration files, changing the
parameters as necessary for your site.

This section discusses the following examples:

= "servi ces object for the Parallel Data Mover Option" on page 213

= "servi ces Object for the Parallel Data Mover Option in an HA Cluster” on page

214

212
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servi ces object for the Parallel Data Mover Option

Example 6-7 servi ces object for the Parallel Data Mover Option

define serverl services

TYPE services
VESSAGE LEVEL 2
TASK GROUPS node_t asks

enddef

defi ne pdml_services

TYPE servi ces
VESSAGE LEVEL 4

SERVI CES _PORT 1111

TASK _GROUPS node_t asks

enddef
In the above example:
= Two services are defined:

— serverl _services (which applies to ser ver 1, as shown in Example 6-5,
page 209)

— pdml_servi ces (which applies to pdni, as also shown in Example 6-5)
= The server 1 services will log fewer messages than the pdmil services.

= The pdni services use locator port 1111. The ser ver 1 services will use the
default port.

= Both services use the tasks described by the node_t asks object.

007-5484-010 213
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servi ces Object for the Parallel Data Mover Option in an HA Cluster

Example 6-8 servi ces Object for the Parallel Data Mover Option in an HA Cluster

define dnfserver_services

TYPE servi ces
MESSACGE_LEVEL 2
TASK GROUPS servernode_t asks

enddef

defi ne pdml_services

TYPE servi ces
VESSAGE LEVEL 4

SERVI CES _PORT 1111

TASK _GROUPS pdmode_t asks

enddef

In the above example:

214

Two services are defined:

— dnfserver_servi ces, which applies to server 1 and server 2 (as shown
in Example 6-6, page 210)

— pdml_servi ces, which applies to pdml (as shown in Example 6-6)

The dnf server _servi ces services will log fewer messages than the pdni
services.

The pdml services use locator port 1111. The dnf server _servi ces services
will use the default port.

The active DMF server (either server 1 or ser ver 2) will run the tasks defined by
the server node_t asks object.

The parallel data mover node pdml will run the tasks defined by the
pdmode_t asks object.
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Overview of the Tasks
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This section discusses the following:

= "Overview of the Tasks" on page 215

= "Details About Backup Tasks" on page 219

= "taskgroup Object Parameters" on page 220

= "taskgroup Object Examples" on page 233

You can configure t askgr oup objects to manage how periodic maintenance tasks are
performed. The object that performs the tasks refers to the t askgr oup name in its
stanza. You can configure when each task should run. For some of the tasks, you
must provide more information. Table 6-1 summarizes the tasks.
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Table 6-1 Automated Maintenance Task Summary

Referencing

Object Type Task Purpose Parameters
dndaenon run_audit.sh Audit databases
run_copy_dat abases. sh Back up DMF databases DATABASE_COPI ES

run_daily_drive_report.sh Create a report about tape DRI VETAB
drives that have indicated
they need cleaning

run_daily _report.shl Create a report including
information on managed
filesystems (if
run_fil esystem scan. sh
has been run recently) and
DCM MSPs, and all LSs

run_daily_tsreport.sh Create a report containing DRI VETAB
the output of the TSREPORT_OPTI ONS
t sreport command,
which reports tape drive
alerts, errors, and statistics

run_dnmi gr at e. sh Run dmm grate(8) onall DVM GRATE_M NI MUM_AGE
filesystems that are DVMM CGRATE_TRI CKLE
configured for automated DM CRATE_VERBGOSE
space management DVM GRATE_VAI T

run_fil esystem scan. sh Run dnscanf s(8) on SCAN_FI LESYSTEMS

filesystems to collect file SCAN_FCOR_DMSTAT
information for subsequent SCAN_OUTPUT

use by other scripts and SCAN_PARALLEL
programs SCAN_PARAMS

1 Ther un_conpact _tape_report.shandrun_tape_report. sh tasks have been superseded by the

run_daily_report. sh task.
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Referencing
Object Type Task

Purpose

Parameters

run_full _dunp. sh
(xfsdump only)

0TO—¥8¥S—L00

run_hard_del et es. sh
run_partial _dunp.sh

(xfsdump only)

run_renove_al erts. sh

run_renove_journal s. sh
run_remove_l ogs. sh
run_remove_perf.sh

run_scan_| ogs. sh

dri vegroup run_mer ge_ngr. sh

i braryserver run_merge_stop. sh

LT¢C

2 For restores, see the dnxf sr est or (8) man page.

Full backup of filesystems
2

Hard-delete files that are
no longer on backup media

Perform a partial backup
of filesystems

Remove old alert records

Remove old journal files
Remove old log files

Remove old performance
records

Scan recent log files for

errors

Merge sparse volumes

Stop volume merges

DUVP_COMPRESS
DUMP_CONCURRENCY
DUVP_DATABASE_COPY
DUVP_DESTI NATI ON
DUVP_DEVI CE

DUVP_FI LE_SYSTEMS
DUMP_FLUSH_DCM FI RST
DUVP_| NVENTORY_COPY
DUVP_MAX_FI LESPACE
DUVP_M GRATE_FI RST
DUMP_M RRORS
DUMP_RETENTI ON
DUVP_TAPES
DUMP_VSNS_USED
DUVP_XFSDUMP_PARANG

Uses DUMP_RETENTI ON

Uses parameters set for
run_full _dunp. sh

ALERT_RETENTI ON
MAX_ALERTDB_S| ZE
REMALERT PARAVG

JOURNAL_RETENTI ON
LOG_RETENTI ON

MAX_PERFDB_S| ZE
PERF_RETENTI ON
REMPERF_PARANVS

DATA LIMT
THRESHOLD
VOLUVE_LIM T

w.80BI01SAUULU| o 19S 10} 3pIND J0IRASIUIWPY § NG
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Referencing

Object Type Task Purpose Parameters
run_fnc_free. sh Free the volumes in the FI LE_RETENTI ON_DAYS
fast-mount cache that meet FMC_MOVEFS
the criteria FREE_VOLUVE_M NI MUM
FREE_VOLUVE_TARGET
run_t ape_nmnerge. sh Merge sparse volumes DATA LIMT
THRESHOLD
VOLUME LIMT
DCM nsp run_dcm admi n. sh Routine DCM MSP

fil esystem

servi ces

vol umegr oup

run_dnmi grat e. sh

run_dnmi grat e. sh

run_remove_l ogs. sh

run_fnc_free. sh

administration

Run dnmmi gr at e(8) on the
specified
STORE_DIRECTORY (for
this DCM MSP only)

Run dnmi grat e(8) on
the specified filesystem
that are configured for
automated space
management

Remove old log files

Free the volumes in the
fast-mount cache that meet
the criteria

DVM GRATE_M NI MUM_AGE
DVMM CGRATE_TRI CKLE

DvM CRATE_VERBGOSE
DVM GRATE_VAI T

DVM GRATE_M NI MUM_AGE
DVMM CGRATE_TRI CKLE

DVM CGRATE_VERBGOSE
DWMM GRATE_VWAI T

LOG_RETENTI ON

FI LE_RETENTI ON_DAYS
FMC_MOVEFS
FREE_VOLUME_M NI MUM
FREE_VOLUME_TARGET
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The configuration of backup tasks depends on whether you wish to use the

xf sdunp(8) command or a DMF-aware third-party backup application. When using
xf sdunp, you schedule backups in the DMF configuration file and can write backups
to either disk or tape. When using a third-party backup application, you schedule
backups through that application and configure do_pr edunp. sh to run as the
application’s pre-backup command. See "Using DMF-aware Third-Party Backup
Packages" on page 442.

Not all tasks and parameters apply to each backup method. They are marked in Table
6-1 on page 216, and the following sections as appropriate:

xfsdump only (for parameters used for backups via xf sdunp to either disk/tape)
xfsdump disk only

xfsdump tape only

third-party only

Table 6-2 lists backup parameters according to method.

Table 6-2 Backup Parameters According to Method

Method Parameters

All Methods DUVP_FI LE_SYSTEMS
DUMP_FLUSH_DCM FI RST
DUVP_M GRATE_FI RST
DUVP_RETENTI ON

xf sdunp either disk or tape only DUMP_MAX_FI LESPACE
DUMP_XFSDUMP_PARANS
xf sdunp disk only DUMP_COVPRESS

DUMP_CONCURRENCY
DUMP_DESTI NATI ON
DUMP_M RRCRS

xf sdunp tape only DUMP_DEVI CE
DUMP_I NVENTORY_COPY
DUMP_TAPES
DUMP_VSNS_USED

Third-party only DUMP_DATABASE_COPY
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When defining a backup task, you must provide information such as:

Tape and device names
Retention times for output
Whether to migrate files before backing up the filesystem

Locations for inventory files

t askgr oup Object Parameters

220

The t askgr oup object parameters are as follows:

TYPE Specifies t askgr oup (required name for this type of

object). There is no default.

ALERT _RETENTI ON Specifies the age of alert records that are preferred to be

kept when the run_r enove_al erts. sh task is run.
The run_renove_al erts. sh task uses but does not
require this parameter. Valid values are an integer
followed by one of:

nii nut es]
h[our s]
d[ays]
weeks]
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DATABASE_COPI ES

DATA LIMT

DVM GRATE_M NI MUM_AGE

DMM CRATE_TRI CKLE

Note: The set of records chosen for deletion is the
union of the records that are older than the

ALERT RETENTI ON value and the oldest records when
the database reaches the MAX_ALERTDB_SI ZE
threshold size:

= If you specify ALERT _RETENTI ON without
MAX_ ALERTDB_SI ZE, older records will be deleted
no matter how small the database is

= If you specify MAX_ALERTDB_SI ZE without
ALERT _RETENTI ON, records will be kept no matter
how old they are, so long as the database remains
below the threshold size

= If you specify neither parameter, no records will be
deleted (and REMALERT _PARAMS is ignored)

Specifies one or more directories into which the
run_copy_dat abases. sh task will place a copy of
the DMF databases. The r un_copy_dat abases. sh
task copies a snapshot of the current DMF databases to
the directory with the oldest copy. If you specify
multiple directories, you should spread the directories
among multiple disk devices in order to minimize the
chance of losing all copies of the databases. There is no
default. This directory must not be in a DMF-managed
filesystem.

Specifies the maximum amount of data (in bytes) that
should be selected for merging at one time. By default,
there is no limit.

Specifies the minimum file age to migrate in minutes
(the dmmi gr at e - m minutes option). The default is 10.
For more information, see the dnmi gr at €(8) man page.

Specifies whether or not dnmi gr at e limits the rate at
which an individual dmmi gr at e command issues
requests, so that it will not dominate the DMF daemon
(the dmmi grat e -t option). You can set this
parameter to ON or OFF. The default is ON. For more
information, see the dnmi gr at e(8) man page.
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DVM CRATE_VERBGOSE

DWMM GRATE_VWAI T

DRI VETAB

DUMP_COVPRESS

Specifies whether or not dnmi gr at e will display how
many files and bytes are migrating (the dnmi grate -v
option). You can set this parameter to ON or OFF. The
default is OFF. For more information, see the

dmi gr at e(8) man page.

Specifies whether or not dnmmi gr at e will wait for all
migrations to complete before exiting (the dnmmi gr at e
- woption). By default, dnmi gr at e will wait until the
migration requests have been accepted by the DMF
daemon, but not until they are complete. You can set
this parameter to ON or OFF. The default is OFF. For
more information, see the dmmi gr at e(8) man page.

Provides the name of a file that is used with the
tsreport --drivetab option, which causes the
run_daily_drive_report and
run_daily_tsreport output to contain the drive
name instead of the device name, making the report
more readable. By default, the device name is reported.

(xfsdump disk only) Specifies the compression type and
level to be used with disk-based backups. The
following values are accepted:

OFF No compression (default).
ON Equivalent to gzi p: 1.
gzi p[ : level] Use gzi p(1) with the

specified compression
level. If you do not
specify level, a value of 1
is used.

bzi p2[ : level] Use bzi p2(1) with the
specified compression
level. If you do not
specify level, a value of 9
is used.

For more information about legal values for level, see
the man page for the compression tool.
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DUMP_CONCURRENCY

DUMP_DATABASE_COPY

DUMP_DESTI NATI ON

DUVP_DEVI CE

DUVP_FI LE_SYSTEMS

For example, for a compression level of 3 with bzi p2,
you would use the following:

DUMP_COVPRESS bzi p2: 3

Note: On backups consisting largely of migrated files,
gzi p: 1 (or ON) gives by far the best performance
without sacrificing compression.

(xfsdump disk only) Specifies the maximum number of
filesystems that will be backed up simultaneously for
disk-based backups. By default, there is no limit to the
number of filesystems that will be backed up in parallel.

(Third-party backup only) Specifies the path to a directory
where a snapshot of the DMF databases will be placed
when do_pr edunp. sh is run. The third-party backup
application should be configured to back up this
directory. By default, a snapshot will not be taken.

(xfsdump disk only) Specifies the directory in which to
store disk-based backups. This directory must not be in
a DMF-managed filesystem. If the filesystem is listed in
/ et c/fstab and is not mounted when backups or
restores are started (using the noaut o mount option), it
will be mounted automatically for the duration of the
operation; if the filesystem is on a COPAN massive
array of idle disks (MAID) RAID set, it must be a local
filesystem and it will consume 1 from the power budget
whenever it is mounted.

(xfsdump tape only) Specifies the name of the

dri vegroup or devi ce object in the configuration file
that defines how to mount the tapes that the backup
tasks will use.

Specifies one or more filesystems to back up. By
default, the tasks will back up all of the DMF-managed
user filesystems configured in the configuration file.
Use this parameter only if your site needs different
backup policies (such as different backup times) for
different filesystems or wishes to back up filesystems
that are not managed by DMF. It is safest not to specify
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DUVP_FLUSH_DCM FI RST

DUVP_| NVENTORY_COPY

DUVP_MAX_FI LESPACE

DUVP_M GRATE_FI RST

224

this parameter and therefore back up all filesystems
configured for management by DMF.

Specifies whether or not the dmmi gr at e command is
run before the backups are done. Running dnmi gr at e
first ensures that all non-dual-resident files in the DCM
MSP caches are migrated to a lower tier. If

DUMP_M GRATE_FI RST is also enabled, that is
processed first. You can set this parameter to ON or
OFF. The default is OFF.

(xfsdump tape only) Specifies the pathnames of one or
more directories into which are copied the XFS
inventory files for the backed-up filesystems. If you
specify multiple directories, spreading the directories
among multiple tape devices minimizes the chance of
losing all copies of the inventory. The backup scripts
choose the directory with the oldest inventory copy and
copy the current one to it.

Note: For disk-based backups, copies of the inventory
are maintained in the directory specified by
DUMP_DESTI NATI ON.

(xfsdump only) Specifies the maximum disk space used
for files to be backed up, which may be larger or
smaller than the length of the file. Regular files using
more than this space are silently left out of the backup.
This limit is not applied to migrated files (offline,
dual-state, or partial-state files). This value applies to
all filesystems being dumped except for the backup of
the DMF databases. If you specify a number without a
unit suffix, it will be in bytes by default; see "Units of
Measure" on page 192. By default, there is no limit.

Specifies whether or not the dnmmi gr at e command is
run before the backups are done. Running dnmi gr at e
first ensures that all migratable files in the
DMF-managed user filesystems are migrated, thus
reducing the amount of backup media space and
making it run much faster. You can set this parameter
to ON or OFF. The default is OFF.
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DUMP_M RRCRS

DUMP_RETENTI ON

(xfsdump disk only) Specifies one or more directories in
which to place a copy of disk-based backups. After the
initial copy is made to the DUMP_DESTINATION
directory, a copy will be made in each of the mirror
directories. The directory may be local or remote:

< A local directory is specified by beginning with a '/’
character. If the filesystem containing this directory
is listed in / et ¢/ f st ab and is not mounted when
mirroring begins, it will be mounted automatically
for the duration of the mirror operation.

= A remote directory is specified with the following
syntax:

[ user@ host: / path

DMF transers files by using a secure shell (SSH). You
must set up SSH keys so that the local r oot user can
log in to the remote host as a remote user without a
password. See the ssh- keygen(1) and

ssh- copy-i d(1) man pages for details.

Specifies how long the filesystem backups will be kept
before the tape or disk space is reused. You can specify
this as follows:

= As a single value, in which case all backups older
than the value will be removed

e As a pair of minimum and maximum values
(separated by a space), in which case backups will
be kept for the minimum age and up to the
maximum age as space permits

The run_har d_del et es. sh,

run_partial _dunp.sh,and run_full _dunp. sh
tasks require this parameter. Valid values are an integer
followed by one of:

nii nut es]
h[our s]
dlays]
weeks]
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DUMP_STREAMS

DUMP_TAPES

DUVP_VSNS_USED

DUVP_XFSDUMP_PARANG

FI LE_RETENTI ON_DAYS

226

(xfsdump disk only) Specifies the number of xf sdunp
streams (threads) to use when backing up a filesystem.
Using multiple streams can reduce backup and restore
times. The default is 1 and the maximum is 20

(xfsdump tape only) Specifies the path of a file that
contains tape volume serial numbers (VSNSs), one per
line, for the backup tasks to use. A VSN line in the
specified file that begins with a comment character (#)
is considered to be a temporarily disabled VSN that is
unavailable for backups but whose xf sdunp inventory
records should be preserved if they exist. Any other
text in the file after a comment character is considered
to be a comment. For example, the file could contain
the following:

VSNOO1
VSNOO2 # a comment

# the following VSN is tenporarily disabled:
# VSNOO3

(xfsdump tape only) Specifies a file in which the VSNs of
tapes that are used are written. By default, / dev/ nul |
is used, effectively disabling this feature.

(xfsdump only) Passes parameters to the xf sdunp
program. The value is not checked for validity, so you
should use this parameter with care. Make sure that
there are no conflicts with the xf sdunp parameters
generated by the DMF scripts.

(Fast-mount cache only) Specifies the access age (in days)
of a file that will be kept in the fast-mount cache during
the process of freeing volumes. Files that have been
accessed in fewer days will be moved onto another
volume in the fast-mount cache. The

run_fnc_free. sh task will use the dmenpt yt ape(8)
command to move those files into another volume
within the fast-mount cache before completely freeing
the full volume. By default, all files within the volume
are deleted.
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FMC_MOVEFS

FMC_NAME

FREE_VOLUME_M NI MUM

FREE_VOLUME_TARGET

JOURNAL_RETENTI ON

Note: Be aware of the following when specifying this
parameter:

= There may be a significant performance impact on
the run_fnt_free. sh task.

< If the dnmove(8) command is used to move files and
if there is another simultaneous drmove active that
is using the same MOVE_FS directory, the two
processes will compete for the same disk space
without any knowledge of each other. The result is
that each process may encounter unexpected
ENCSPACE errors. You can use the FMC_MOVEFS
parameter to minimize this problem.

(Fast-mount cache only) Specifies the specific MOVE_FS
scratch directory to be used by the dmenpt yt ape -f
option when moving files to another volume in the
fast-mount cache, when required by the setting of

FI LE_RETENTI ON_DAYS. Also see MOVE_FS in
"dnmdaenon Object Parameters" on page 203.

(Fast-mount cache only) Specifies the name of a
f ast nount cache object. See "f ast mount cache
Object Parameters" on page 274.

(Fast-mount cache only) Specifies the minimum
percentage of free volumes in the fast-mount cache that
must be available. When this threshold is reached,
run_fnc_free. sh begins freeing full volumes in
order to meet the percentage set for

FREE VOLUVME TARGET. You should set

FREE VOLUVE_M NI MUMso that it is less than the
value for FREE VOLUVE TARGET.

(Fast-mount cache only) Specifies the percentage of free
volumes in the fast-mount cache that
run_fnc_free. sh will try to achieve when the
FREE VOLUVE_ M NI MUMthreshold is reached.

Specifies the age of files that will be kept when the
run_renove_j our nal s. sh task removes journals.
The run_r enpve_j our nal s. sh task requires this
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parameter. Valid values are an integer followed by one
of:

nii nut es]
h[our s]
d[ays]
weeks]

LOG _RETENTI ON Specifies the age of files that will be kept when the
run_renove_l ogs. sh task is run. Valid values are an
integer followed by one of:

nii nut es]
h[our s]
days]
weeks]

MAX_ ALERTDB_SI ZE Specifies the maximum size of the alerts database. The
run_renove_al erts. sh task uses but does not
require this parameter. For more information, see the
Note under ALERT RETENTI ON and "Restrict the Size
of the Alerts and Performance Records Databases" on
page 96. By default, the unit of measure is bytes; see
"Units of Measure" on page 192.

MAX_PERFDB_SI ZE Specifies the maximum size of the performance
database. For more information, see the Note under
PERF_RETENTI ON and "Restrict the Size of the Alerts
and Performance Records Databases" on page 96. By
default, the unit of measure is bytes; see "Units of
Measure" on page 192.

PERF_RETENTI ON Specifies the age of performance records that are
preferred to be kept when the run_r enove_perf. sh
task is run. This task uses but does not require this
parameter. Valid values are an integer followed by one
of:

nii nut es]
h[our s]
d[ays]
weeks]
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REMAL ERT_PARANMS

REMPERF_PARAMS

Note: The set of records chosen for deletion is the union
of the records that are older than the PERF_RETENTI ON
value and the oldest records when the database reaches
the MAX_PERFDB_SI ZE threshold size:

= If you specify PERF_RETENTI ON without
MAX_ ALERTDB_SI ZE, older records will be deleted
no matter how small the database is

= If you specify MAX_PERFDB_SI ZE without
PERF_RETENTI QN, records will be kept no matter
how old they are, so long as the database remains
below the threshold size

= If you specify neither parameter, no records will be
deleted (and REMPERF_PARANES is ignored)

PERF_RETENTI ON has no relationship to
METRI CS_RETENTI ON, the arena data, or PCP metrics.

Specifies additional parameters to be executed by
run_remove_al erts. sh. The only possible value is
-V, which will remove unused space from the alerts
database. By default, no space is removed.

Note: There is a performance penalty commensurate
with the size of the reduction and other activity on the
alerts database.

Specifies additional parameters to be executed by
run_renove_perf.sh. The only possible value is -V,
which will remove unused space from the performance
database. By default, no space is removed.

Note: There is a performance penalty commensurate
with the size of the reduction and other activity on the
alerts database.
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RUN_TASK

Specifies the tasks to be run. All of the RUN_TASK
parameters have the same syntax in the configuration
file:

RUN_TASK $ADM NDI R/ task_name time_expression

The task_name is the script to be executed.

The time_expression defines when a task should be done.
It is a schedule expression that has the following form:

[every n period] [at hh:mm[:ss] ...] [on day ...]
n is an integer.
period is one of:

m nut e[ s]
hour [ s]
day[s]
week| s]
nmont h[ s]

hh:mm:ss is hour, minutes, seconds.

day is a day of the month (1 through 31) or day of the
week (sunday through sat ur day).

The following are examples of valid time expressions:

at 2:00
every 5 mnutes
at 1: 00 on tuesday

If you create your own scripts to be executed via the
RUN_TASK parameter, be aware that DMF will equate
$ADM NDI R to the appropriate directory, which is
[fusr/1ib/dnf. When the task is run, DMF passes it
the name of the object that requested the task and the
name of the task group. The task itself may use the
dntonfi g(8) command to obtain further parameters
from either of these objects.

You may comment-out the RUN_TASK parameters for
any tasks you do not want to run.
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SCAN_FI LESYSTEMS

SCAN_FOR DMBTAT

SCAN_QUTPUT

SCAN_PARALLEL

SCAN_PARAMS

Specifies for the run_fi | esyst em scan. sh task the
filesystems that dmscanf s(8) will scan. The default is
to scan all DMF-managed filesystems.

Specifies for the run_fi | esyst em scan. sh task
whether additional output files may be created (ON) or
not (OFF). The default is ON.

If bit-file identifiers (BFIDs) and pathnames are
included in the output file and SCAN_FOR_DMSTAT is
enabled, an additional output file named bf i d2pat h
will be created in the daemon’s SPOOL_DIR directory;
this file is optimized for use by dnst at (8).

If file handles and BFIDs are in the output file and
SCAN_FOR _DMVSTAT is enabled, an additional output
file named f handl e2bf i d+pat h will be created in the
daemon’s SPOOL_DIR directory; this file is optimized
for use by dnenpt yt ape(8).

Specifies for the run_fi | esyst em scan. sh task the
name of the file into which dnscanf s will place
output. The default is / t mp/ dnscanf s. out put .

This file, if it exists, is used by run_dai l y_report. sh
and dnst at (8) and may be of use to site-written scripts
or programs. Although DMF does not require this file,
the output from run_dai l y_report. sh and dnst at
will be incomplete if it is unavailable.

Specifies for the run_fi | esyst em scan. sh task
whether drmscanf s will scan filesystems in parallel
(ON) or not (OFF). The default is OFF.

Note: Enabling this parameter for a daemon task

t askgr oup may result in the filesystem scan
completing in a shorter period of time, but it may also
result in the task generating an unacceptable level of
filesystem activity that interferes with user processes.

Specifies additional dmscanf s parameters for the
run_fil esystem scan. sh task. By default,
dmscanf s is run with the - 0 st at option, which is
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THRESHOLD

TSREPORT_OPTI ONS

suitable for use with run_dai l y_report. sh. SGI
recommends that you use the default unless you
require pathnames in the output or plan to use the
drrst at (8) or dmenpt yt ape(8) commands (which
require pathname for some operations); in these cases,
SGI recommends that you set SCAN_PARANS as follows:

SCAN_ PARAMS -0 stat, path

If SCAN_PARANS contains -0 al | or -o path,
dmscanf s will do a recursive scan of the filesystems,
which is much slower than the regular inode scan but
results in pathnames being included in the output.

Note: SGI recommends that you do not specify the - g
option (which suppresses the dnscanf s header line) as
a value for SCAN_PARANMS because it makes the output
file harder to parse with general-purpose scripts. The
run_daily_report. sh task requires that this header
line be present.

If BFIDs and pathnames are included in the output file
and SCAN_FOR _DMSTAT is enabled, an additional
output file named bf i d2pat h will be created in the
daemon’s SPOOL_DIR directory. The bf i d2pat h file is
optimized for use by dnst at (8).

Specifies the integer percentage of active data on a
volume. DMF will consider a volume to be sparse when
it has less than this percentage of data that is still active.

Specifies for the run_dai | y_t sreport. sh task
additional options that will be added to the end of the
t sreport command line. For example, specifying

- - host will add an additional column with the
hostname to the report. (This parameter is optional).
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VOLUVE_LIM T Specifies the maximum number of volumes that can be
selected for merging at one time. By default, there is no
limit.

t askgr oup Object Examples

You can give the t askgr oup object any name you like, but do not change the script
names. You may comment-out the RUN_TASK parameters in the sample configuration
files for any tasks you do not want to run. This section discusses the following:

= "taskgroup Object Example for Tape-Based Backup Tasks" on page 233
= "taskgroup Object Example for Disk-Based Backup Tasks" on page 235
= "taskgroup Object Example for Third-Party Backup Tasks" on page 235
= "taskgroup Object Example for Daemon Tasks" on page 236

= "taskgroup Object Example for Node Tasks" on page 239

= "taskgroup Object Example for Fast-Mount Cache Tasks" on page 239

< "taskgroup Object Example for Fast-Mount Cache Tasks Using File Retention" on
page 240

= "taskgroup Object Example for Periodic dmm gr at e Tasks" on page 241
= "taskgroup Object Example for Removing Alerts" on page 241

= "taskgroup Object Example for Removing Performance Records" on page 242

t askgr oup Object Example for Tape-Based Backup Tasks
Example 6-9 t askgr oup Object for Tape-Based Backup Tasks

define dunp_tasks

TYPE t askgroup

RUN_TASK $ADM NDI R/ run_ful I _dunp.sh on \
sunday at 00: 01

RUN_TASK $ADM NDI R/ run_partial _dunp.sh on \

nonday tuesday wednesday thursday \
friday saturday at 00:01

RUN_TASK $ADM NDI R/ run_har d_del etes. sh \
at 23:00
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DUVP_TAPES HOVE_DI R/ t apes
DUVP_RETENTI ON 4w
DUVP_DEVI CE SILO 2

DUMP_M GRATE_FI RST on
DUMP_I NVENTORY_COPY  /save/ dunp_i nventory

enddef

In the above example:

The name of this task group is dunp_t asks. This can be any name you like, but
it must be the same as the name provided for the TASK _GROUPS parameter of the
dnmdaenon object. See Example 6-4 on page 206.

The RUN_TASK tasks specify the following:

The run_ful | _dunp. sh task runs a full backup of DMF-managed filesystems
each week on Sunday morning one minute after midnight.

The run_parti al _dunp. sh task backs up only those files in DMF-managed
filesystems that have changed since the time a full backup was completed and
is run each day of the week except Sunday, at one minute after midnight.

The run_har d_del et es. sh task removes from the DMF databases any files
that have been deleted but can no longer be restored because the backup tapes
have been recycled (that is, the task hard-deletes the files). The backup tapes
are recycled after their retention period of 4 weeks. For more information on
hard-deleting BFIDs, see "Soft- and Hard-Deletes" on page 436.

The other parameters determine how the data from the filesystem backups will be
managed:

HOVE_DI Ris defined in the base object (see "base Object" on page 193). For
example, if HOME_DI Ris / dnf / horre, then DUMP_TAPES would resolve to
/ dnf / home/ dunp_t asks/t apes.

The DG that defines how to mount the tapes is SI LO 2
The dnmi gr at e command will be run before the back ups are taken

The XFS inventory files will be copied into / save/ dunp_i nvent ory
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t askgr oup Object Example for Disk-Based Backup Tasks
Example 6-10 t askgr oup Object for Disk-Based Backup Tasks

define dunp_tasks

TYPE t askgroup

RUN_TASK $ADM NDI R/ run_ful | _dunp.sh on \
sunday at 00: 01

RUN_TASK $ADM NDI R/ run_partial _dunp.sh on \

nonday tuesday wednesday thursday \
friday saturday at 00:01

RUN_TASK $ADM NDI R/ run_har d_del et es. sh \
at 23:00
DUMP_DESTI NATI ON / dnf / backups
DUMP_M RRORS /mrrorl user @enptehost:/mrror2
DUMP_RETENTI ON 4w
DUMP_M GRATE_FI RST yes
DUMP_COVPRESS yes

enddef
The above example is similar to Example 6-9, page 233, except for the following:

= DUWMP_DESTI NATI ON rather than DUMP_TAPES specifies the location of the
filesystem and database backup files. / dnf / backups must be a
non-DMF-managed filesystem that is visible from the DMF server.

= Additional copies of the backup files will be placed in the following:
— The/mrrorl directory, which is visible to the DMF server.

— The remote ni rr or 2 directory on the node named r enot ehost . The r oot
user on the DMF server must be able to log in to r enot ehost as user using
passwordless SSH.

= The backup files will be compressed using the default method (gzi p -1).

t askgr oup Object Example for Third-Party Backup Tasks
Example 6-11 t askgr oup Object for Third-Party Backup Tasks

defi ne dunp_t asks

TYPE t askgroup
RUN_TASK $ADM NDI R/ run_har d_del etes. sh at 23:00
DUMP_RETENTI ON 4w
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DUMP_M GRATE_FI RST yes
DUMP_FLUSH _DCM FI RST yes
DUVP_DATABASE COPY / pat h/ t o/ db_snapshot

enddef

The above example is similar to Example 6-9, page 233, and Example 6-10, page 235,
but has the following differences:

= The backups are not managed via the dump scripts

e There is a DCM MSP, so the dmmi gr at e command should be run before the
backups are done

= A snapshot of the DMF databases will be placed in / pat h/ t o/ db_snapshot
when do_pr edunp. sh is run

t askgr oup Object Example for Daemon Tasks
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Example 6-12 t askgr oup Object for Daemon Tasks

defi ne daenon_t asks

TYPE t askgroup
RUN_TASK $ADM NDI R/ run_fil esystem scan. sh at 2:00
RUN_TASK $ADM NDI R/ run_daily_report.sh at 3:00
RUN_TASK $ADM NDI R/ run_dai |l y_drive_report.sh at 4:00
RUN_TASK $ADM NDI R/ run_audit.sh every day at at 23:00
RUN_TASK $ADM NDI R/ run_scan_I| ogs. sh at 00: 01
RUN_TASK $ADM NDI R/ run_r enove_| ogs. sh every \

day at 1:00
RUN_TASK $ADM NDI R/ run_dai l y_tsreport.sh every \

day at 5:00
LOG_RETENTI ON 4w
RUN_TASK $ADM NDI R/ run_r enove_j ournal s. sh every \

day at 1:00
JOURNAL_RETENTI ON 4w
RUN_TASK $ADM NDI R/ run_copy_dat abases. sh \

every day at 3:00 12: 00 21:00

DATABASE COPI ES / save/ dnf _hone /alt/dnf _hone

enddef
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In the above example:

The name of this task group is daenon_t asks. This can be any name you like,
but it must be the same as the name provided for the TASK GROUPS parameter of
the dndaenon object. See Example 6-4 on page 206.

The tasks specify the following:

At 2:00 AM, therun_fil esystem scan. sh task runs dnscanf s(8) on all
DMF-managed filesystems and writes the output to / t mp/ dnscanf s. out put
(using the defaults for SCAN_FI LESYSTEMS and SCAN_QUTPUT because they
are not specified).

Because SCAN_FOR_DMSTAT (a misnomer) is not specified, its default value of
ON means that the f handl e2bf i d+pat h file will be created in the daemon’s
SPOOL_DIR directory because file handles and BFIDs are in the output file by
default; however, the bf i d2pat h file will not be created because by default
pathnames are not included in the output file.

At 3:00 AM, the run_dai l y_report. sh task reports on DCM MSPs and
managed filesystems (if run_fi | esyst em scan. sh has been run recently)
and on all LSs.

At 4:00 AM, the run_dai l y_dri ve_report. sh task generates a report
showing tape drives that have requested or required cleaning since the report
was last run. If the time that the report was last run cannot be determined, or
if this is the first time that the report was run, the reporting period is the
previous 24 hours.

The report uses information that the program dm scopy copies from files in
/var/ spool / ts/ pd/ | og to the directory SPOOL_DIR/ t spdl ogs. Only
events from files in SPOOL_DIR/ t spdl ogs are reported. Information is not
reported from tape drives that are not used with t s.

The run_audi t . sh task runs drmaudi t each day at 11:00 PM. If it detects any
errors, the run_audi t . sh task mails the errors to the e-mail address defined
by the ADM N_EMAI L parameter of the base object (described in "base Object"
on page 193).

The run_scan_I ogs. sh task scans the DMF log files for errors at 12:01 AM.
If the task finds any errors, it sends e-mail to the e-mail address defined by the
ADM N_EMAI L parameter of the base object.
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At 1:00 A.M., the run_r enmove_I ogs. sh task will remove logs that are more
than 4 weeks old.

At 5:00 AM, the run_dai |l y_t sreport. sh task generates a report containing
the output of the t sreport command. The reporting period covers the time
since the task was last run. If that cannot be determined, the reporting period
is the previous 24 hours.

The report uses information that the program dm scopy copies from files in
/var/ spool / ts/ pd/ | og to the directory SPOOL_DIR/ t spdl ogs. Only
events from files in SPOOL_DIR/ t spdl ogs are reported. Information is not
reported from tape drives that are not used with t s.

The task uses the following options for the t sr eport command:

--noversion
--options
--wi de
--tapestats
--drivestats
--errors
--tapeal ert
--startdate
--starttine

At 1:00 A.M. the run_r enove_j our nal s. sh task removes journals that are
more than 4 weeks old.

Note: The run_renove_j ournal s. sh and run_r enpve_| ogs. sh tasks are
not limited to the daemon journals and logs; they also clear the journals and
logs for MSPs/LSs.

The run_copy_dat abases. sh task makes a copy of the DMF databases each
day at 3:00 AM, 12:00 noon, and 9:00 PM. The task copies a snapshot of the
current DMF databases to either / save/ dnf _home or / al t/ dnf _hone,
whichever contains the oldest copy. Integrity checks are done on the databases
before the copy is saved. If the checks fail, the copy is not saved, and the task
sends e-mail to the address defined by the ADM N_EMAI L parameter of the
base object.
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t askgr oup Object Example for Node Tasks

Example 6-13 t askgr oup Object for Node Tasks with the Parallel Data Mover Option

define node_tasks

TYPE t askgroup
RUN_TASK $ADM NDI R/ run_r enpove_| ogs. sh every day at 1:00
LOG_RETENTI ON 4w

enddef

In the above example:

= The name of this task group is node_t asks. This can be any name you like, but
it must be the same as the name provided for the TASK _GROUPS parameter of the
servi ces object. See "servi ces Object" on page 211.

= Log files more than 4 weeks old are deleted each day at 1:00 A.M.

When using the Parallel Data Mover Option, you should define the
run_remnove_l ogs. sh task for the t askgr oup that applies to the node object
rather than for the t askgr oup that applies to the dndaenon object.

Note: The run_r enove_| ogs. sh task is the only task available for servi ce
objects.

t askgr oup Object Example for Fast-Mount Cache Tasks
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Example 6-14 t askgr oup Object for Fast-Mount Cache

define fnt_task

TYPE t askgroup

RUN_TASK $ADM NDI R/ run_fnc_free.sh at 23:00
FMC_NAME copan_f nt

FREE_VOLUVE_M NI MUM 10

FREE_VOLUVE_TARCGET 20

enddef
In the above example:

= The name of this task group is f nc_t ask. This can be any name you like, but it
must be the same as the name provided for the TASK GROUPS parameter of the
dnmdaenon object. See "dndaenon Object" on page 203.
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The name of the fast-mount cache (copan_f nt) must match the name defined for
the f ast mount cache object. See "f ast mount cache Object” on page 274.

The run_f nc_free. sh task will be executed each day at 11:00 PM.

When only 10% of the volumes in the fast-mount cache are free, DMF will free the
volumes with the oldest write dates until 20% of the volumes are free.

t askgr oup Object Example for Fast-Mount Cache Tasks Using File Retention
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Example 6-15 t askgr oup Object for Fast-Mount Cache Using File Retention

define fnt_task

TYPE t askgroup

RUN_TASK $ADM NDI R/ run_fnt_free.sh at 23:00
FMC_NAME copan_f nt

FREE_VOLUVE_M NI MUM 10

FREE_VOLUVE_TARCGET 20

FI LE_RETENTI ON_DAYS 3

FMC_MOVEFS / dnf / copannmove

enddef

In the above example:

The run_f nc_free. sh task will be executed at the same time and using the
same minimum threshold and target as in Example 6-14, page 239.

Before deleting the data from a given volume, DMF will determine if any files
should be retained in the fast-mount cache. If a volume to be freed contains files
that have been accessed within the last 3 days, DMF will first move those files to
another volume within the VG.

Note: This may have a performance impact.

If there are files that must be retained, the special scratch directory
/ dnf / copanmove will be used. This directory must be defined in the MOVE_FS
parameter in the dndaenon object. See "dndaenon Object" on page 203.
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t askgr oup Object Example for Periodic dmmi gr at e Tasks

Example 6-16 t askgr oup Object for Periodic dmmi gr at e Example

define dnmi grate_task
TYPE t askgroup
RUN_TASK $ADM NDI R/ run_dnmi grate. sh at 02: 05 every 4 hours

DMM GRATE_M NI MUM_AGE 25
DVMM GRATE WAI T ON
enddef

In the above example:

= The name of the task is dmi gr at e_t ask. If this task is called from the
dnmdaenon object, it will process all filesystems defined with automatic space
management enabled. If it is called from a specific fi | esyst emor DCM mnsp
object, it will migrate data from that object only.

e Therun_dnmi grat e. sh task will run every four hours, starting at 2:05 AM.
= The minimum age of a file that will be migrated is 25 minutes.

= The task will wait for all migrations to complete before exiting.

t askgr oup Object Example for Removing Alerts

Example 6-17 t askgr oup Object for Removing Alerts

RUN_TASK $ADM NDI R/ run_renove_al erts. sh every day at 1:00
ALERT_RETENTI ON 4w
MAX_ALERTDB_SI ZE 100m

In the above example:
e Therun_renpove_al erts. sh task will be executed at 1:00 AM every day
= All alerts older than 4 weeks will be removed

= |f the database reaches 100 MB, the oldest records will be removed until the
database is smaller than 100 MB
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t askgr oup Object Example for Removing Performance Records

Example 6-18 t askgr oup Object for Removing Performance Records

RUN_TASK $ADM NDI R/ run_r enove_perf.sh every day at 1:00
PERF_RETENTI ON 4w

MAX_PERFDB_SI ZE 100m

REMPERF_PARANS -V

In the above example:
e Therun_renove_perf. sh script will be executed at 1:00 AM every day
= All records older than 4 weeks will be removed

= |f the database reaches 100 MB, the oldest records will be removed until the
database is smaller than 100 MB

= The unused space in the database will be removed, despite the performance
penalty

devi ce Object

This section discusses devi ce object parameters.

devi ce Object Parameters

Normally, a dri vegr oup object defines the tape devices to be used by a t askgr oup
object (such as the example dunp_t asks), with the LS and the backup scripts sharing
the same devices. However, if backups are to use different drives from those in use
by DMF, they should be defined by a devi ce object. The parameters you define are
based on the mounting service you intend to use.

Parameter Description

TYPE Specifies devi ce (required name for this type of
object). There is no default.

MOUNT _SERVI CE Specifies the mounting service. Possible values are
openvaul t and t nf. You must use openvaul t for
those DGs that contain tape drives on parallel data
mover nodes. The default is openvaul t .
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MOUNT _SERVI CE_GROUP

OV_ACCESS_MODES

OV_| NTERCHANGE_MODES

Specifies the name by which the object’s devices are
known to the mounting service:

= OpenVault: use the OpenVault drive group name
that is listed by the ov_dri vegr oup command.

Note: OpenVault and DMF each have a group of
interchangeable devices known as a drive group. To
avoid confusion, SGI recommends that you use
corresponding names for the DMF drive group and
the OpenVault drive group whenever possible.

< TMF: use the device group name that would be
used with the - g option on the t nnrmt command.

If this parameter is not specified, the devi ce object’s
name is used.

(OpenVault only) Specifies a list of access mode names
that control how data is written to tape. For more
information about the possible values, see the
description of the access option in the ov_nount (8)
man page.

Note: xf sdunp does not use this parameter.

(OpenVault only) Specifies a list of interchange mode
values that control how data is written to secondary
storage. This optional parameter is applied when a
volume is mounted or rewritten. By default, this list is
empty.

Most drives support a value of either conpr essi on or
noconpr essi on.

For example, to specify that you want data compressed,
use:

OV_| NTERCHANGE MODES conpr essi on

Some drives support additional values. For example,
the T10000C drive also supports the additional values
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T10000C, T10000B, and T10000A. For example, if you
have a mixture of T10000C and T10000B drives, you
could use the following to tell the T10000C drives to
write in compressed T10000B format so that both
drives can then later read the same cartridges:

OV_| NTERCHANGE MODES conpr essi on T10000B

For more information about the possible values, see the
description of the fi r st nount option in the
ov_nount (8) man page.

TMF_TMWNT_OPTI ONS (TMF only) Specifies command options that should be
added to the t nm)mt command when mounting a tape.
Because DMF uses the - Z option to t mmt , options
controlling block size and label parameters are ignored.
Use - g if the group name is different from the devi ce
object’s name. Use -i to request compression.

fil esyst emObject
This section discusses the following:
< "fil esyst emObject Parameters" on page 244

< "fil esyst emObject Examples" on page 249

fil esyst emObject Parameters
You must have a fi | esyst emobject for each filesystem on which DMF can operate:

= Managed filesystems are DMAPI-mounted XFS or CXFS filesystems on which DMF
can migrate or recall files. (When using the Parallel Data Mover Option, they must
be CXFS filesystems.) The object parameters specify the level of migration for the
filesystem, 1/0 options, and (if applicable) policies for MSP selection, file
weighting, and automatic space management.

= Unmanaged filesystems are POSIX filesystems (such as Lustre) that are not managed
by DMF but from which you can efficiently copy files to secondary storage via
the dmar chi ve(1l) command. They do not support space management, migrations,
or recalls. The M GRATI ON_LEVEL parameter must be set to ar chi ve.
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The fi | esyst emobject parameters are as follows:

Parameter
TYPE

BUFFERED_| O_SI ZE

DI RECT | O _SI ZE

MAX_MANAGED REG ONS

007-5484-010

Description

Specifies f i | esyst em(required name for this type of
object). There is no default.

Specifies the size of 1/0 requests when reading from or
writing to this filesystem using buffered 1/0. The legal
range of values is 4096-16777216. The default is
262144. By default, the unit of measure is bytes; see
"Units of Measure" on page 192. However, this
parameter is ignored when recalling files if

USE_UNI FI ED_BUFFER is set to ON (which is the
default).

Specifies the size of 1/0 requests when reading from
this filesystem using direct 1/0. The legal range of
values is 65536-18446744073709551615. The
default value depends on the filesystem’s configuration,
but will not exceed the value of

DI RECT_| O MAXI MUM _SI ZE defined in the base
object (see "base Object” on page 193). By default, the
unit of measure is bytes; see "Units of Measure" on page
192. This parameter is ignored if the filesystem does
not support direct 1/0. For more information about
direct 170, see O_DI RECT in the open(2) man page.

Sets the maximum number of managed regions that
DMF will assign to a file on a per-filesystem basis. You
can set MAX_MANAGED REG ONS to any number that is
less than the actual number of regions that will fit in a
filesystem attribute. For XFS and CXFS filesystems, that
number is 3275.

By default, DMF allows a DMF attribute to contain the
maximum number of managed regions that will still
allow the attribute to fit completely inside the inode,
based on inode size and at t r type. The default value
for afil esyst emobject that does not have a
MAX_MANAGED REG ONS parameter is calculated at
filesystem mount time. This value is chosen to ensure
that the DMF attribute will fit inside the inode,

245



6: DMF Configuration File

246

MESSAGE_LEVEL

M GRATI ON_LEVEL

assuming that no other attribute (such as an ACL) is
already occupying the inode’s attribute space. Table 4-1
on page 115, lists the default maximum file regions.
This parameter does not apply to filesystems with a

M GRATI ON_LEVEL of ar chi ve.

Caution: You should use MAX_MANAGED REG ONS
cautiously. If you set this parameter to a value that is
larger than the default maximum (see Table 4-1 on page
115), the DMF attribute may not fit inside the inode. If
there are many files with DMF attributes outside of the
inode, filesystem scan times can increase greatly. To
avoid this problem, SGI recommends that a file that has
exceeded the maximum default file regions be made
offline (that is, having a single region) as soon as
possible after the online data has been accessed.

Specifies the highest message level that will be written
to the automated space management log (aut ol og). It
must be an integer in the range 0-6; the higher the
number, the more messages written to the log file. The
default is 2. This parameter applies only to filesystems
with a M GRATI ON_LEVEL of aut o. For more
information on message levels, see Chapter 9, "Message
Log Files" on page 365.

Specifies the level of migration services for the
filesystem. (Recall from offline media is not affected by
the value of M GRATI ON_LEVEL.) Valid values are:

< archi ve (only for DMF direct archiving via the
dmar chi ve command)

= aut o (automated space management)
= none (no migration)

= user (only user-initiated migration using the drput
or dmmi gr at e commands)

The migration level actually used for the filesystem is
the lesser of the M GRATI ON_LEVEL value for the
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M N_ARCHI VE_SI ZE

M N_Di RECT_SI ZE

PCLI CI ES

dndaenon object and this value. If you do not want
automated space management for a filesystem, set
M GRATI ON_LEVEL to user or none. The default is
aut o.

When using the Parallel Data Mover Option, all
DMF-managed filesystems (that is, filesystems where
DMF can migrate or recall files) must be CXFS
filesystems.

Specifies the minimum file size required for the

dmar chi ve command to copy data directly between an
unmanaged filesystem and DMF secondary storage.
Files smaller than this size will instead be copied
between the unmanaged filesystem and a
DMF-managed filesystem before being possibly
migrated or recalled from DMF secondary storage. The
legal range of values is 1-18446744073709551615.
The default is 1. By default, the unit of measure is
bytes; see "Units of Measure" on page 192. This
parameter applies only to filesystems with a

M GRATI ON_LEVEL value of ar chi ve.

Determines whether direct or buffered 1/0 is used
when reading from this filesystem. If the number of
bytes to be read is smaller than the value specified,
buffered 170 is used; otherwise, direct 1/0 is used. The
legal range of values is O (direct 1/0 is always used)
through 18446744073709551615 (direct I/0 is never
used). The default is 0. By default, the unit of measure
is bytes; see "Units of Measure" on page 192. This
parameter is ignored if the filesystem does not support
direct 170 or is a real-time filesystem. For more
information about direct I/0, see O DI RECT in the
open(2) man page.

Note: Buffered 170 is always used when writing to a
filesystem.

Specifies the names of the configuration objects defining
policies for this filesystem. Policies are defined with
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PCSI X_FADVI SE_SI ZE

TASK_GROUPS

USE_UNI FI ED_BUFFER

pol i cy objects (see "pol i cy Object"). The POLI Cl ES
parameter is required; there is no default value. A
policy can be unique to each DMF-managed filesystem
or it can be reused numerous times. This parameter
does not apply to filesystems with a

M GRATI ON_LEVEL of ar chi ve.

Specifies the number of bytes after which DMF will call
posi x_f advi se() with advice

POSI X_FADV_DONTNEED when recalling files. The
minimum is 0, which means that posi x_f advi se is
never used. The maximum is
18446744073709551615. The default and
recommended value is 100000000, which will call
posi x_f advi se after each 100,000,000 bytes
(approximately) it has written to the file. By default, the
unit of measure is bytes; see "Units of Measure" on
page 192. DMF does not synchronize the file at this
point. If POSI X_FADVI SE_SI ZE is set to a nonzero
value, DMF will also call posi x_f advi se when a
region is made online.

Note: Setting this parameter to a small, nhonzero value
may have an adverse affect on performance. See the
posi x_f advi se(2) man page for more information.

Names the t askgr oup objects that contain tasks the
daemon should run when M GRATI ON_LEVEL is set to
aut 0. By default, no tasks are run. There are no defined
tasks for filesystems in the sample configuration files.

Determines how DMF manages its buffers when
recalling files on this filesystem. The value can be one
of the following:

= ON, which means that DMF will use the same buffer
for reading and writing and BUFFERED | O _SI ZE is
ignored when recalling files. Setting the value to ON
will cause the size of 1/0 requests to be small when
recalling data from a disk, DCM, or FTP MSP. The
default setting is ON.
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= OFF, which means that DMF uses separate buffers
for reading and writing during recall. That is, DMF
reads data from its backing store (such as tape) into
a buffer and then copies the data into another buffer
for writing. An additional thread for writing is also
used.

fil esyst emObject Examples
This section discusses the following examples:
< "fil esyst emObject for a DMF-Managed Filesystem" on page 249
< "fil esyst emObject for DMF Direct Archiving" on page 250

fil esyst emObject for a DMF-Managed Filesystem
The following example defines a f i | esyst emobject named / c.
Example 6-19 fil esyst emObject for a DMF-Managed Filesystem

define /c

TYPE filesystem
M GRATI ON_LEVEL user
POLI Cl ES fs_msp

enddef
In the above example:

= The def i ne parameter must have a value that is the mount point of the filesystem
you want DMF to manage, in this case / ¢c. Do not use the name of a symbolic link.

= Only user-initiated migration will be used for migration to offline media.

= The migration policy is set by the pol i cy object named fs_nsp. See "pol i cy
Object" on page 250.
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fil esyst emObject for DMF Direct Archiving

The following example defines a f i | esyst emobject for an unmanaged filesystem
named /| ustrefs:

Example 6-20 fi |l esyst emObject for DMF Direct Archiving

define /lustrefs

TYPE filesystem
M GRATI ON_LEVEL archive
M N_ARCHI VE_SI ZE 262144

enddef
In the above example:

= The def i ne parameter must have a value that is the mount point of the
unmanaged filesystem, in this case / | ust r ef s. Do not use the name of a
symbolic link.

« File datain /| ustrefs can be copied directly to secondary storage by users via
the dmar chi ve(1l) command.

= Files that are smaller than 262,144 bytes are never archived via dmar chi ve but
instead will be copied to a DMF-managed filesystem before being possibly
migrated or recalled from DMF secondary storage.

pol i cy Object
This section discusses the following:
= "Functions of pol i cy Parameters" on page 251
= "Rules for pol i cy Parameters" on page 252
= "User Filesystem pol i cy Parameters" on page 253
e "DCM MSP STORE DI RECTORY pol i cy Parameters" on page 260
< "when Clause" on page 265
= "ranges Clause" on page 268

= "pol i cy Configuration Examples" on page 270
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Functions of pol i cy Parameters

A pol i cy object specifies behavior for managing the following:
= A user filesystem

< A DCM STORE_DI RECTORY

The pol i cy object parameters specify the following functions:
= "Automated Space Management Overview" on page 251

= "File Weighting Overview" on page 251

e "MSP/VG Selection Overview" on page 252

For details about the parameters, see:

= "User Filesystem pol i cy Parameters" on page 253

e "DCM MSP STORE_DI RECTORY pol i cy Parameters" on page 260

Automated Space Management Overview

File Weighting Overview
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DMF lets you automatically monitor filesystems and migrate data as needed to
prevent filesystems from filling. This capability is implemented by the dnf snon(8)
daemon. After the dnf smon daemon has been initiated, it will begin to monitor the
DMF-managed filesystem in order to maintain the level of free space specified in the
configuration file.

Note: Ideal values for these parameters are highly site-specific, based largely on
filesystem sizes and typical file sizes.

When DMF is conducting automated space management, it derives an ordered list of
files (called a candidate list) and migrates or frees files starting at the top of the list.
The ordering of the candidate list is determined by weighting factors that are defined
by parameters in the configuration file. You can use the file weighting parameters
multiple times to specify that different files should have different weights. For more
details, see Chapter 10, "Automated Space Management" on page 367.
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MSP/VG Selection Overview

DMF can be configured to have many MSPs/VGs, including those specified in an MG
(see "m gr at egr oup Object" on page 297).

Each MSP/VG manages its own set of volumes. The MSP/VG selection parameters
let you migrate files with different characteristics to different MSPs/VGs. You can use
the MSP/VG selection parameters multiple times to specify that different files should
have different MSP/VG selection values.

Rules for pol i cy Parameters

User Filesystem Rules

252

This section discusses the following:
= "User Filesystem Rules" on page 252

= "DCM MSP STORE_DI RECTCRY Rules" on page 253

The rules for a pol i cy object that is migrating a user filesystem are as follows:

= The PQLI Cl ES parameter for a fi | esyst emobject must specify one and only
one MSP/VG selection policy.

= The TYPE parameter is required for any pol i cy object:

Parameter  Description

TYPE Specifies pol i cy (required name for this type of object). There is no
default.

< If the M GRATI ON_LEVEL parameter for a fi | esyst emobject is aut o, the
PCLI Cl ES parameter for that object must specify one and only one
space-management policy.

= You do not need to specify a weighting policy if the default values are acceptable.

= Providing the above rules are followed, you can have many different combinations
of policies. For example, you could configure one policy that defines all three
categories of policy parameters (automated space management, MSP/VG
selection, and file weighting) and share that policy among all the filesystems, or
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you could configure any number of individual MSP/VG selection policies and
space-management policies (including weighting parameters) that you can apply
to one or more filesystems.

DCM MSP STORE_DI RECTORY Rules

The rules for a pol i cy object that is managing a DCM MSP STORE_DI RECTCORY are
as follows:

The TYPE parameter is required for any pol i cy object:

Parameter  Description

TYPE Specifies pol i cy (required name for this type of object). There is no
default.

If the M GRATI ON_LEVEL for a fi | esyst emobject is aut o, the POLI Cl ES
parameter for that object must specify one and only one space-management policy.

You do not need to specify a weighting policy if the default values are acceptable.

You can configure one policy that defines all three categories of policy parameters
(automated space management, file weighting, and VG selection) and share that
policy among all the filesystems. Alternatively, you might create a VG selection
policy for all filesystems and a space-management policy (including weighting
parameters) for all filesystems.

The DCM MSP supports the concept of dual-residence, which means that a
cache-resident copy of a migrated file has already been copied to secondary
storage and can therefore be released quickly in order to prevent the cache filling,
without any need to first copy it to secondary storage. It is analogous to a
dual-state file that is managed by the standard disk MSP and has equivalent
policy parameters to control it.

The age and space weighting parameters refer to the copies in the cache, not the
originals in the managed filesystem.

User Filesystem pol i cy Parameters

This section discusses the following:
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"Automated Space Management Parameters for a User Filesystem" on page 254
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= "File Weighting Parameters for a User Filesystem" on page 256

= "MSP/VG Selection Parameters for a User Filesystem" on page 259

Automated Space Management Parameters for a User Filesystem

The following parameters control automated space management for a user filesystem:

Parameter
FREE DUALSTATE_FI RST

FREE_SPACE_DECREMENT

FREE_SPACE_M NI MUM

254

Description

When set to ON, specifies that dnf sf r ee will first free
dual-state and partial-state files before freeing files it
must migrate. The default is OFF.

Specifies the integer percentage of filesystem space by
which dnf smon or dndskmmsp will decrement
FREE_SPACE_M NI MUMif it cannot find enough files to
migrate so that the value is reached. The decrement is
applied until a value is found that can be achieved. If
space later frees up, the FREE_SPACE_M NI MUMis reset
to its original value. Valid values are in the range 1
through the value of FREE_SPACE_TARGET. The
default is 2.

Specifies the minimum integer percentage of the total
filesystem space that dnf snon tries to maintain as free.
When the available free space reaches or falls below
this threshold value, dnf snon will begin to migrate
files (freeing data for dual-state files as needed) in order
to meet the percentages set for FREE_SPACE_M NI MUM
FREE_SPACE_TARGET, and M GRATI ON_TARGET. This
parameter is required; there is no default.

You should set FREE_SPACE M NI MUMso that it is less
than the values for FREE_SPACE TARGET and
M GRATI ON_TARGET.

Figure 6-1 describes the concepts of free space and
migration targets, using as an example a minimum
free-space threshold of 10%. For example, if offline files
are recalled or regular files are added to the filesystem
such that only 10% of it is free, DMF will try to reach
the free-space target of 30% by freeing the space
currently held by dual-state files and try to reach the
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migration target of 80% by migrating regular files so
that they become dual-state.

Free space Used space
0% 100%

FREE_SPACE_M NI MUM 10% —>[~~~~~~"1
Hitting this threshold (Free)
causes action

FREE_SPACE_TARCET 30%—>
When the FREE_SPACE_M NI MUM
threshold is reached, DMF will free r M GRATI ON TARCGET 80%

this percentage of the filesystem When the FREE_SPACE_M Nl MUM
threshold is reached, DMF will
make this percentage of the
filesystem free or dual-state

DUL

-« 20% =
1 When the FREE_SPACE_M NI MUM

threshold is reached, the result of DMF
REG attempting to reach the targets is that
up to this percentage of the filesystem
can contain regular files

100% 0%
Free space Used space

Figure 6-1 Concepts of Free-Space Minimum and Target

For more details, see Chapter 10, "Automated Space
Management" on page 367.

For the information on how this parameter is used
when automated space management is not configured,
see the dnf . conf (5) man page.

FREE_SPACE TARGET Specifies the integer percentage of total filesystem space
that dnf sf r ee or dndskf r ee tries to free if free space
reaches or falls below the FREE_SPACE M NI MUM
threshold. You should set FREE SPACE TARGET so
that it is less than M GRATI ON_TARGET. This parameter
is required; there is no default.
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M GRATI ON_TARGET

SI TE_SCRI PT

Specifies the integer percentage of total filesystem space
that dnf sron tries to maintain as a reserve of space that
is free or occupied by dual-state files. (The online space
occupied by dual-state files can be freed quickly if free
space reaches or falls below FREE_SPACE_M NI MUM)
This parameter is required; there is no default.

Specifies the site-specific script to execute when the
dnf sfr ee, dmdskf r ee, or dnf snon command is run:

= If the script returns a zero exit status, the command
continues its normal processing

= If the script returns a nonzero exit status, the
command returns immediately, using this value as
its own exit status

See dnf sf r ee(8) or dmdskf r ee(8) for further details.
This parameter is optional.

For more details, see Chapter 10, "Automated Space Management" on page 367.

See also:

= "Functions of pol i cy Parameters" on page 251

= "User Filesystem Rules" on page 252

File Weighting Parameters for a User Filesystem

256

The following parameters control file weighting for a user filesystem:

Parameter

AGE_V\EI GHT

Description

Specifies a floating-point constant and floating-point
multiplier to use when calculating the weight given to a
file’s age, calculated as follows:

constant + ( multiplier * file_age in_days)
The default is a constant of 1 and a multiplier of 1.

The AGE_WVEI GHT parameter accepts an optional when
clause, which contains a conditional expression. You
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SPACE_WEI GHT

can use this clause to select which files should use the
AGE_VEI GHT values. See "when Clause" on page 265.

The AGE_WEI GHT parameter also accepts an optional
ranges clause, which specifies the ranges of a file for
which the parameter applies. See "r anges Clause" on
page 268.

DMF checks each AGE_WEI GHT parameter in turn, in
the order that they occur in the configuration file. If the
when clause is present and no r anges clause is present,
DMF determines whether the file matches the criteria in
the clause. If no when clause is present, a match is
assumed. If the file matches the criteria, the file weight
is calculated from the parameter values. If they do not
match, the next instance of that parameter is examined.

You can configure a negative value to ensure that
specific files are never automatically migrated. For
example, you might want to set a minimum age for
migration. The following parameter specifies that files
that have been accessed within 1 day are never
automatically migrated:

AGE_VEI GHT -1 0.0 when age <=1

Note: DMF calculates the age weight and space weight
separately. If either value is less than zero, the file is
not automatically migrated and the file or range is not
automatically freed. Otherwise, the two values are
summed to form the file’s or range’s weight.

Specifies a floating-point constant and floating-point
multiplier to use when calculating the weight given to a
file’s size, calculated as follows:

constant + ( multiplier * file_disk_space_in_bytes)
The default is a constant of O and a multiplier of O.

For a partial-state file, file_disk_space_in_bytes is the
amount of space occupied by the file at the time of
evaluation.
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The SPACE_WEI GHT parameter accepts an optional
when clause, which contains a conditional expression.
See "when Clause" on page 265.

The SPACE_WEI GHT parameter also accepts an optional
ranges clause, which specifies the ranges of a file for
which the parameter applies. See "r anges Clause" on
page 268.

You can configure a negative value to ensure that
specific files are never automatically migrated. For
example, you might want to set a minimum size for
migration. The following parameter specifies that small
files are never automatically migrated:

SPACE_WEI GHT -1 0 when space <= 4k

Note: DMF calculates the age weight and space weight
separately. If either value is less than zero, the file is
not automatically migrated and the file or range is not
automatically freed. Otherwise, the two values are
summed to form the file’s or range’s weight.

See also:
= "Functions of pol i cy Parameters" on page 251

= "User Filesystem Rules" on page 252
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MSP/VG Selection Parameters for a User Filesystem
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The following parameters control MSP/VG selection for a user filesystem:

Parameter

SELECT_MSP,
SELECT_VG

Description

Specifies the MSPs, VGs, and MGs to use for migrating
a file. If you use an MG, you must not specify
overlapping MSPs, VGs, or MGs on the same
SELECT_VGand SELECT_MSP statement (taking care to
ensure that the statement expands to a set of
non-overlapping MSPs and VGs when all of the group
members of the MGs are considered). See

"m gr at egr oup Object" on page 297.

Note: The parameters are not used for defining which
MSP/VG to use for recalls; for that, see the definitions
of the LS_NAMES, MSP_NAMES, DRI VE_GROUPS, and
VOLUVE_GROUPS parameters.

The SELECT_MSP and SELECT VG parameters are
equivalent. VGs, disk MSPs, FTP MSPs, and MGs may
be specified by either parameter.

You can list as many MSP/VG/MG names as you have
nmsp, vol unegr oup, and m gr at egr oup objects
defined. A copy of the file will be migrated as follows:

= To each MSP/VG listed explicitly

= For each MG listed, to exactly one MSP/VG that is a
member of the MG

The special name none means that the file will not be
migrated.

If no SELECT_MSP or SELECT VG parameter applies to
a file, it will not be migrated.

The parameters are processed in the order that they
appear in the policy. The first SELECT _MSP or
SELECT_VGstatement that applies to the file is honored.
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These parameters allow conditional expressions based
on the value of a file tag. See "Customizing DMF" on
page 123.

The r oot user on the DMF server can override the
selection specified in these parameters through the use
of dmput -V or with | i bdnf usr. so calls. If
site—defined policies are in place, they may override
these parameters.

There is no default.
See also:
= "Functions of pol i cy Parameters" on page 251

= "User Filesystem Rules" on page 252

DCM MSP STORE_DI RECTORY pol i cy Parameters
This section discusses the following:

= "Automated Space Management Parameters for a DCM MSP STORE_DI RECTORY"
on page 260

= "File Weighting Parameters for a DCM MSP STORE_DI RECTORY" on page 262
= "VG Selection Parameters for a DCM MSP STORE_DI RECTORY" on page 264

See also "Functions of pol i cy Parameters" on page 251.

Automated Space Management Parameters for a DCM MSP ~ STORE_DI RECTORY

The following parameters control automated space management for a DCM MSP
STORE_DI RECTORY:

Parameter Description

DUALRESI DENCE_TARGET  Specifies the integer percentage of DCM MSP cache
capacity that DMF maintains as a reserve of
dual-resident files whose online space can be freed if
free space reaches or falls below
FREE_SPACE_M NI MUM The drmdsknsp process tries to
ensure that this percentage of the filesystem is copied to

260 007-5484-010



DMF 5 Administrator Guide for SGI® InfiniteStorage™

007-5484-010

secondary storage, is currently being copied to
secondary storage, or is free after it runs dmdskf r ee to
make space available. This parameter is required for a
DCM MSP; there is no default. (It does not apply to
user filesystems.)

FREE_DUALRESI DENT_FI RSTWhen set to ON, specifies that dnmdskf r ee will first

FREE_SPACE_DECREMENT

FREE_SPACE_M NI MUM

FREE_SPACE_TARGET

free dual-resident files before freeing files it must
migrate. The default is OFF.

Specifies the integer percentage of filesystem space by
which dnf smon or dnmdskmsp will decrement
FREE_SPACE_M NI MUMif it cannot find enough files to
migrate so that the value is reached. The decrement is
applied until a value is found that can be achieved. If
space later frees up, the FREE_SPACE_M NI MUMis reset
to its original value. Valid values are in the range 1
through the value of FREE_SPACE_TARGET. The
default is 2.

Specifies the minimum integer percentage of the total
filesystem space that the DCM MSP tries to maintain as
free. When the available free space reaches or falls
below this threshold value, dnmdskf r ee will begin to
free dual-resident files and make non-dual-resident files
dual-resident in order to meet the percentages set for
FREE_SPACE_M NI MUM FREE_SPACE_TARGET, and
DUALRESI DENCE_TARGET. This parameter is required;
there is no default.

You should set FREE_SPACE M NI MUMso that it is less
than the values for FREE_SPACE TARCGET and
DUALRESI DENCE_TARGET.

For more details, see Chapter 10, "Automated Space
Management" on page 367.

Specifies the integer percentage of total filesystem space
that dnf sf r ee or dndskf r ee tries to free if free space
reaches or falls below the FREE_SPACE M NI MUM
threshold. You should set FREE SPACE TARGET so
that it is less than DUALRESI DENCE_TARCET. This
parameter is required; there is no default.
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SI TE_SCRI PT

See also:

Specifies the site-specific script to execute when

dnf sfree, dnmdskf ree, or dnf snon is run. If it
returns a zero exit status, dnf sfr ee, dndskfree, or
dnf snon continue their normal processing. If nonzero,
they return immediately, using this value as their own
exit status. See dnf sfr ee(8) or dndskf r ee(8) for
further details. This parameter is optional.

= "DCM MSP STORE_DI RECTCRY Rules" on page 253

= "Functions of pol i cy Parameters" on page 251

File Weighting Parameters for a DCM MSP  STORE_DI RECTORY

262

The pol i cy parameters for file weighting are as follows:

Parameter
CACHE_AGE VEI GHT

Description

Specifies a floating-point constant and floating-point
multiplier to use when calculating the weight given to a
file’s age, calculated as follows:

constant + ( multiplier * file_age in_days)

The default is a constant of 1 and a multiplier of 1.

Note: This parameter refers to the copies in the cache,
not the originals in the managed filesystem.

The CACHE_AGE_WEI GHT parameter accepts an
optional when clause, which contains a conditional
expression. See "when Clause" on page 265.

Add a when clause to select which files should use
these values. DMF checks each AGE_WEI GHT parameter
in turn, in the order that they occur in the configuration
file. If the when clause is present, DMF determines
whether the file matches the criteria in the clause. If no
when clause is present, a match is assumed. If the file
matches the criteria, the file weight is calculated from

007-5484-010



DMF 5 Administrator Guide for SGI® InfiniteStorage™

007-5484-010

CACHE_SPACE_W\EI GHT

the parameter values. If they do not match, the next
instance of that parameter is examined.

You can configure a negative value to ensure that
specific files are never automatically migrated. For
example, you might want to set a minimum age for
migration. The following parameter specifies that files
that have been accessed or modified within 1 day are
never automatically migrated:

CACHE_AGE VEI GHT -1 0.0 when age <=1

Note: DMF calculates the age weight and space weight
separately. If either value is less than zero, the file is
not automatically migrated and the file is not
automatically freed. Otherwise, the two values are
summed to form the file’s weight.

Specifies a floating-point constant and floating-point
multiplier to use when calculating the weight given to a
file’s size, calculated as follows:

constant + ( multiplier * file_disk_space_in_bytes)
The default is a constant of 0 and a multiplier of O.

For a partial-state file, file_disk_space_in_bytes is the
amount of space occupied by the file at the time of
evaluation.

The CACHE_SPACE_WEI GHT parameter accepts an
optional when clause, which contains a conditional
expression. See "when Clause" on page 265.

Configure negative values to ensure that files are never
automatically migrated. For example, you might want
to set a minimum size for migration. The following
parameter specifies that small files are never
automatically migrated:

SPACE_WEI GHT -1 0 when space <= 4k
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See also:

= "Functions of pol i cy Parameters" on page 251

= "DCM MSP STORE_DI RECTCRY Rules" on page 253

VG Selection Parameters for a DCM MSP  STORE_DI RECTORY

The following parameter controls VG selection for a DCM MSP STORE_DI RECTORY:

Parameter

SELECT_LOWER VG

264

Description

Defines which VGs and MGs should maintain
secondary-storage copies of files in the cache, and
under what conditions that would define
dual-residence. If you use an MG, you must not specify
overlapping VGs or MGs on the same

SELECT LOWER VG statement (taking care to ensure
that the statement expands to a set of non-overlapping
VGs when all of the group members of the MGs are
considered (see "m gr at egr oup Object” on page 297).

Note: The parameter is not used for defining which VG
to use for recalls; for that, see the definitions of the

LS NAMES, MSP_NAMES, DRI VE_GROUPS, and
VOLUVE_GROUPS parameters.

You can list as many VG/MG names as you have
vol umegr oup and m gr at egr oup objects defined. A
copy of the file will be migrated as follows:

= To each VG listed explicitly

= For each MG listed, to exactly one VG that is a
member of the MG

The special name none means that the file will not be
migrated.

If no SELECT_LOWAER_VG parameter applies to a file, it
will not be migrated. However, a large number of such
files may impair the effectiveness of the DCM MSP or
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See also:

(in extreme cases) may cause the migration of more
user files in the DMF-managed filesystem to fail.

Parameters are processed in the order that they appear
in the policy.

This parameter allows conditional expressions based on
the value of a file tag. See "Customizing DMF" on page
123.

If site—defined policies are in place, they may override
this parameter.

There is no default.

= "Functions of pol i cy Parameters" on page 251

= "DCM MSP STORE_DI RECTCRY Rules" on page 253

The file weighting and MSP/VG selection parameters accept an optional when clause
to restrict the set of files to which that parameter applies. It has the following form:

when expression

expression can include any of the following simple expressions:

Expression
age
gid

sitefn

Description

Specifies the number of days since last modification or
last access of the file, whichever is more recent.

Specifies the group ID or group name of the file.

Invokes a site-defined policy function once for each file
being considered, and is replaced by the return code of
the function. This is only applicable to the

ACGE_WEI GHT, SPACE_WEI GHT, SELECT_MsP, and
SELECT VG parameters in a filesystem’s pol i cy
stanza. For more information, see Appendix C,
"Site-Defined Policy Subroutines and the sitelib. so
Library" on page 523.
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sitetag

si ze

softdel et ed

space

Specifies a site-determined number associated with a
file by the dmt ag(1) command, in the range
0-4294967295. For example:

sitetag = 27
sitetag in (20-40, 5000, 4000000000)

Specifies the logical size of the file, as shown by I's -1.
By default, the unit of measure is bytes; see "Units of
Measure" on page 192.

Specifies whether or not the file corresponding to a
cached copy has been soft deleted; only applicable to
the CACHE_AGE_WEI GHT, CACHE_SPACE_WEI GHT, and
SELECT _LOWER VG parameters in a DCM MSP

pol i cy stanza. Legal values are f al se and t r ue.

Specifies the number of bytes the file occupies on disk
(always a multiple of the block size, which may be
larger or smaller than the length of the file). For a
partial-state file, the value used is the space that the file
occupies on disk at the time of evaluation. By default,
the unit of measure is bytes; see "Units of Measure" on
page 192.
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uid

Note: The space expression references the number of
bytes the file occupies on disk, which may be larger or
smaller than the length of the file. For example, you
might use the following line in a policy:

SELECT_VG none when space < 4096

Your intent would be to restrict files smaller than
4 Kbytes from migrating.

However, this line may actually allow files as small as
1 byte to be migrated, because while the amount of
data in the file is 1 byte, it will take 1 block to hold that
1 byte. If your filesystem uses 4-Kbyte blocks, the
space used by the file is 4096, and it does not match the
policy line.

To ensure that files smaller than 4 Kbytes do not
migrate, use the following line:

SELECT_VG none when space <= 4096

Specifies the user ID or user name of the file.

Combine expressions by using and, or, and ().

Use the following operators to specify values:
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ranges Clause
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The following are examples of valid expressions:

space < 10m (space used is less than 10 million bytes)
uid <= 123 (file’s user ID is less than or equal to 123)
gid = 55 (file’s group 1D is 55)

age >= 15 (file’s age is greater than or equal to 15 days)
space > 1g (space used is greater than 1 billion bytes)

uid in (chris, 10 82-110 200)

(file owner’s user name is chri s or

the file owner’s UID is 10, in the range 82-110, or 200)
(gid = 55 or uid <= 123) and age < 5

(file’s age is less than 5 days and its

group ID is 55 or its user ID is less than or equal to 123)

If partial-state files are enabled on your host (meaning that you have the

PARTI AL_STATE_FI LES configuration file parameter set to ON, according to the
information in the DMF release note), you can use the r anges clause to select ranges
of a file. The AGE_WEI GHT and SPACE_WEI GHT parameters accept an optional
ranges clause to restrict the ranges of a file for which a parameter applies. Example
6-22, page 272, shows an example of a policy that contains r anges clauses.

Note: The r anges clause is not valid with the CACHE_AGE_WEI CHT or
CACHE_SPACE_WEI GHT parameters.

The clause has the following form, where byteranges is one or more byte ranges:
ranges byteranges

Each byte range consists of a set of numbers that indicate byte positions. (You can
also use BOF or bof to indicate the first byte in the file and EOF or eof to indicate
the last byte in the file.) Each byte range is separated by a comma and can have one
of the following forms:

= A specification of two byte positions, where first specifies the first byte in the
range and last specifies the last byte in the range:

first: last
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If unsigned, first and last count from the beginning of the file; if preceded by a
minus sign (- ), they count backwards from the end of the file.

The first byte in the file is byte 0 or BOF and the last byte is - 0 or EOF. Therefore,
BOF: ECF and 0: - 0 both define a range covering the entire file.

For example:
— ranges 0: 4095 specifies the first 4096 bytes of the file
— ranges -4095: ECF specifies the last 4096 bytes of the file

= A specification of the size of the range, starting at a given point, where first is a
byte position as above and size is the number of bytes in the range, starting at first:

first+size

For example, the following indicates bytes 20 through 29:
ranges 20+10

If size is preceded by a minus sign, it specifies a range of size bytes ending at first.
For example, the following indicates bytes 11 through 20:

ranges 20+-10

= A specification of the size of the range only (without a colon or plus symbol),
assumed to start at the end of file (when preceded by a minus sign) or beginning
of file:

-size
size
For example, the following specifies the last 20 bytes in the file:
ranges -20
The first, last, or size values can be of the following forms:
= A hexadecimal number: Oxn

= A decimal number with an optional trailing scaling character. The decimal
number may include a decimal point (. ) and exponent. The trailing scaling
character may be one of those shown in "Units of Measure" on page 192.
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pol i cy Configuration

Note: DMF may round byte ranges and join nearby ranges if necessary. If a range is
given a negative weight, rounding may cause additional bytes to be ineligible for
automated space management.

Do not use a r anges clause when partial-state files are disabled in DMF. Specifying
many ranges for a file is discouraged, as it can cause the time and memory used by
automated space management to grow. DMF has an upper limit on the number of
regions that can exist within a file; this can sometimes cause a range to be given an
effective lower weight than what was specified in the configuration file. This might
happen if the file is already partial-state and the range with largest weight cannot be
made offline (OFL) because that would create too many regions. If the file has too
many regions to make the range offline, but it could be made offline at the same time
as a range with lower weight, it will be given the lower weight. If more than one
range in the middle of a file is not a candidate for automatic migration, the limit on
the number of regions may make it impossible to automatically free other regions of
the file.

Examples

This section discusses the following:

= "Automated Space-Management Example" on page 270

= "Automated Space-Management Using Ranges Example" on page 271

= "MSP/VG Selection Example" on page 272

Automated Space-Management Example

270

Example 6-21 shows an example of a pol i cy object to configure automated space
management.

Example 6-21 pol i cy Object for Automated Space Management

define fs_space

TYPE policy
M GRATI ON_TARGET 50
FREE_SPACE_TARGET 10
FREE_SPACE_M NI MUM 5
FREE_DUALSTATE_FI RST of f
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AGE_VEI GHT 0 0. 00 when age < 10
AGE_VEI GHT 1 0.01 when age < 30
AGE_VEI GHT 10 0. 05 when age < 120

AGE_VEI GHT 50 0.1

SPACE WVEIGHT 0 O
enddef

In the above example:

= The def i ne parameter must have a value that matches the value previously set in
the POLI ClI ES parameter off i | esyst emobject.

= The automated space management parameters specify that when only 5%
(FREE_SPACE_M NI MUM) of the f s_space filesystem is free, DMF will try to
migrate regular files until 10% (FREE_SPACE_TARGET) of the filesystem is free
and 50% (M GRATI ON_TARGET) of the filesystem is either free or has files that are
dual-state. DMF will not free the space of existing dual-state files before beginning
migration of regular files. (See "Automated Space Management Parameters for a
User Filesystem" on page 254.)

DMF checks each AGE_WEI GHT parameter in turn, in the order that they occur in
the configuration file. DMF checks the when clause to see if the file matches the
criteria.

= File migration likelihood increases with the length of time since last access. Files
that have been accessed or modified within the last 10 days have a weight of 0,
making them the least likely to be migrated; files that have not been accessed or
modified in 120 days or more have a far greater weight than all other files.

= The size of the file does not affect migration because all files have SPACE_WEI GHT
of 0.

Automated Space-Management Using Ranges Example
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Example 6-22 shows a pol i cy object using ranges, which requires that partial-state
files are enabled on the host (meaning that PARTI AL_STATE_FI LES is set to ON and
the appropriate kernel is installed, according to the information in the DMF release
note).

271



6: DMF Configuration File

Example 6-22 pol i cy Object for Automated Space Management Using Ranges

define fs2_space

TYPE policy
M GRATI ON_TARGET 50
FREE_SPACE_TARGET 10
FREE_SPACE_M NI MUM 5
FREE_DUALSTATE_FI RST of f

AGE_WEI GHT -1. 0.00 ranges 0:4095 when ui d=624

AGE VEI GHT -1 0 ranges 0:4095, - 4095: EOF when ui d=321
AGE_VEI GHT 1 0.01 when age < 30

AGE_WEI GHT 10 0. 05 when age < 120

AGE_WEI GHT 50 0.1

SPACE_ VEIGHT 0 O

enddef

The above example is similar to Example 6-21, page 270, with the following
differences:

MSP/VG Selection Example

If a file is owned by UID 624 and is 1004096 bytes long, the first 4096 bytes are
given an AGE_WEI GHT of - 1. The remaining 1000000 bytes are given an

AGE_VEI GHT based on the age of the file; based on this weight, automated space
management may select this file to be migrated. DMF migrates the entire file
before changing its state to OFL, DUL, or PAR Automated space management may
also choose to put the last 1000000 bytes of the file offline based on the weight of
that range; the first 4096 bytes will not be eligible for being put offline by
automated space management.

If a file is owned by UID 321, the first and last 4096 bytes of it will not be eligible
for being put offline by automated space management, similar to the above
situation.

If a file is owned by UID 956, the policy in Example 6-22 would give the entire file
an AGE_W\EI GHT based on its age.

Example 6-23 defines a pol i cy object for an MSP/VG.

272
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Example 6-23 pol i cy Object for an MSP/VG

define fs_nsp

TYPE policy

SELECT_MSP none when space < 65536
SELECT_MSP cartl cart2 when gid = 22
SELECT_MSP cart 3 when space >= 10m
SELECT_MSP cartl when space >= 50m

SELECT_VG cart 2

enddef

In the above example:
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The def i ne parameter must match the value that you set previously in the
PCQLI CI ES parameter of the fi | esyst emobject. See "fi | esyst emObject
Parameters" on page 244.

The special MSP name none means that files that are smaller than 65,536 bytes
will never be migrated.

The VG/MSP names (cart 1, cart 2, cart 3) must match the names set in the

LS NAMES parameter (or else the MSP_NAMES parameter) of the dndaenon object.
The SELECT_MSP and SELECT VG parameters are interchangeable, so both can be
used in the same stanza.

Any file with a group ID of 22 will be sent to both cart 1 and cart 2

Smaller files will be sent to cart 3 and larger files will be sent to cart 1

Note: The order of the SELECT MSP and SELECT_VG statements is important.
The first SELECT statement that applies to the file is honored. For example, if the
order of the statements above were reversed, a 10-million-byte file would be
migrated to cart 1, because the check for greater than or equal to 65,536 bytes
would be done first, and it would be true.

Any other file that does not meet the above criteria is sent to cart 2.
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f ast mount cache Object
This section contains the following:
< "fast mount cache Object Parameters" on page 274

= "fast mount cache Object Examples" on page 274

f ast mount cache Object Parameters

The f ast mount cache object defines the parameters for a fast-mount cache.

Parameter Description

TYPE Specifies f ast mount cache (required name for this
type of object). There is no default.

CACHE_MEMBERS Specifies the MGs and independent VGs to be used as a

fast-mount cache.

f ast nount cache Object Examples
This section discusses the following examples:
= "fast mount cache with an MG" on page 274

< "fast mount cache with a Mix of Members" on page 275

f ast mount cache with an MG
Example 6-24 f ast mount cache with an MG

define copan_fnt
TYPE f ast mount cache
CACHE_MEMBERS ng_fnt

enddef

In the above example:
= The name of the fast-mount cache is copan_f nt.

= The VGs that will be used for the fast-mount cache are part of the ng_f nt MG.
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= The vol urregr oup objects that are part of ng_f nt should use a
RESERVED VOLUMES setting of 1 to ensure proper rotation among the volumes.

= There must be a t askgr oup object configured elsewhere in the configuration file
to free the volumes in the fast-mount cache, and it must reference the t askgr oup
object named copan_f nt. See "t askgr oup Object” on page 215.

f ast nount cache with a Mix of Members

LS Objects
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Example 6-25 f ast mount cache with a Mix of Members

define copan_fnt
TYPE f ast nount cache
CACHE_MEMBERS  vg_c00 ng_fnt
enddef

This example is similar to Example 6-24, page 274, except for the following:

= There is a single independent VG (vg_c00) and an MG (nmg_f nt) that will be
used for the fast-mount cache.

e The vg_C00 VG should use the default setting of RESERVED VOLUMES (which is
0) because it should never participate in merging and no rotation is required.

Multiple objects are required to configure an LS. This section discusses the following:
e "l'i braryserver Object" on page 276

< "drivegroup Object" on page 278

= "vol umegr oup Object" on page 289

< "m grat egr oup Object" on page 297

= "resourceschedul er Object" on page 302

< "resour cewat cher Object" on page 303

= "Examples of Configuring an LS" on page 303

e "LS Tasks" on page 309
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= "LS Database Records" on page 311

I i braryserver Object

The entry for an LS, one for each library, has the following parameters:

Parameters
TYPE

CACHE_DI R

CACHE_SPACE

COVIVAND

COPAN_VSNS

276

Description

Specifies | i braryserver (required name for this type
of object). There is no default.

Specifies the directory in which the VG stores chunks
while merging them from sparse volumes. If you do
not specify this parameter, DMF uses the value of
TMP_DI R from the base object (see "base Object" on
page 193). If you use the Parallel Data Mover Option
and specify CACHE DI R, it must either be a CXFS
filesystem or be in a CXFS filesystem. This directory
must not be in a DMF-managed filesystem.

Do not change this parameter while DMF is running.

Specifies the amount of disk space that dmat | s can use
when merging chunks from sparse volumes. During
merging, small chunks from sparse volumes are cached
on disk before being written to a secondary storage.
The default is 0, which causes all files to be merged via
sockets. By default, the unit of measure is bytes; see
"Units of Measure" on page 192.

The LS can merge volumes more efficiently if it can
stage most of the files to disk.

Note: The zone size influences the required cache space.
See ZONE_SI ZE in "vol umegr oup Object" on page 289.

Specifies the binary file to execute in order to initiate
the LS. This value must be dmat | s.

Specifies if the fourth character of the VSN indicates the
RAID in the COPAN virtual tape library (VTL) or
COPAN MAID that contains the volume. This
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DI SCONNECT_TI MEQUT

DRI VE_GROUPS

MAX_CACHE_FI LE

MESSAGE_LEVEL

RUN_TASK

specification applies for all VSNs in this LS. Specifying
ON enables this feature; specifying OFF disables it. The
default is OFF.

Do not change this parameter while DMF is running.

Specifies the number of seconds after which the LS will
consider a mover process to have exited if it cannot
communicate with the process. Likewise, mover
processes will use this value to determine if the LS has
exited. The default is 30 seconds.

Names one or more dr i vegr oup objects containing
drives that the LS can use for mounting and
unmounting volumes. There is no default.

The order of these names is significant. Where there are
multiple copies of the data of migrated files, recalls will
normally be directed to the first-named DG that is
applicable. If more than one VG within a DG contains
copies, the order of the names on VOLUME_GROUPS
parameters is also relevant.

Note: See "Ensure that the Cache Copy is Recalled
First" on page 94.

Do not change this parameter while DMF is running.

Specifies the largest chunk (in bytes) that will be merged
using the merge disk cache. Larger files are transferred
directly via a socket from the read child to the write
child. The default is 25% of the CACHE SPACE value.
Valid values are 0 through the value of CACHE_SPACE.

Specifies the highest message level that will be written
to the LS log, which includes messages from the LS’s
components. It must be an integer in the range 0-6; the
higher the number, the more messages written to the
log file. The default is 2.

See the description of RUN_TASK in "t askgr oup Object
Parameters" on page 220. Also see "Automated
Maintenance Tasks" on page 118.
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dri vegr oup Object

278

TASK_GROUPS

WATCHER

Names the t askgr oup objects that contain tasks the LS
should run. By default, no tasks are run.

Names the resource watcher that the LS should run.
The default is no watcher. (A corresponding
resour cewat cher object is required only if the
default parameters are unacceptable. See

"r esour cewat cher Object" on page 303.)

See also "TMF Configuration Tasks" on page 364.

The entry for a dri vegr oup object, one for each pool of interchangeable drives in a
single library, has the following parameters:

Parameter
TYPE

BANDW DTH_MJLTI PLI ER

BLOCK_SI ZE

Description

Specifies dr i vegr oup (required name for this type of
object). There is no default.

(OpenVault only) Specifies a floating point number used
to adjust the amount of bandwidth that the LS assumes
a drive in this DG will use. The value is used when
scheduling drives, which allows the administrator to
adjust for the affects of compression. The default is 1,
which means no compression. The minimum is . 1 and
the maximum is 1000. The node object parameters
HBA BANDW DTH and NODE_BANDW DTH are related to
this parameter; see "node Object" on page 206.

Specifies the maximum block size to use when writing
from the beginning of a volume. The bl ocksi ze field
in the database is updated with this value and is later
used when reading or appending to a volume. For
most storage devices, DMF supports block sizes
ranging from 4096 — 2097152 bytes; for COPAN
MAID, DMF supports block sizes ranging from 131072
— 2097152 bytes. DMF uses direct 1/0 to tapes when
possible. However, direct 1/0 cannot be used on some
architectures if the block size is larger than 524288
bytes; in this case, DMF uses buffered 1/0 instead.
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DMF always uses buffered 1/0 for COPAN MAID
devices. By default, the unit of measure is bytes; see
"Units of Measure" on page 192.

The default maximum size is dependent on your device

configuration, with DMF setting it as follows:

AVPEX DI S/ DST
COPAN MAI D

DLT

HP ULTRI UM 5
HP ULTRI UM 4
HP ULTRI UM 3
HP ULTRI UM 2
| BM 03590B1A
| BM 03590E1A
| BM 03590H1A
| BM 03592E05
| BM 03592E06

| BM TS1140

| BM
| BM
| BM
| BM
| BM
| BM
| BM
| BM
| BM
| BM
| BM
| BM
| BM

ULTRI UM TD1
ULT3580- TD1
ULTRI UM TD2
ULT3580- TD2
ULTRI UM TD3
ULT3580- TD3
ULTRI UM TD4
ULT3580- TD4
ULTRI UM HH4
ULTRI UM TD5
ULTRI UM HHS
ULT3580- TD5
ULT3580- HH5

QUANTUM SDLT600
QUANTUM SDLT320

QUANTUM Super DLT1
SEAGATE ULTRI UM

SONY SDX- 700C

SONY SDZ- 100
SONY SDZ- 130
SONY SDZ- 200
SONY SDZ- 230

1199840
1048576

131072
524288
524288
524288
262144

16384

32768

16384
131072
262144
524288
131072
131072
262144
262144
262144
262144
524288
524288
524288
524288
524288
524288
524288
131072
131072
131072
262144
131072
131072
262144
524288
524288
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STK 9840 126976
STK T9840B 126976
STK T9840C 262144
STK T9840D 262144
STK T9940A 262144
STK T9940B 262144
STK T10000A 524288
STK T10000B 524288
STK T10000C 524288
(O her devices) 65536
COVPRESSI ON_TYPE (COPAN MAID only) Specifies the compression type

and level to be used by the write child (dmat wc) mover
process when writing from the beginning of the
volume. The following values are accepted:

snappy

zli b[: level]

Uses the Snappy
compression library.

Uses the zl i b
compression library with
the specified compression
level. See the zli b(3)
man page for a
description of the
compression levels that
can be set; 1-9 are valid
values. If you specify

zl i b without a value, 1
is the default level.

The compression level is set when an empty volume is
first written and remains unchanged for that volume
until it has been emptied and is rewritten. Compression
and decompression are done by the mover process
(dmat we or dmat r ¢) when COPAN MAID is used.

280
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DRI VE_NMAXI MUM

DRI VE_SCHEDULER

DRI VES_TO_DOWN

FADV_SI ZE_MAI D

Note: If you specify COMPRESSI ON_TYPE, you must
also specify conpr essi on for the

OV_| NTERCHANGE MODES parameter (below); if you do
not specify conpr essi on for

OV_I| NTERCHANGE MODES, the default is no
compression.

If OV_| NTERCHANGE MODES specifies conpr essi on
but COVPRESSI ON_TYPE is not specified, the default is
snappy compression.

Specifies the maximum number of drives within this
DG that the LS is allowed to attempt to use
simultaneously. This can be more or less than the
number of drives the LS can physically detect. The
maximum is 100; the default is 100 for DGs.

If a negative value is specified for DRI VE_MAXI MUM the
DG uses the sum of the number of available drives and
DRI VE_MAXI MUM For example, if DRI VE_MAXI MUMis

- 2 and there are 10 available drives, up to 8 will be
used by VGs. If one of those drives is then configured
down, up to 7 will be used by VGs.

Names the r esour ceschedul er objects that the DG
should run for the scheduling of drives. The default is
a resource scheduler of default type and parameters.
For the defaults, see "r esour ceschedul er Object" on
page 302.

Specifies an integer value that controls the number of
"bad" drives the DG is allowed to try to configure
down. When more than this number are down,
whether due to the DG or to external influences such as
the system administrator, the DG does not attempt to
disable any more drives. The default of O prevents the
DG from disabling any drives.

(COPAN MAID only) Specifies when to call
posi x_f advi se() with advice
PCSI X_FADV_DONTNEED for COPAN MAID volumes.
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LABEL_TYPE

MAX_MS_RESTARTS

MOUNT_BLOCKED_TI MEQUT

282

When a zone is ended, DMF calls posi x_f advi se()
provided that at least FADV_SI ZE_MAI D bytes have
been written since the last call to posi x_f advi se().
The minimum is 0, which means that

posi x_fadvi se() will never be called, and the
maximum is 18446744073709551615. The default is
100000000. By default, the unit of measure is bytes;
see "Units of Measure" on page 192.

Specifies the label type used when writing volumes
from the beginning. Possible values are:

< al (ANSI label)

< nl (no label)

Note: nl is not recommended for data security
reasons even though it might be slightly faster than
the other values. nl is not allowed with COPAN
MAID.

e sl (standard label for IBM tapes)

The default is al .

Specifies the maximum number of times that DMF can
attempt to restart the mounting service (TMF or
OpenVault) without requiring administrator
intervention. The default and recommended values are
1 for TMF and 0 for OpenVault.

(OpenVault only) Specifies the maximum number of
minutes to wait for a volume to be mounted when
another process is using the drive. When OpenVault is
the mounting service, DMF chooses which drive to use
before starting a mover process. At the time it makes
this choice, the drive is unused. During the small
window between when this choice is made and when
the mount is started, it is possible for a non-mover
process to start using the drive. In that case, the mover
process will block until either the drive becomes unused
or MOUNT _BLOCKED_TIMEOUT minutes have
passed, when the process will be told to exit, and the
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MOUNT_SERVI CE

MOUNT _SERVI CE_GROUP

MOUNT_TI MEQUT

work will be scheduled for another drive. The default is
6, the minimum is 4, and the maximum is 35791394.

Specifies the mounting service. Possible values are
openvaul t and t nf. You must use openvaul t for
those DGs that contain drives on parallel data mover
nodes. The default is openvaul t.

Specifies the name by which the DG’s devices are
known to the mounting service:

= OpenVault: use the OpenVault drive group name
that is specified by the ov_dri vegr oup command.

Note: OpenVault and DMF each have a group of
interchangeable devices known as a drive group. To
avoid confusion, SGI recommends that you use
corresponding names for the DMF drive group and
the OpenVault drive group whenever possible.

< TMF: use the device group name that would be
used with the - g option on the t nnrmt command.

By default, the dri vegr oup object’s name is used.

Specifies the maximum number of minutes to wait for a
volume to be mounted. When OpenVault is the
mounting service, the smaller of
MOUNT_BLOCKED_TIMEOUT and
MOUNT_TIMEOUT has precedence when the mount is
blocked because the drive is in use by another process;
MOUNT_TIMEOUT applies to all other cases.

If a mount request waits for longer than this period of
time, the DG attempts to stop and restart provided that
the MAX_MS_RESTARTS parameter allows it. This is
done in an attempt to force the hanging subsystem to
resume normal operation or to fail solidly.

Do not make this value too restrictive, as any non-LS
tape activity (including xf sdunp) can legitimately
delay a VG’s volume mount, which could result in this
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MSG_DELAY

MULTI TAPE_NODES

timeout being exceeded. The maximum is 43920. The
default is 0, which means infinity (that is, forever).

Specifies the number of seconds that all drives in the
DG can be down before DMF sends an e-mail message
to the administrator and logs an error message. The
default is 0, which means that as soon as DMF notices
that the mounting service is up and all of the drives are
configured down, it will e-mail a message.

(Parallel Data Mover Option and OpenVault only) Restricts
the recall of a file that involves multiple tapes to one of
the specified mover nodes. Without this restriction, if a
given file was split across more than one tape, multiple
mover nodes can simultaneously recall portions of it,
which may cause a performance degradation.

DMF will choose an active and enabled node from this
list. DMF will use only this node to recall multitape
files until the node is no longer both active and
enabled. Although you can modify the

MULTI TAPE_NODES list while DMF is running, it will
not cause DMF to choose a new node. If you delete the
MULTI TAPE_NODES list, DMF will eventually stop
restricting the recall capability.

The list may include the DMF server (if it acts as a
mover node) as well as any parallel data mover nodes.
Use spaces to separate the node names.

For example, if you have four mover nodes

(dnf server, pdm1, pdm2, and pdm3), and you
want to restrict the recall of multiple tapes files to any
one of them, you could enter the following:

MULTI TAPE_NODES pdml pdm2 pdm3 dnfserver
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OV_ACCESS_MODES

OV_| NTERCHANGE_MODES

Note: If all drives are down or busy on the chosen
node, multitape recalls will wait until at least one drive
is available.

If a multitape file is partial-state with multiple disjoint
offline pieces, recall is not guaranteed to occur only on
the chosen node.

(OpenVault only) Specifies a list of names to be provided
to OpenVault for the accessnode clause when
mounting a volume. These are in addition to the names
that DMF always specifies: vari abl e and r ewi nd. If
you do not specify r eadwr i t e, DMF will provide
readonl y or readw it e, as appropriate. For more
information about the possible values, see the
description of the access option in the ov_nount (8)
man page.

(OpenVault only) Specifies a list of mode values to be
provided to OpenVault when writing a volume from
the beginning. By default, this list is empty.

Most drives support a value of either conpr essi on or
noconpr essi on.

For example, to specify that you want data compressed,
use:

OV_| NTERCHANGE MODES conpr essi on

Compression/decompression is done by the mover
process (drmat we or dmat r ¢) when COPAN MAID is
used.

Note: If you use COPAN MAID and specify
conpr essi on, also see the COVPRESSI ON_TYPE
parameter (above).

Some drives support additional values. For example,
the T10000C drive also supports the additional values
T10000C, T10000B, and T10000A. For example, if you
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PCSI TI ONI NG

PCSI TI ON_RETRY

have a mixture of T10000C and T10000B drives, you
could use the following to tell the T10000C drives to
write in compressed T10000B format so that both
drives can then later read the same cartridges:

OV_| NTERCHANGE MODES conpr essi on T10000B

For more information about the possible values, see the
description of the fi r st nount option in the
ov_nount (8) man page.

Specifies how the volume should be positioned. The
values can be:

e dat a, which means:

— When writing: use block ID seek capability to
the zone if the block ID is known (the same as
direct)

— When reading: try to determine the block ID of
the data being read and use the block ID seek
capability to position there

< direct, which means use block ID seek capability
to the zone if the block ID is known

= ski p, which means use volume-mark skipping to
the zone

The default depends on the type of drive, and is either
di rect or dat a. If data positioning is specified for a
drive whose default is di r ect, the block ID is
calculated by adding an estimate of the number of
blocks from the start of the zone to the data being
recalled and the block ID of the start of the zone. Not
all drives use this format for block ID.

Specifies the level of retry in the event of a failure
during zone positioning. The values can be:

= none, which means there will be no retry
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READ_ERR_MAXI MUM

READ ERR_M NI MUM

READ_ERR_TI MEQUT

READ | DLE_DELAY

= | azy, which means the VG retries if a reasonably
fast alternative means of positioning is available
(default)

= aggressi ve, which means the VG can try more
costly and time-consuming alternatives

If the VG is unable to position to a zone, all recalls for
files with data in that zone are aborted by the VG
(though not by DMF if a copy exists in another VG).

The default is | azy, to give the best overall recall time.
If you are having trouble getting data from a volume,
you might want to try aggr essi ve.

Specifies the maximum number of 1/0 errors that will
be tolerated when recalling a file. The legal range of
values is 2-100000. The default is 5000. The value of
READ ERR_MAXI MUMshould be greater than the value
of READ_ERR M NI MUM

Note: READ_ERR Tl MEQUT, READ_ ERR M NI MUM and
READ ERR_NMAXI MUMtogether determine how many
170 errors will be tolerated when recalling a file. If the
number of consecutive 1/0 errors is greater than
READ ERR _NMAXI MUM or if the number of consecutive
170 errors is greater than READ_ERR_M NI MUMand the
elapsed number of seconds since the first error was seen
is greater than READ_ERR_TI MEQUT, the recall will fail.

Specifies the minimum number of 1/0 errors that will
be tolerated when recalling a file. The legal range of
values is 1-100000. The default is 10. See the
description of READ_ERR MAXI MUM

Specifies the number of seconds that can elapse since
the first 1/0 error was seen when recalling a file. The
legal values for READ_ERR Tl MEQUT are 30 through
3600 seconds. The default is 600 seconds. See the
description of READ_ERR MAXI MUM

Specifies the number of seconds an idle LS read child
(dmat r ¢) can wait before being told to exit. If other
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REI NSTATE_DRI VE_DELAY

DMF requests are waiting for a drive, the read child
may be told to exit before READ | DLE DELAY seconds
have passed. The default is 5 seconds.

Specifies the number of minutes after which a drive
that was configured down by the DG will be
automatically reinstated and made available for use
again. A value of 0 means it should be left disabled
indefinitely. The default is 1440 (one day).

REI NSTATE_VOLUME_DELAY Specifies the number of minutes after which a volume

REW ND_DELAY

RUN_TASK

TASK_GROUPS

TMVE_TMVNT_OPTI ONS

288

that had its hl ock flag set by DMF will be
automatically reinstated and made available for use
again. A value of 0 means the volume should be left
disabled indefinitely. The default is 1440 (one day).

Specifies the number of seconds an idle LS read child
(dmat r ¢) can wait before rewinding. If other DMF
requests are waiting for a drive, the read child may
rewind before REW ND_DELAY seconds have passed.
The maximum is the value of READ | DLE_DELAY. If
READ | DLE_DELAY is not specified, the maximum is
the default value of READ | DLE DELAY. The default is
the minimum of:

{2, READ_IDLE_DELAY/ 2}

If an idle read child must rewind the volume before the
drive can be used to service other DMF requests, that
will delay the servicing of those requests; therefore you
should use caution when increasing this parameter.

See the description of RUN_TASK in "t askgr oup Obiject
Parameters" on page 220. Also see "Automated
Maintenance Tasks" on page 118.

Names the t askgr oup objects that contain tasks the
DG should run. By default, no tasks are run.

(TMF only) Specifies command options that should be
added to the t nn)mt command when mounting a tape.
DMF uses the - Z option to t nmmt to ignore options
controlling block size and label parameters. Use the
BLOCK_SI ZE and LABEL_TYPE DG parameters instead.
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VERI FY_PCSI TI ON

VOLUME_GROUPS

VRl TE_CHECKSUM

There is no need for a - g option here. If it is provided,
it must match the value of the MOUNT _SERVI CE_CGROUP
parameter. To request compression, use -i . Options
that are ignored are -a, -b,-c¢,-D,-f,-F, -1, -L, -n,
-0,-Q0-p,-P,-0,-R -t,-T,-U,-v,-V,-w -X, and
- X

Specifies whether the LS write child should (prior to
writing) verify that the volume is correctly positioned
and that the volume was properly terminated by the

last use. You can set this parameter to ON or OFF. The
default is to ON (verify).

Names the vol unmegr oup objects containing volumes
that can be mounted on any of the drives within this
DG. There is no default.

The order of these names is significant. Where there are
multiple copies of the data of migrated files, recalls will
normally be directed to the first-named VG that is
applicable.

Note: See "Ensure that the Cache Copy is Recalled
First" on page 94.

Do not change this parameter while DMF is running.

Specifies if blocks should be checksummed before
writing. If a block has a checksum, it is verified when
read. You can set this parameter to ON or OFF. The
default is ON.

See also Procedure 8-1 in "Configure OpenVault for a Drive Group" on page 361.

vol unmegr oup Object

There must be a vol unegr oup object for each pool of volumes of the same type. It
must be usable on the drives of the associated DG and capable of holding at most one

copy of user files.

007-5484-010
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Note: The run_t ape_ner ge. sh and run_ner ge_st op. sh tasks and their
associated parameters can be specified in the vol unegr oup object.

A vol unegr oup object has the following parameters:

Parameter
TYPE

ALLOCATI ON_GROUP

ALLOCATI ON_MAXI MUM

Description

Specifies vol unmegr oup (required name for this type of
object). There is no default.

Names the allocation group (AG) that serves as a
source of additional volumes if a VG runs out of
volumes. Normally, one AG is configured to serve
multiple VGs. As a volume’s hf r ee flag is cleared (see
HFREE_TI ME below) in a VG, it is immediately
returned to the AG subject to the restrictions imposed
by the configuration parameters

ALLOCATI ON_MAXI MUMand ALLOCATI ON_M NI MUM

Any volume added to an AG must be usable by any of
the VGs that use the AG. That is, you must ensure that
volumes in the AG are mountable on drives in the same
DG as any VG that references the AG.

It is an error to assign an ALLOCATI ON_GROUP name
that is the same as an existing VG name. The
ALLQOCATI ON_GROUP defines a logical pool of volumes
rather than an actual operational VG.

AGs have no configurable parameters or configuration
stanzas of their own; a reference to them in a VG’s
ALLQOCATI ON_GROUP parameter is all that is needed to
activate them. A VG that does not define the
ALLCOCATI ON_GROUP option will not use an AG.

Specifies the maximum size in number of volumes to
which a VG can grow by borrowing volumes from its
AG. The minimum is 0 and the maximum and default
are infinity. (That is, the default is that there is no
maximum,; the VG can keep borrowing from the AG
until the AG runs out.) If the VG already contains
ALLOCATI ON_MAXI MUMor more volumes, no
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ALLOCATI ON_M NI MUM

DRI VE_NAXI MUM

HFREE_TI ME

additional volumes are borrowed from the AG. If no
AG is defined, this parameter is meaningless.

Specifies the minimum size in number of volumes to
which a VG can shrink by returning volumes to its AG.
The minimum and default are 0 and the maximum is
the value of ALLOCATI ON_MAXI MUM If the VG already
contains ALLOCATI ON_M NI MUMor fewer volumes, no
additional volumes are returned to the AG. If no AG is
defined, this parameter is meaningless.

Specifies the maximum number of drives within this
DG that this VG is allowed to use simultaneously. The
value actually used is the least of the dri vegr oup
object’s DRI VE_MAXI MUM this vol urmregr oup object’s
DRI VE_MAXI MUM and the number of drives that the
DG can physically detect. The maximum is 100; the
default is the dri vegr oup object’s DRI VE_MAXI MUM

If you specify a negative number for DRI VE_MAXI MUM
it will be added to the value used for the dri vegr oup
object’s DRI VE_MAXI MUMand the result will be the
value used for the vol unegr oup object’s

DRI VE_MAXI MUM For example, if DRI VE_MAXI MUMis
- 2 for the DG and - 1 for the VG and there are 10
available drives, up to 7 will be usable by this VG. If a
drive is then configured down, up to 6 will be usable
by this VG.

Specifies the minimum number of seconds that a
volume no longer containing valid data must remain
unused before the VG overwrites it. The default is
172800 seconds (2 days) and the minimum is O.

When an LS removes all data from a volume, it sets the
hf r ee (hold free) flag bit in the volume’s VOL record
in the LS database to prevent that volume from being
immediately reused. The next time that the LS scans
the database for volumes after HFREE_TI ME seconds
have passed, the LS clears the hf r ee flag, allowing the
volume to be rewritten. If HFREE_TI ME is set to 0, the
LS will never clear hf r ee, so an unused volume will
not be reused until you clear its hf r ee flag manually.
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| MPORT_ONLY

MAX_CHUNK_SI ZE

MAX_| DLE_PUT_CHI LDREN
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For a description of how to set and clear the hf r ee flag
manually, see the dmvol admman page.

Specifies if the VG is used for importing only. You can
set this parameter to ON or OFF. The default is OFF. Set
this parameter ON when the data in the VG is being
migrated to another VG, perhaps as part of a media
hardware upgrade. The daemon will not accept

drput (1), dnmove(8), or dmar chi ve(l) requests that
specify a VG with this parameter enabled.

When the DMF daemon performs a complete file recall
from an import-only VG and all other DMF copies also
reside in import-only MSPs or VGs, it makes the file a
regular file (rather than a dual-state file) and it
soft-deletes the VG’s copy of the file.

Note: An import-only VG should never be a member
group of a m gr at egr oup stanza.

Specifies the size of the chunk into which the VG should
break up large files as it writes data to secondary
storage. If a file is larger than this size, it is broken up
into pieces of the specified size. Depending on other
activity, more than one write child may be used to write
the data to secondary storage. If MAX_CHUNK_SI ZE is O
(the default), the VG breaks a file into chunks only
when an end-of-volume is reached. By default, the unit
of measure is bytes; see "Units of Measure" on page 192.

Specifies the maximum number of idle write child
(dmat we) processes that will be allowed simultaneously
for a VG. The maximum is the value of

MAX_ PUT_CHI LDREN for the VG. The minimum and
default are 0. If you specify a non-zero value, idle

dmat we processes will be allowed to stay alive, with a
volume mounted, for a maximum of PUT_| DLE DELAY
seconds. During this time, if sufficient migrates arrive to
fill a zone, they can be given to an idle dmat we process.
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MAX_PUT_CHI LDREN

MERGE_CUTOFF

Note: If the drive is needed for other work, there may
be additional delay caused by the time needed to
rewind and unmount the tape associated with the idle
process. There may be times when the number of idle
write children will exceed this value; for example, if
socket merges are occurring or immediately after a
dmat we process runs out of work. If you configure
MAX_| DLE_PUT_CHI LDREN, you must choose its value
and the value of PUT_| DLE_DELAY with the following
in mind:

= OpenVault: DMF can take several minutes to
respond when a drive is needed for some purpose
other than a recall or migrate (for example, for a
dmat snf or xf sdunp request)

= TMF: DMF will not notice that a drive is needed for
another purpose

Specifies the maximum number of write child (dmat wc)
processes that will be simultaneously scheduled for the
VG. The maximum is the value of DRI VE_MAXI MUMfor
the VG’s owning DG. The minimum is 1. Larger
numbers of children may provide more total write
bandwidth, but the bandwidth increases will diminish
rapidly with additional children and all of the children
will write more slowly. The default is the same as the
value that the vol unegr oup object uses for

DRI VE_MAXI MUM if the value specified in the
configuration file exceeds this default, the default is
used.

Note: Also see "Configure Appropriately for COPAN
Shelves" on page 89.

Specifies a limit at which the VG will stop scheduling
volumes for merging. This number refers to the sum of
the active and queued children generated from gets,
puts, and merges. The default value for this option is
the value used by the vol unegr oup object for
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M N_VOLUMES

PUT_| DLE_DELAY
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DRI VE_MAXI MUM This means that if sparse volumes
are available, the VG will create DRI VE_MAXI MUM
number of children, thus using resources efficiently.
However, if any recall requests arrive for that VG, they
will be started before new merges. Setting this number
below DRI VE_MAXI MUMreserves some volumes for
recalls at the expense of merge efficiency. Setting this
number above DRI VE_MAXI MUMincreases the priority
of merges relative to recalls. The minimum value is 2.

Specifies the integer percentage of active data on a
volume less than which DMF will consider a volume to
be sparse and allow merging; a value of O prohibits
merging. This parameter overrides the THRESHOLD
parameter (defined in a t askgr oup stanza) for this
VG, which allows each VG to have a different sparse
volume threshold. If a VG is part of a fast-mount cache,
you must set this parameter to 0. The default is the
THRESHOLD parameter; see "t askgr oup Object
Parameters" on page 220.

Specifies the minimum number of unused volumes that
can exist in the LS database for this VG without
operator notification. If the number of unused volumes
falls below M N_VCOLUMES, the operator is asked to add
new volumes. The minimum is 0, the maximum is
2147483647, and the default is 10. If a VG has an AG
configured, M N_VOLUMES is applied to the sum of the
number of unused volumes in the VG and in its AG
subject to any ALLOCATI ON_MAXI MUMrestrictions.

Specifies the number of seconds that an idle write child
(dmat we) process will be allowed to stay alive. The
default value is 30 seconds.

Note: If you configure PUT_| DLE_DELAY, you should
also specify MAX | DLE_PUT_CHI LDREN and consider
the implications of these values on other work that may
be needed for the drive. See the Note under

MAX_| DLE_PUT_CHI LDREN.
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PUTS_TI ME

READ_TI ME

RESERVED_VCOLUMES

Specifies the minimum number of seconds that a VG
waits after it has requested a drive for a write child

before it tells a lower priority child to go away. The

default is 3600 seconds.

Specifies the interval, in seconds, after which the VG
will evaluate whether a read child should be asked to
go away (even if it is in the middle of recalling a file) so
that a higher priority child can be started. If

READ TI ME is 0, the VG will not do this evaluation.
The default is 0.

Defines the number of remaining empty volumes that
will cause the VG to stop accepting migration requests:

= If merging is required for the VG, the reserved
volumes will be used for merging. Reserving
volumes prevents the situation where all volumes
become full and there are no volumes available for
merging.

= If the VG is in an MG, the requests will be sent to
another VG in the MG. This enables an MG to avoid
gueuing requests to a full VG when there are
available volumes in another VG.

Set RESERVED VOLUNMES as follows:

Setting Circumstance

0 For a VG that is an independent member

(default) of a fast-mount cache (that is, this VG is
listed in the CACHE_MEMBERS parameter,
see "f ast mount cache Object
Parameters" on page 274)

1 For every VG that is part of an MG in a
fast-mount cache configuration (that is,
the MG is listed in CACHE _NMEMBERS)

1 or more Either of the following:

= For all VGs except the last in an MG
that is not part of a fast-mount cache
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RUN_TASK

TASK_GROUPS

TI MEQUT_FLUSH

ZONE_SI ZE
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and that has a ROTATI ON_STRATEGY
of SEQUENTI AL

e For a VG on a COPAN shelf that is
used as permanent storage

Note: If you set this parameter is set to a non-zero
value, you should set EXPORT_METRI CS to ON (see
"base Object" on page 193).

See the description of RUN_TASK in "t askgr oup Object
Parameters" on page 220. Also see "Automated
Maintenance Tasks" on page 118.

Names the t askgr oup objects that contain tasks the
VG should run. By default, no tasks are run. The only
defined tasks that can be run in a VG t askgr oup are
run_t ape_nerge. sh and run_rmer ge_st op. sh.

Specifies the number of minutes after which the VG
will flush files to secondary storage, even if the flush
does not produce a full volume zone. The default is
120 minutes.

Specifies approximately how much data the write child
should put in a zone. The write child adds files and
chunks to a zone until the data written equals or
exceeds this value, at which time it writes a volume
mark and updates the database.

The VG also uses zone size to determine when to start
write children and the number of write children to
start. The default is 50000000 bytes (or 50m). By
default, the unit of measure is bytes; see "Units of
Measure" on page 192. For more information about
zone size, also see "Media Concepts" on page 391.
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Note: It is critical that the zone size is appropriate for
the media speed and average data compression rate at
your site. A value that is too small can cause poor
write performance because a volume mark is written at
the end of each zone; a value that is too large can
reduce parallelism when migrating files. See "Improve
Drive Performance with an Appropriate Zone Size" on
page 86.

The zone size influences the required cache space. The
value for the CACHE_SPACE parameter should be at
least twice the value used for ZONE_SI ZE. Increasing
the ZONE_SI ZE value without also increasing
CACHE_SPACE could cause volume merging to become
inefficient. Merges could have problems if the
ZONE_SI ZE value is larger than the CACHE SPACE
value. For more information about CACHE SPACE, see
“I'i braryserver Object" on page 276.

m gr at egr oup Object
This section discusses the following:
< "m grat egr oup Object Parameters" on page 297
< "m grat egr oup Object Example with Multiple MGs" on page 300

< "m grat egr oup Object Example Using the ROUND_ROBI N_BY_BYTES Strategy"
on page 301

< "m grat egr oup Object Example Using the ROUND_ROBI N_BY_FI LES Strategy"
on page 301

nm gr at egr oup Object Parameters

Warning: Never add, delete, or change the order of mi gr at egr oup stanzas while
DMF is running; making changes of this type can result in data corruption or data
loss.
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There can be a mi gr at egr oup object for each set of MSPs/VGs that you want to
treat as a single migration target.

A m gr at egr oup object has the following parameters:

Parameter Description

TYPE Specifies m gr at egr oup (required name for this type
of object). There is no default.

GROUP_MEMBERS Specifies the list of MSPs/VGs that are members of this

MG. Each migration request will result in exactly one
copy being made to a member MSP/VG. The order of
the group members is significant if you use a

ROTATI ON_STRATEGY of SEQUENTI AL.

The members must have their own vol umegr oup or
nmsp stanzas in the configuration file. See:

= "vol umegr oup Object" on page 289

< "FTP nmsp Object" on page 313

= "Disk nsp Object” on page 319

< "DCM nsp Object” on page 324

Do not change this parameter while DMF is running.
Do not include an import-only MSP/VG.

MULTI PLI ER Specifies the amount of data to be sent to a group
member relative to the other members listed for
GROUP_MEMBERS when using
ROUND_RCBI N_BY_BYTES or
ROUND_RCBI N_BY_FI LES for ROTATI ON_STRATEGY.
The MULTI PLI ER parameter can contain multiple
floating-point values:

< If the number of MULTI PLI ER values equals the
number of GROUP_MEMBERS entries, the values will
be used in order for each specified member.

< If there are fewer MULTI PLI ER values than
GROUP_MEMBERS entries, the last value will be
repeated for the remaining members.
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ROTATI ON_STRATEGY

If there are more values in MULTI PLI ER than there
are entries in GROUP_MEMBERS, the extras are
ignored (and dncheck will issue a warning).

If there is no MULTI PLI ER parameter, then by
default a value of 1 will be used for each MSP/VG
in GROUP_MEMBERS. This results in an equal
distribution of data among all non-full group
members.

Do not change this parameter while DMF is running.

Specifies the method by which a group member is
selected for a migration request. Valid methods are:

ROUND_ROBI N_BY_BYTES specifies that a certain
number of bytes (defined by MULTI PLI ER) are sent
to each non-full MSP/VG member specified in
GROUP_MEMBERS.

ROUND_ROBI N_BY_FI LES specifies that a certain
number of files (defined by MULTI PLI ER) are sent
to each non-full MSP/VG member specified in
GROUP_MEMBERS.

SEQUENTI AL selects the first member in the list that
is not already marked as full. This strategy is the
default.

If ROTATI ON_STRATEGY is set to SEQUENTI AL, all
GROUP_MEMBERS except the last must be able to report
when they are full:

For a disk MSP, you should specify
FULL_THRESHOLD BYTES to a non-zero value.

For a VG, you should specify RESERVED VOLUNMES.
See the recommendations in "Configure
Appropriately for COPAN Shelves" on page 89.

Because a disk cache manager (DCM) MSP or FTP
MSP never reports that it is full, if used it must be
the last member in the GROUP_MEMBER list.

For more information, see:
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= "Configure Appropriately for COPAN Shelves" on
page 89

= "vol umegr oup Object" on page 289
= "Disk nsp Object” on page 319

Note the following for ROUND_ROBI N_BY_BYTES and
ROUND_ROBI N_BY_FI LES:

= The amounts specified are rounded up to a whole
file or byte boundary.

< When an MSP/VG becomes full, its multiplier is
removed from the round-robin calculation and the
files are spread among the remaining non-full
MSPs/VGs. A disk MSP will only report that it is
full when FULL_BYTE_THRESHOLD is configured; a
VG will only report that it is full when
RESERVED VOLUMES is configured. (FTP MSPs and
DCM MSPs never report that they are full.)

= The statistics for these strategies are stored in the
SPOOL_DIR directory on a per-MG basis and are
persistent in nature.

Do not change this parameter while DMF is running.

Note: VGs only report that they are full when RESERVED VOLUNES is specified; disk
MSPs only report that they are full when FULL_THRESHOLD BYTES is specified as a

non-zero value. DCM MSPs and FTP MSPs never report that they are full; therefore, if
a DCM MSP or FTP MSP is to be included as a GROUP_MEMBER in a i gr at egr oup

stanza using SEQUENTI AL for ROTATI ON_STRATEGY, it must be the last member.

nmi gr at egr oup Object Example with Multiple MGs

Example 6-26 mi gr at egr oup Object with Multiple MGs

define ngl
TYPE m gr at egr oup
ROTATI ON_STRATEGY ROUND_RCBI N_BY_BYTES
GROUP_MEMBERS vgl vg2

enddef
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define ng2
TYPE m gr at egr oup
ROTATI ON_STRATEGY ROUND_RCBI N_BY_BYTES
GROUP_MEMBERS vg3 vg4

enddef

Example 6-26 defines two MGs, ngl and ng2.
There is no MULTI PLI ER value, so the default value of 1 will be used.

nmi gr at egr oup Object Example Using the ROUND_ROBI N_BY_BYTES Strategy

Example 6-27 mi gr at egr oupUsing the ROUND_ROBI N_BY_BYTES Strategy

define ng3
TYPE m gr at egr oup
ROTATI ON_STRATEGY ROUND_RCBI N_BY_BYTES
GROUP_MEMBERS vgl vg2 vg3 vg4
MULTI PLI ER 1 1.5 2 1

enddef

In Example 6-27, vg3 is sent twice as much data as vgl or vg4, and vg2 is sent 1.5
times as much. If vg3 should become full, dnf daenon will still send 1.5 times more
data to vg2 than to vgl and vg4.

nmi gr at egr oup Object Example Using the ROUND_ROBI N_BY_FI LES Strategy
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Example 6-28 mi gr at egr oup Using the SEQUENTI AL Strategy

define ng5

TYPE m gr at egr oup

ROTATI ON_STRATEGY SEQUENTI AL

GROUP_MEMBERS copanl copan2 copan3 copan4 |tol
enddef

In the above example, each MSP will be filled before advancing to the next (that is,
copanl will be filled before advancing to copan?2). After copan4 is filled, any
subsequent data overflows to the | t 01 library.
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resour ceschedul er Object

302

The entries for a r esour ceschedul er object, one for each DG in a single library,

has the following parameters:

Parameter
TYPE

ALGORI THM

Description

Specifies r esour ceschedul er (required name for this
type of object). There is no default.

Specifies the resource scheduling algorithm to be used,
one of:

< fifo (“first-in, first out™)

= wei ght ed_r oundr obi n (default)

If you specify wei ght ed_r oundr obi n, the following apply:

Parameter
PENALTY

Description

Modifies the priority of requests from a VG that is not
the next one preferred by the round-robin algorithm. It
is a multiplier in the range 0. 0- 1. 0. Low values
reduce the priority of the requests from a VG, high
values increase the priority of an urgent request from
the VG. The default is 0. 7 (an urgent request has a
little more priority than the preferred request).

Assigns a weight to one or more VGs. The ratio of these
weights to each other (within the one DG) determines
the number of opportunities the VG has to obtain drives
when they are needed. The weights are integers in the
range 1-99 and they need not be unique. For efficiency
reasons, small numbers are preferred, especially if large
numbers of VGs are defined. If a given VG appears on
multiple VEI GHT lines, the sum of the weights is used
as the effective weight for that VG. Any VG that does
not appear on a WEI GHT line is assigned the default of
5. If there are no VEI GHT lines, all VGs will use this
default, resulting in a strict round-robin behavior.
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VAEI GHT has the following format:
WEI GHT weight vgl vg2 ...

resour cewat cher Object

The entry for a r esour cewat cher object is needed only if you wish to change its
parameter defaults; a reference to a resource watcher by the |i br aryser ver object
is sufficient to activate it.

The r esour cewat cher object has the following parameters:

Parameter Description

TYPE Specifies r esour cewat cher (required name for this
type of object). There is no default.

HTM__ REFRESH Specifies the refresh rate (in seconds) of the generated

HTML pages. The default is 60.

Examples of Configuring an LS
This section contains the following:
= "LS with a Resource Watcher and Two DGs" on page 303
= "LS for Fast-Mount Cache" on page 306

LS with a Resource Watcher and Two DGs

Example 6-29 defines an LS containing a default resource watcher and two DGs.

Note: Example 6-29 does not use all of the possible options for configuring a
i braryserver object.

Example 6-29 | i braryserver Object with a Resource Watcher and Two DGs

define |[|sl

TYPE l'i braryserver
COVVAND dmat| s

DRI VE_CGROUPS dgl dg2
CACHE_SPACE 500m
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enddef

defi ne

enddef

defi ne

enddef

defi ne

enddef

defi ne

enddef

defi ne

enddef

TASK_GROUPS
WATCHER

dgl
TYPE
VOLUME_CGROUPS
MOUNT_SERVI CE

MOUNT _SERVI CE_GROUP
OV_| NTERCHANGE_MODES

DRI VE_SCHEDULER
DRI VES_TO_DOWN

REI NSTATE_DRI VE_DELAY

dg2
TYPE
VOLUME_CGROUPS
MOUNT_SERVI CE

MOUNT _SERVI CE_GROUP
OV_| NTERCHANGE_MODES

DRI VES_TO_DOWN

REI NSTATE_DRI VE_DELAY

rs
TYPE
VEI GHT
VEI GHT

vg_primary
TYPE
ALLOCATI ON_GROUP

vg_secondary
TYPE
ALLOCATI ON_GROUP
DRI VE_MAXI MUM

| s_tasks
rw

dri vegroup

vg_primary vg_secondary
openvaul t

ul triunBgrp

conpr essi on

rs

2

60

dri vegroup
vg_ul 4
openvaul t

ul triumigrp
conpr essi on
2

60

resour ceschedul er
10 vg_primary
5 vg_secondary

vol unegr oup
ag_ult3

vol unegr oup
ag_ult3
2
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define vg_ul 4

TYPE vol unegr oup

enddef

In the above example:

The def i ne value must match the value set previously in the LS NAMES or
VBP_NAMES parameter of the dndaenon object.

COMVAND is set to dmat | s, as required.
There are two interchangeable DGs, dgl and dg2:

— dg1l contains two VGs (vg_pri mary vg_secondary) sharing an AG. A
resource scheduler is defined to give primary vg_pri mary twice the priority
of secondary vg_secondary when competing for drives. The vol umegr oup
objects are slightly different, reflecting that vg_secondary is usually
write-only.

The vg_secondary object specifies that it can use at most two tape drives, so
that other drives in the dgl DG will be immediately available for use by
vg_pri mary when it needs them.

— dg2 contains a single VG, vg_ul 4.

For each VG listed for a VOLUVE_GROUPS parameter of a dri vegr oup object,
there must be a corresponding vol urmegr oup object.

The LS can use 500 million bytes of disk cache space when merging chunks from
sparse volumes.

The | s_t asks object (defined elsewhere) will specify how periodic maintenance
tasks are completed. For more information, see "LS Tasks" on page 309.

The r w resource watcher allows observation of LS operation through a web
browser. Assuming that SPOOL_DI R was set in the base object to be

/ dnf/spool ,the URL isfile://dnf/spool/ls/_rwls.htm . Textfiles are
generated in the same directory as the HTML files. (You should define a

r esour cewat cher object only if you want to change its default parameters. See
"r esour cewat cher Object" on page 303.)

OpenVault is the mounting service. (Because OpenVault is the default mounting
service, this line could be omitted.)
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LS for Fast-Mount Cache

For dgl, OpenVault will use the group name ul t ri unBgr p; for dg1, OpenVault
will use the group name ul t ri unégr p.

Both drives will be used in compression mode.

dgl overrides the default drive scheduler behavior by referring to an object
named rs. The r s object is a r esour ceschedul er object; it specifies that when
there are more requests for drives than there are drives in the DG, vg_pri mary
(with a weight of 10) is to be given access twice as often as vg_secondary (with
a weight of 5).

Note: The ratio of the numbers is important, but the exact values are not; the
values 40 and 20 would have the same affect.

Each DG can have at most most two drives down temporarily for up to 60
minutes; this allows for recovery from 1/0 errors if the drives are faulty and will
result in an operation that is more reliable. If a drive goes down, the administrator
is e-mailed so that maintenance can be performed.

There is an AG for Ultrium 3 tapes called ag_ul t 3 that is used by VGs
vg_primary and vg_secondary. No AG is defined for Ultrium 4 tapes in VG
vg_ul 4.

Example 6-30 shows various extracts from the configuration file that highlight some
of the configuration objects that are specifically associated with the fast-mount cache
feature, using two shelves of a COPAN MAID cabinet as the fast-mount cache in
conjunction with permanent storage on a physical tape library.

Example 6-30 | i braryserver and Associated Objects for Fast-Mount Cache

define daenon
TYPE
M GRATI ON_LEVEL
LS NAMES
TASK _GROUPS
MOVE_FS

enddef

define copan_ls
TYPE

306

drdaenon

auto

copan_|l s tape_|s

daenon_t asks dunp_t asks fnt_task
/ dnf / nove

l'ibraryserver
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enddef

defi ne

enddef

defi ne

enddef

defi ne

enddef

defi ne

enddef

defi ne

enddef

defi ne

DRI VE_GROUPS
COMVAND

vg_policy
TYPE
SELECT_VG

copan_f nt
TYPE
CACHE_MEMBERS

ng_f nc
TYPE

GROUP_MEMBERS
ROTATI ON_STRATEGY

dg_c00

TYPE

VOLUME_GROUPS
MOUNT_SERVI CE
MOUNT_SERVI CE_GROUP

vg_cO00

TYPE
MERGE_THRESHOLD
RESERVED_ VOLUMES

fnc_task

TYPE

RUN_TASK

FMC_NAME
FREE_VOLUVE_M NI MUM
FREE_VOLUVE_TARGET
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dg_c00 dg_c01
dmat| s

policy
ng_fnc ng0 ngl

f ast nount cache
ng_f nc

m gr at egr oup
vg_c00 vg_cO01
ROUND_RCBI N_BY_BYTES

dri vegroup
vg_c00
openvaul t
dg_c00

vol unegr oup
0
1

t askgroup

SADM NDI R/ run_fnc_free.sh at 23:00

copan_f nt
10
20
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enddef

308

In the above example:

There are two LSs:

— One for the fast-mount cache (copan_lI s), which must be listed first

— One for the permanent data copy (t ape_I s)

The dndaenon object has a task for the fast-mount cache operations (f nc_t ask).

There are two DGs (dg_c00 and dg_c01) associated with the LS for the
fast-mount cache.

The MG for the fast-mount cache (ng_f nt) is included in the VG selection policy
as are two permanent migration targets (mg0 and ngl).

There is an object of type f ast mount cache (named copan_f nt) that has the
ng_f nc MG as the only member.

The ng_f nc MG contains two VGs (vg_c00 and vg_c01).
The dg_c00 DG manages pool of drives in the vg_c00 volume.

Volumes within the vg_c00 VG will never be merged because the
MERGE_THRESHOLD is set to 0, as required for volumes in a fast-mount cache.

The RESERVED VOLUMES parameter is set to 1 in vg_c00 to ensure proper
distribution of data, because vg_cO00 is part of the ng_f nc MG listed for
CACHE_MEMBERS.

Volumes in the fast-mount cache VGs (vg_c00 and vg_c01) will be freed as
required by the run_f nt_free. sh task at 11:00 PM each day. When fewer than
10% of the volumes in the fast-mount cache are free, DMF will free the volumes
with the oldest write dates until 20% of the volumes are free. For more
information, see "t askgr oup Object Example for Fast-Mount Cache Tasks" on
page 239.

Note: For brevity, this example does not show the definitions for vg_c01, dg_c01.
ngO0, ngl, and t ape_I s.
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LS Tasks

Overview of LS Tasks

007-5484-010

This section discusses the following:

= "Overview of LS Tasks" on page 309

e "LStaskgroup Object with One VG" on page 310

e "LStaskgroup Object with Multiple VGs" on page 311

You can configure parameters for how the LS daemon performs the following
maintenance tasks:

= Merging sparse volumes with the r un_t ape_rmer ge. sh task (for physical tapes,
COPAN VTL virtual tapes, and COPAN MAID volumes), and the THRESHOLD,
VOLUVE LI M T, and DATA_LI M T parameters

Note: For a VG used as a fast-mount cache, do not configure merge tasks. See
"Use Fast-Mount Cache Appropriately” on page 92.

= Stopping volume merges at a specified time with the r un_mner ge_st op. sh task

Table 6-1 on page 216 provides a summary of automated maintenance tasks. For each
of these tasks, you can configure when the task is run. For merging sparse volumes,
you must provide more information such as what determines that a volume is sparse
and how many volumes can be merged at one time.

Note: The run_renove_j ournal s. sh and run_r enove_| ogs. sh tasks are
configured as part of the t askgr oup object for daemon tasks, but these tasks also
clear the journals and logs for MSPs/LSs. These tasks are described in "t askgr oup
Object" on page 215.

Therun_daily_drive_report.sh,run_daily_tsreport.sh, and
run_daily_report. sh tasks should be configured as part of the t askgr oup object
for dndaenon tasks. This is because there could be multiple LSs for which
run_daily_drive_report.shandrun_daily_tsreport.sh create reports, and
run_daily_report. sh reports on other things besides LS information (such as
information about the DMF-managed filesystems).
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LS t askgr oup Object with One VG

Note: When modifying sample RUN_TASK parameters, you can comment out any
tasks you do not want to run, but you should not change the pathnames or task
names, such as $ADM NDI R/ r un_t ape_ner ge. sh.

Example 6-31 t askgr oup Object for LS with One VG

define libraryserver_tasks

TYPE t askgroup
RUN_TASK $ADM NDI R/ run_t ape_nerge. sh on \
nonday wednesday friday at 2:00
THRESHOLD 50
# VOLUVE_LIMT 20
# DATA LIMT 5g
RUN_TASK $ADM NDI R/ run_ner ge_stop. sh at 5:00

In the above example:

e The def i ne value must match the value set previously for the TASK GROUPS
parameter of the | i br ar yser ver object. In this case, | i braryserver _t asks.

e Therun_t ape_nmerge. sh task merges sparse volumes, using the following
criteria to determine that a volume is sparse:

— Its active data is less than 50% (THRESHOLD)

— There is no limit to the number of volumes that can be selected for merging at
one time, because the VOLUME_LI M T parameter is commented out. (If the
comment character is removed, the limit will be 20 volumes.)

Note: This example uses the r un_rmer ge_st op. sh task used to control
volume merging rather than the VOLUME_LI M T and DATA LI M T parameters.

— There is no maximum limit on the amount of data that can be selected for
merging at one time because the DATA LI M T parameter is commented out. (If
the comment character is removed, at most 5 GB can be selected for merging at
one time.)

e Therun_merge_stop. sh task will shut down volume merging at 5:00 AM
every day. Merge requests that were assigned to mover processes will be allowed
to complete.
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For more information about RUN_TASK parameter, see "t askgr oup Object" on page
215.

LS t askgr oup Object with Multiple VGs

LS Database Records

007-5484-010

For an LS, you can configure volume merging as either of the following:

As part of the | i braryser ver object’s TASK_GROUPS parameter. This permits
volumes from any of the VGs in the LS to be marked as sparse. However, this can
lead to drive scheduling and cache usage conflicts.

As part of a RUN_TASK parameter in the vol umegr oup object. This avoids the
scheduling and conflict problems, but you must ensure that there is no overlap in
the times that the various merge tasks run. This might become cumbersome when
there are large numbers of VGs configured; in this case, you can use

run_mer ge_ngr. sh rather than run_t ape_ner ge. sh.

The run_mer ge_ngr . sh task establishes the needs of the VGs for more volumes,
using their M N_VOLUMES parameters as a guide to expected requirements. The task
processes the most urgent requests first, minimizing interference with the production
workload. To use this task, do the following:

1.

Define a t askgr oup object, which is referred to by the dri vegr oup object (not
the vol urmegroup or | i braryser ver object).

. Specify a RUN_TASK parameter for r un_mer ge_ngr. sh in the t askgr oup object

and (optionally) another for r un_mer ge_st op. sh . You can also specify
MESSAGE_LEVEL, THRESHOLD, VOLUVE_LI M T, and DATA LI M T parameters.

Ensure that the | i br ar yser ver object that refers to this DG has a
r esour cewat cher object defined via the WATCHER parameter.

. For each vol umegr oup object, confirm that the value of its M N_VOLUVMES

parameter is realistic.

After you have added the LS information to the configuration file, use the

dmvol adm(