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New Features in This Guide

Note: Be sure to read the release notes for your platforms to learn about any
late-breaking changes to the installation and configuration procedures.

This version include the following:

Support for SGI IRIX 6.5.30.
Support for SGI ProPack 5 running SUSE Linux Enterprise Server 10 (SLES 10).
Support for SGI License Key (LK) software on SGI ProPack server-capable nodes.

Server-side licensing is required on the following client-only nodes (to determine
the Linux architecture type, use the uname -i command):

- SGI ProPack 5

— Red Hat Enterprise Linux (RHEL) 4 on x86_64
- SLES 9 on x86_64

— SLES 10 on x86_64 or ia64

Note: For specific release levels, see the release notes.

Other client-only nodes can use either server-side or client-side licensing.
However, if one node within a cluster requires server-side licensing, all nodes
must use server-side licensing. If no nodes in the cluster require server-side
licensing, the nodes can continue to use existing client-side licensing. See the
general release notes and Chapter 4, "CXFS License Keys" on page 69.

Note: Server-side licensing is preferred, and no new client-side licenses will be
issued. Customers with support contracts can exchange their existing client-side
licenses for new server-side licenses. A future release will not support client-side
licensing. For more information, contact SGI customer support.




New Features in This Guide

Support for the following RAID hardware:

SGI InfiniteStorage 10000
SGI InfiniteStorage 6700
SGI InfiniteStorage 4500
SGI InfiniteStorage 4000

See "RAID Hardware" on page 59.

DMAPI is disabled by default on SGI ProPack 5 systems. When you install DMF
on a server-capable node, it automatically enables DMAPI. However, if you want
to mount filesystems on an SGI ProPack 5 client-only node with the dm mount
option, you must enable DMAPI. See "SGI ProPack Limitations and
Considerations" on page 110.

"Use the Appropriate Version of | cr ash for SGI ProPack" on page 153.

"Upgrading From 3.4.1 Or Earlier" on page 381 discusses the procedure required
for clusters with three or more server capable nodes.

"Removing a Metadata Server from the Cluster" on page 440 includes information
about avoiding a reset.

New nt cp_r pc_t hr ead system tunable parameter (for SGI ProPack and Linux
third-party nodes) that specifies whether metadata messages are sent from a
separate thread in order to save stack space. See "Site-Changeable Static
Parameters" on page 414.

"Rotating Log Files on SGI ProPack" on page 406.
"SYSLOGcr edi d Warnings" on page 551.

The table of mount options is now located in the CXFS MultiOS Client-Only Guide
for SGI InfiniteStorage.
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September 1999
Supports the CXFS 1.1 product in the IRIX 6.5.6f release.

October 1999
Supports the CXFS 1.1 product in the IRIX 6.5.6f release.

December 1999
Supports the CXFS product in the IRIX 6.5.7f release.

March 2000
Supports the CXFS product in the IRIX 6.5.8f release.

June 2000
Supports the CXFS product in the IRIX 6.5.9f release.

September 2000
Supports the CXFS product in the IRIX 6.5.10f release.

January 2001
Supports the CXFS product in the IRIX 6.5.11f release.

March 2001
Supports the CXFS product in the IRIX 6.5.12f release.

June 2001
Supports the CXFS product in the IRIX 6.5.13f release.

September 2001
Supports the CXFS product in the IRIX 6.5.14f release. (Note, there
was no 010 version due to an internal numbering mechanism.)

December 2001
Supports the CXFS Version 2 product in IRIX 6.5.15f.

March 2002
Supports the CXFS Version 2 product in IRIX 6.5.16f.
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June 2002
Supports the CXFS Version 2 product in IRIX 6.5.17f.

September 2002
Supports the CXFS Version 2 product in IRIX 6.5.18f.
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Supports the CXFS Version 2 product in IRIX 6.5.19f.

March 2003
Supports the CXFS Version 2 product in IRIX 6.5.20f.

September 2003
Supports the CXFS 3.0 product in IRIX 6.5.22 and CXFS 3.0 for SGI
Altix 3000 running SGI ProPack 2.3 for Linux.

December 2003
Supports the CXFS 3.1 product in IRIX 6.5.23 and CXFS 3.1 for SGI
Altix 3000 running SGI ProPack 2.4 for Linux.

March 2004
Supports the CXFS 3.2 product in IRIX 6.5.24 and CXFS 3.2 for SGI
Altix 3000 running SGI ProPack 3 for Linux.

November 2004
Supports the CXFS 3.2 product in IRIX 6.5.24 and CXFS 3.2 for SGI
Altix 3000 running SGI ProPack 3 for Linux.

April 2005
Supports the CXFS 3.3 product

July 2005
Supports the CXFS 3.4 product

May 2006
Supports the CXFS 4.0 product

January 2007
Supports the CXFS 4.1 product
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About This Guide

This publication documents CXFS 4.1 running on a storage area network (SAN). It
supports CXFS 4.1. It assumes that you are already familiar with the XFS filesystem
and you have access to the XVM Volume Manager Administrator’s Guide.

You should read through this entire book, especially Chapter 20, "Troubleshooting" on
page 495, before attempting to install and configure a CXFS cluster.

Related Publications

The following documents contain additional information:

* CXFS MultiOS Client-Only Guide for SGI InfiniteStorage

® FailSafe Administrator’s Guide for SGI InfiniteStorage

® SGI InfiniteStorage Cluster Manager for Linux Administrator’s Guide

*  XVM Volume Manager Administrator’s Guide

* Storage area network (SAN) documentation:
— EL Serial Port Server Installation Guide (provided by Digi International)
— EL Serial Port Server Installation Guide Errata
— FDDIXPress Administration Guide

—  SGI® InfiniteStorage TP9400 and SGI® InfiniteStorage TP9500 and TP9500S RAID
User’s Guide

— SGI InfiniteStorage TP9300 and TP9300S RAID User’s Guide
— SGI Total Performance 9100 Storage System Owner’s Guide
— SGI TPSSM Administration Guide
— SGI InfiniteStorage RM610 and RM660 User’s Guide
® SGI InfiniteStorage 6700 User’s Guide
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¢ IRIX documentation:
— IRIX 6.5 Installation Instructions
— IRIX Admin: Disks and Filesystems
— IRIX Admin: Networking and Mail
— Personal System Administration Guide
—  Performance Co-Pilot for IRIX Advanced User’s and Administrator’s Guide
—  Performance Co-Pilot Programmer’s Guide
— Trusted IRIX Read Me First Notice
— Trusted IRIX/CMW Security Features User’s Guide
® SGI ProPack for Linux and SGI Altix documentation:
— The user guide for your SGI Altix system
— NIS Administrator’s Guide
— Personal System Administration Guide
— SGI ProPack 5 for Linux Service Pack 1 Start Here
— SGI ProPack 4 to SGI ProPack 5 for Linux Migration Guide
—  Performance Co-Pilot for IA-64 Linux User’s and Administrator’s Guide
— SGI L1 and L2 Controller Software User’s Guide

The following man pages are provided on CXFS server-capable nodes:

Server-Capable Node Man Page IRIX Subsystem SGI ProPack RPM
cbeuti | (IM) cl uster_adm n. man. man cluster_admin
cdbBackup(1M) cl ust er _admi n. man. man cluster_adm n
cdbRest or e(1M) cl ust er _admi n. man. man cluster_adm n
cdbconfi g(1M) cl ust er _admi n. man. man cluster_adm n
cdbuti | (1IM) cl uster _adm n. man. man cluster_admin
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Server-Capable Node Man Page IRIX Subsystem SGI ProPack RPM

crmond(1M) cl uster _adm n. man. man cluster_admin

f s2d(1M) cl uster _admi n. man. man cluster_admin
bui I d_crmgr _scri pt (1M) cl uster_services. man. man cl uster_services
cl ust er _st at us(1M) cl uster_services. man. man cl uster_services
cngr (1M) [also man cl uster _servi ces. man. nan cl uster_services
cluster_ngr(1M)] !

crms_fail conf (1M) cl uster_servi ces. man. nan cluster_services
cns_i nt ervene(1M) cl uster_servi ces. man. nan cluster_control
crsd(1M) cl uster_services. man. man cl uster_services
haSt at us(1M) cl uster_services. man. man cl uster_services
ha_ci | og(1M) cl uster_services. man. nan cl uster_services
ha_crsd(1M) cl uster_servi ces. man. nan cluster_services
ha_exec2(1M) cl uster_servi ces. man. nan cluster_services
ha_gcd(1M) cl uster_services. man. man cl uster_services
ha_i f d(1M) cl uster_servi ces. man. nan cluster_services
ha_i f dadni n(1M) cl uster_servi ces. man. nan cluster_services
ha_macconfi g2(1M) cl uster _services. man. nan cl uster_services
ha_sr md(1M) cl uster_services. man. nan cl uster_services

cxfs_adm n(1M)

haf ence(1M)

cxfs-confi g(1M)
cxfscp(l)

1
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cxfs_adnmi n. sw. man

cxfs_cluster. man. man

cxfs util. man. man

cxfs util. man. man

This man page is accessible by both commands for historical purposes.

cxfs _admn

cxfs _cluster

cxfs util

cxfs util
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Server-Capable Node Man Page

IRIX Subsystem

SGI ProPack RPM

cxf sdunp(1M)

cxfslicense(1M)

xvm1M)
xvm7M)
xvm?5)
Xvm@8)

cxf smgr (IM) [cxdet ai | (1M) and
cxt ask(1M) on IRIX]?

xvngr (1M)

cxfs util. man. man

cxfs util. man. man
eoe. SW. xvm

eoe. SW. xvm

N/A

N/A

sysadm cxf s. man. pages

sysadm xvm man. pages

cxfs util

cxfs util
N/A

N/A

cxfs-xvm cmds

cxfs-xvm cmds

cxfs-sysadm cxfs-client

cxfs-sysadm xvm cli ent

The following man pages are provided on CXFS client-only nodes:

Client-Only Man Page

IRIX Subsystem

SGI ProPack Subsystem

cxfs_client (1M)
cxfs_info(1M)

cxfs-confi g(1M)
cxfscp(l)
cxf sdunp(1M)

cxfslicense(1M)

cxfs_client. man. man

cxfs_client. man. man

cxfs util. man. man
cxfs util. man. man
cxfs util. man. man
cxfs util. man. man

cxfs client

cxfs client

cxfs util
cxfs util
cxfs util

cxfs util

2

xlii

The man page is available from all three command names on IRIX systems for historical purposes.
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Obtaining Publications
You can obtain SGI documentation as follows:

* See the SGI Technical Publications Library at http://docs.sgi.com. Various formats
are available. This library contains the most recent and most comprehensive set of
online books, release notes, man pages, and other information.

e If it is installed on your IRIX SGI system, you can use InfoSearch, an online tool
that provides a more limited set of online books, release notes, and man pages. On
an IRIX system, enter i nf osear ch at a command line or select Help >
InfoSearch from the Toolchest.

* You can view the release notes as follows:
* On IRIX systems, use either gr el not es or r el not es

* On SGI for ProPack Linux systems, see
I i nux- 64/ READVE_CXFS LI NUX64 4. 1.0.txt on the CD

¢ You can view man pages by typing man title at a command line.

Conventions
This guide uses the following terminology abbreviations:
e Solaris refers to Solaris 8 or Solaris 9

o Windows refers to Microsoft Windows 2000, Microsoft Windows 2003, and
Microsoft Windows XP

® SGI ProPack refers to SGI ProPack 5 for Linux running the def aul t kernel on SGI
Altix systems.
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The following conventions are used throughout this document:

Convention

comand

variable

user input

[]

GUI element

<TAB>

Meaning

This fixed-space font denotes literal items such as
commands, files, routines, path names, signals,
messages, and programming language structures.

Italic typeface denotes variable entries and words or
concepts being defined.

This bold, fixed-space font denotes literal items that the
user enters in interactive sessions. (Output is shown in
nonbold, fixed-space font.)

Brackets enclose optional portions of a command or
directive line.

This bold font denotes the names of graphical user
interface (GUI) elements, such as windows, screens,
dialog boxes, menus, toolbars, icons, buttons, boxes,
and fields.

Represents pressing the specified key in an interactive
session

This guide uses Windows to refer to both Microsoft Windows 2000 and Microsoft
Windows XP nodes when the information applies equally to both. Information that
applies to only one of these types of nodes is identified.

Reader Comments

xliv

If you have comments about the technical accuracy, content, or organization of this
publication, contact SGI. Be sure to include the title and document number of the
publication with your comments. (Online, the document number is located in the
front matter of the publication. In printed publications, the document number is
located at the bottom of each page.)

You can contact SGI in any of the following ways:

¢ Send e-mail to the following address:

techpubs@sgi.com
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¢ Contact your customer service representative and ask that an incident be filed in
the SGI incident tracking system.

¢ Send mail to the following address:

SGI

Technical Publications
1140 East Arques Avenue
Sunnyvale, CA 94085-4602

SGI values your comments and will respond to them promptly.
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Chapter 1

007-4016-025

Introduction to CXFS

Caution: CXFS is a complex product. To ensure that it is installed and configured in
an optimal manner, you must purchase initial setup services from SGI. You should
read through the following chapters, before attempting to install and configure a
CXFS cluster:

¢ Chapter 1, "Introduction to CXFS" on page 1

e Chapter 2, "SGI RAID for CXFS Clusters" on page 59
* Chapter 3, "Switches" on page 63

* Chapter 4, "CXFS License Keys" on page 69

* Chapter 5, "Preinstallation Steps" on page 89

¢ Chapter 6, "IRIX CXFS Installation" on page 97 and/or Chapter 7, "SGI ProPack
CXFS Installation" on page 109

e Chapter 8, "Postinstallation Steps" on page 123
¢ Chapter 9, "Best Practices” on page 131
e Chapter 10, "Initial Setup of the Cluster" on page 155

If you are using a multiOS cluster, also see the CXFS MultiOS Client-Only Guide for
SGI InfiniteStorage. If you are using coexecution with FailSafe, also see the FailSafe
Administrator’s Guide for SGI InfiniteStorage.




1: Introduction to CXFS

What is CXFS?

This chapter discusses the following:

"What is CXFS?"

"Comparison of XFS and CXFS" on page 3

"Comparison of Network and CXFS Filesystems" on page 7
"Cluster Environment" on page 9

"Hardware and Software Support” on page 38

"Overview of FailSafe Coexecution” on page 40

"CXFS Tools Overview" on page 42

"Guaranteed-Rate I/O (GRIO) Version 2 and CXFS" on page 44
"XVM Failover and CXFS" on page 45

"GPT Labels and CXFS" on page 51

"Installation and Configuration Overview" on page 53

SGI ProPack refers to SGI ProPack 5 for Linux running the def aul t kernel on SGI
Altix systems.

CXEFS is clustered XFS, a clustered filesystem for high-performance computing
environments.

CXFS allows groups of computers to coherently share XFS filesystems among
multiple hosts and storage devices while maintaining high performance. CXFS runs
on storage area network (SAN) disks, such as Fibre Channel. A SAN is a high-speed,
scalable network of servers and storage devices that provides storage resource
consolidation, enhanced data access/availability, and centralized storage
management. CXFS filesystems are mounted across the cluster by CXFS management
software. All files in the filesystem are available to all nodes that mount the
filesystem. All shared filesystems must be built on top of XVM volumes.
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Comparison of XFS and CXFS

CXFS uses the same filesystem structure as XFS. A CXFS filesystem is initially created
using the same nkf s command used to create standard XFS filesystems.
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The primary difference between XFS and CXFS filesystems is the way in which
filesystems are mounted and managed:

e In XFS:

Filesystems are mounted with the nbunt command directly by the system
during boot via an entry in / et ¢/ f st ab or by the IRIX Filesystem Manager.

A filesystem resides on only one host.

The / et ¢/ f st ab file contains static information about filesystems. For more
information, see the f st ab man page.

e In CXFS:

Filesystems are mounted using the CXFS Manager graphical user interface
(GUI), the cxf s_adm n command, or the cngr command.

A filesystem is accessible to those hosts (nodes) in the cluster that are defined
to mount it. CXFS filesystems are mounted across the cluster by CXFS
management software. All files in the filesystem are visible to those hosts that
are defined to mount the filesystem.

One node coordinates the updating of metadata (information that describes a
file, such as the file’s name, size, location, and permissions) on behalf of all
nodes in a cluster; this is known as the metadata server.

There is one active metadata server per CXFS filesystem; there can be multiple
active metadata servers in a cluster, one for each CXFS filesystem.

The filesystem information is stored in the cluster database (CDB), which
contains persistent static configuration information about the filesystems,
nodes, and cluster. The CXFS cluster daemons manage the distribution of
multiple synchronized copies of the cluster database across the CXFS
administration nodes in the pool. The administrator can view the database and
modify it using the GUI, the cxf s_adm n command, or the cngr command.

The GUI shows the static and dynamic state of the cluster. For example,
suppose the database contains the static information that a filesystem is
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Supported XFS Features

enabled for mount; the GUI will display the dynamic information showing one
of the following:

A blue icon indicating that the filesystem is mounted (the static and
dynamic states match).

A grey icon indicating that the filesystem is configured to be mounted but
the procedure cannot complete because CXFS services have not been started
(the static and dynamic states do not match, but this is expected under the
current circumstances). See "CXFS Services" on page 25.

An error (red) icon indicating that the filesystem is supposed to be mounted
(CXFS services have been started), but it is not (the static and dynamic
states do not match, and there is a problem).

The following commands can also be used to view the cluster state:

cxfs_adm n shows both the static and dynamic cluster states. This
command is available on hosts that have the appropriate access and
network connections.

cngr and cxfs-confi g show the static cluster state. These commands are
available on nodes used for cluster administration.

cl conf _i nf o shows both the static and dynamic cluster states. This
command is available on nodes used for cluster administration.

cxfs_i nf o provides status information. This command is available on
nodes that are CXFS clients but are not used for administration.

Information is not stored in the / et c/ f st ab file. (However, the CXFS
filesystems do show up in the / et c/ nt ab file.) For CXFS, information is
instead stored in the cluster database.

XFS features that are also present in CXFS include the following;:

Reliability and fast (subsecond) recovery of a log-based filesystem.
64-bit scalability to 9 million terabytes (9 exabytes) per file.

Speed: high bandwidth (megabytes per second), high transaction rates (1/O per
second), and fast metadata operations.
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When to Use CXFS
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¢ Dynamically allocated metadata space.

* Quotas. You can administer quotas from any administration node in the cluster
just as if this were a regular XFS filesystem.

¢ Filesystem reorganizer (defragmenter), which must be run from the CXFS
metadata server for a given filesystem. See the f sr_xf s man page.

* Restriction of access to files using file permissions and access control lists (ACLs).
You can also use logical unit (lun) masking or physical cabling to deny access
from a specific host to a specific set of disks in the SAN.

e Real-time volumes. CXFS can write to real-time files in real-time volumes on IRIX
nodes. For more information about real-time volumes, see XVM Volume Manager
Administrator’s Guide.

CXFS preserves these underlying XFS features while distributing the I/O directly
between the disks and the hosts. The efficient XFS I/O path uses asynchronous
buffering techniques to avoid unnecessary physical I/O by delaying writes as long as
possible. This allows the filesystem to allocate the data space efficiently and often
contiguously. The data tends to be allocated in large contiguous chunks, which yields
sustained high bandwidths.

The XFS directory structure is based on B-trees, which allow XFS to maintain good
response times, even as the number of files in a directory grows to tens or hundreds
of thousands of files.

You should use CXFS when you have multiple nodes running applications that
require high-bandwidth access to common filesystems.

CXEFS performs best under the following conditions:
* Data I/O operations are greater than 16 KB

¢ Large files are being used (a lot of activity on small files will result in slower
performance)
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Read /write conditions are one of the following;:

— All processes that perform reads/writes for a given file reside on the same
node.

— The same file is read by processes on multiple nodes using buffered 1/0O, but
there are no processes writing to the file.

— The same file is read and written by processes on more than one node using
direct-access 1/0.

For most filesystem loads, the scenarios above represent the bulk of the file accesses.
Thus, CXFS delivers fast local file performance. CXFS is also useful when the amount
of data I/0 is larger than the amount of metadata I/O. CXFS is faster than NFS
because the data does not go through the network.

Performance Considerations

CXFS may not give optimal performance under the following circumstances, and
extra consideration should be given to using CXFS in these cases:

When you want to access files only on the local host.
When distributed applications write to shared files that are memory mapped.

When exporting a CXFS filesystem via NFS, be aware that performance will be
much better when the export is performed from an active CXFS metadata server
than when it is performed from a CXFS client. (Exporting from a backup metadata
server is not supported. In order to support relocation and recovery, a backup
server cannot run any applications that will use the filesystem. For more
information, see "Node Functions" on page 12.)

When access would be as slow with CXFS as with network filesystems, such as
with the following:

— Small files
— Low bandwidth
— Lots of metadata transfer

Metadata operations can take longer to complete through CXFS than on local
filesystems. Metadata transaction examples include the following:

— Opening and closing a file
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— Changing file size (usually extending a file)
— Creating and deleting files
— Searching a directory

In addition, multiple processes on multiple hosts that are reading and writing the
same file using buffered 1/O can be slower with CXFS than when using a local
filesystem. This performance difference comes from maintaining coherency among
the distributed file buffers; a write into a shared, buffered file will invalidate data
(pertaining to that file) that is buffered in other hosts.

Comparison of Network and CXFS Filesystems

Network Filesystems
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Network filesystems and CXFS filesystems perform many of the same functions, but
with important performance and functional differences noted here.

Accessing remote files over local area networks (LANSs) can be significantly slower
than accessing local files. The network hardware and software introduces delays that
tend to significantly lower the transaction rates and the bandwidth. These delays are
difficult to avoid in the client-server architecture of LAN-based network filesystems.
The delays stem from the limits of the LAN bandwidth and latency and the shared
path through the data server.

LAN bandwidths force an upper limit for the speed of most existing shared
filesystems. This can be one to several orders of magnitude slower than the
bandwidth possible across multiple disk channels to local or shared disks. The layers
of network protocols and server software also tend to limit the bandwidth rates.

A shared fileserver can be a bottleneck for performance when multiple clients wait
their turns for data, which must pass through the centralized fileserver. For example,
NFS and Samba servers read data from disks attached to the server, copy the data
into UDP/IP or TCP/IP packets, and then send it over a LAN to a client host. When
many clients access the server simultaneously, the server’s responsiveness degrades.

Note: You should not use multiple Samba servers to export the same CXFS
filesystem. For more information, see "Samba" on page 409.
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CXFS Filesystems

Features

CXFS is a clustered XFS filesystem that allows for logical file sharing, as with network
filesystems, but with significant performance and functionality advantages. CXFS
runs on top of a storage area network (SAN), where each host in the cluster has direct
high-speed data channels to a shared set of disks.

CXFS has the following unique features:

A peer-to-disk model for the data access. The shared files are treated as local files
by all of the hosts in the cluster. Each host can read and write the disks at
near-local disk speeds; the data passes directly from the disks to the host
requesting the I/0O, without passing through a data server or over a local area
network (LAN). For the data path, each host is a peer on the SAN; each can have
equally fast direct data paths to the shared disks.

Therefore, adding disk channels and storage to the SAN can scale the bandwidth.
On large systems, the bandwidth can scale to gigabytes and even tens of gigabytes
per second. Compare this with a network filesystem with the data typically
flowing over a 1- to 100-MB-per-second LAN.

This peer-to-disk data path also removes the file-server data-path bottleneck found
in most LAN-based shared filesystems.

Each host can buffer the shared disk much as it would for locally attached disks.
CXFS maintains the coherency of these distributed buffers, preserving the
advanced buffering techniques of the XFS filesystem.

A flat, single-system view of the filesystem; it is identical from all hosts sharing
the filesystem and is not dependent on any particular host. The pathname is a
normal POSIX pathname; for example, / u/ usernamel directory.

Note: A Windows CXFS client uses the same pathname to the filesystem as other
clients beneath a preconfigured drive letter.

The path does not vary if the metadata server moves from one node to another, if
the metadata server name is changed, or if a metadata server is added or replaced.
This simplifies storage management for administrators and users. Multiple
processes on one host and processes distributed across multiple hosts have the
same view of the filesystem, with performance similar on each host.
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Restrictions

Cluster Environment
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This differs from typical network filesystems, which tend to include the name of
the fileserver in the pathname. This difference reflects the simplicity of the SAN
architecture with its direct-to-disk 1/O compared with the extra hierarchy of the
LAN filesystem that goes through a named server to get to the disks.

A full UNIX filesystem interface, including POSIX, System V, and BSD interfaces.
This includes filesystem semantics such as mandatory and advisory record locks.
No special record-locking library is required.

CXFS has the following restrictions:

Some filesystem semantics are not appropriate and not supported in shared
filesystems. For example, the root filesystem is not an appropriate shared
filesystem. Root filesystems belong to a particular host, with system files
configured for each particular host’s characteristics.

All processes using a named pipe must be on the same node.

Hierarchical storage management (HSM) applications must run on the metadata
server.

The inode monitor device (i mon) is not supported on CXFS filesystems.

The following XFS features are not supported in CXFS:

The original XFS guaranteed-rate I/O (GRIO) implementation, GRIO version 1.
(GRIO version 2 is supported, see "Guaranteed-Rate 1/O (GRIO) Version 2 and
CXFS" on page 44).

Swap to a file residing on a CXFS file system.

This section discusses the following:

"Terminology" on page 10
"Isolating Failed Nodes: Failure Policies" on page 28
"The Cluster Database and CXFS Clients" on page 36

"Metadata Server Functions" on page 36
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Terminology

Cluster

Node

10

¢ "System View" on page 37
¢ "CXFS and Highly Available Services" on page 38

For details about CXFS daemons, communication paths, and the flow of metadata, see
Appendix A, "CXFS Software Architecture” on page 563.

This section defines the terminology necessary to understand CXFS. Also see the
Glossary on page 637.

A cluster is the set of systems (nodes) configured to work together as a single
computing resource. A cluster is identified by a simple name and a cluster ID. A
cluster running multiple operating systems is known as a multiOS cluster.

A given node may not be a member of multiple clusters.

Disks or logical units (LUNSs) are assigned to a cluster by recording the name of the
cluster on the disk (or LUN). Thus, if any disk is accessible (via a Fibre Channel
connection) from nodes in different clusters, then those clusters must have unique
names. When members of a cluster send messages to each other, they identify their
cluster via the cluster ID. Cluster names and IDs must be unique.

Because of the above restrictions on cluster names and cluster IDs, and because
cluster names and cluster IDs cannot be changed once the cluster is created (without
deleting the cluster and recreating it), SGI advises that you choose unique names and
cluster IDs for each of the clusters within your organization.

A node is an operating system (OS) image, usually an individual computer. (This use
of the term node does not have the same meaning as a node in an SGI Origin 3000 or
SGI 2000 system.)

A given node can be a member of only one cluster.
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Pool
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In the GUI or the cngr command, the pool is the set of nodes from which a particular
cluster may be formed. All nodes created in cxfs_admni n are automatically part of
the cluster, so the concept of the pool is obsolete when using cxf s_admi n.

Only one cluster may be configured from a given pool, and it need not contain all of
the available nodes. (Other pools may exist, but each is disjoint from the other. They
share no node or cluster definitions.)

A pool is first formed when you connect to a given CXFS administration node (one
that is installed with cl ust er _admi n) and define that node in the cluster database
using the CXFS GUI or cngr command. You can then add other nodes to the pool by
defining them while still connected to the first node. (If you were to connect to a
different node and then define it, you would be creating a second pool).

Figure 1-1 shows the concepts of pool and cluster.

Pool

Cluster

I 3 3 I 3 3 )

node

name
- = cluster
D= pool

Figure 1-1 Pool and Cluster Concepts
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Cluster Database

Node Functions

12

The cluster database contains configuration information about nodes, the cluster,
logging information, and configuration parameters. The cluster administration daemons
manage the distribution of the cluster database (CDB) across the CXFS administration
nodes in the pool. See "Cluster Administration Daemons" on page 24.

The database consists of a collection of files; you can view and modify the contents of
the database by using the following:

cxfs_adnm n on a CXFS server-capable administration node or another host that
has been given the proper permissions

CXFS Manager GUI connected to a CXFS administration node

cngr, cl conf _i nf o, and cxf s- confi g commands on a CXFS administration
node

cxfs_i nf o command on a client-only nodes

A node can have one of the following functions:

Server-capable administration node (IRIX or SGI ProPack).

This node is installed with the cl ust er _admi n software product, which contains
the full set of cluster administration daemons (f s2d, cr sd, cad, and cnond) and
the CXFS control daemon (cl conf d). For more details about daemons, see
"Cluster Administration Daemons" on page 24, "CXFS Control Daemon" on page
26, and Appendix A, "CXFS Software Architecture” on page 563.

This node type is capable of coordinating cluster activity and metadata. Metadata
is information that describes a file, such as the file’s name, size, location, and
permissions. Metadata tends to be small, usually about 512 bytes per file in XFS.
This differs from the data, which is the contents of the file. The data may be many
megabytes or gigabytes in size.

For each CXFS filesystem, one node is responsible for updating that filesystem’s
metadata. This node is referred to as the metadata server. Only nodes defined as
server-capable nodes are eligible to be metadata servers.

Multiple CXFS administration nodes can be defined as potential metadata servers for
a given CXFS filesystem, but only one node per filesystem is chosen to be the
active metadata server. All of the potential metadata servers for a given cluster must
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be either all IRIX or all SGI ProPack. There can be multiple active metadata
servers in the cluster, one per CXFS filesystem.

Other nodes that mount a CXFS filesystem are referred to as CXFS clients. A CXFS
administration node can function as either a metadata server or CXFS client,
depending upon how it is configured and whether it is chosen to be the active
metadata server.

Note: Do not confuse metadata server and CXFS client with the traditional
data-path client/server model used by network filesystems. Only the metadata
information passes through the metadata server via the private Ethernet network;
the data is passed directly to and from disk on the CXFS client via the Fibre
Channel connection.

You perform cluster administration tasks by using the cxf s_admi n on any host
with the appropriate access and network connections, by using the cngr
command running on a CXFS server-capable administration node, or by using the
CXFS Manager GUI and connecting it to a CXFS server-capable administration
node. For more details, see:

— Chapter 11, "Reference to GUI Tasks" on page 187
— Chapter 12, "Reference to cxf s_adm n Tasks" on page 259
— Chapter 13, "Reference to cngr Tasks" on page 305

There should be an odd number of server-capable administration nodes with CXFS
services running for quorum calculation purposes. If you have a cluster with more
than two nodes, define a CXFS tiebreaker node (see "CXFS Tiebreaker" on page 23.

Client-only node (all supported CXFS operating systems).

This node is one that has a minimal implementation of CXFS that runs a single
daemon, the CXFS client daemon (cxfs_cl i ent ). For more details, see Appendix
A, "CXFS Software Architecture”" on page 563.

This node can safely mount CXFS filesystems but it cannot become a CXFS
metadata server or perform cluster administration. Client-only nodes retrieve the
information necessary for their tasks by communicating with an administration
node. This node does not contain a copy of the cluster database.

IRIX and SGI ProPack nodes are client-only nodes if they are installed with the
cxfs_client software package and defined as client-only nodes. Nodes that are

13



1: Introduction to CXFS

running supported operating systems other than IRIX or SGI ProPack are always
configured as CXFS client-only nodes.

For more information, see CXFS MultiOS Client-Only Guide for SGI InfiniteStorage.
o Client administration node (IRIX only in coexecution with FailSafe).

This is a node that is installed with the cl ust er _admi n software product but it
cannot be a metadata server. This node type should only be used when necessary
for coexecution with FailSafe. It is not supported for the SGI ProPack platform.

Figure 1-2 shows nodes in a pool that are installed with cl ust er _admi n and others
that are installed with cxfs_cl i ent. Only those nodes with cl ust er _adm n have
the f s2d daemon and therefore a copy of the cluster database.

Pool

N1 N2 N3 N4 N5
CXFS CXFS CXFS FailSafe/CXFS FailSafe/CXFS
cluster_admn cl uster_admin cl uster_adnin cluster_adnin cluster_adm n

f s2d > QEIELERS) f s2d > QEIELERS) f s2d > QEIELERS) f s2d > QEIELERS f s2d > QEIELERS)

N6 N7 N8 N9 N10
CXFS CXFS CXFS CXFS CXFS
cxfs_client cxfs_client cxfs_client cxfs_client cxfs_client

Figure 1-2 Installation Differences

A standby node is a server-capable administration node that is configured as a
potential metadata server for a given filesystem, but does not currently run any
applications that will use that filesystem. (The node can run applications that use
other filesystems.)

Ideally, all administration nodes will run the same version of the operating system.
However, as of IRIX 6.5.18f, SGI supports a policy for CXFS that permits a rolling
annual upgrade; see "CXFS Release Versions and Rolling Upgrades" on page 375.

The following figures show different possibilities for metadata server and client
configurations. The potential metadata servers are required to be CXFS
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administration nodes and must all run IRIX or all run SGI ProPack; the other nodes
could be client-only nodes.

‘Administration
Node2

Administration
Nodel

/a_client
/b client
Ic client

/d client
CDB

Ic client
/d client

CDB

Shared disks

Administration
Node4

/a client
/b client
/c_client

Administration
Node3

/a client
/b _client

/d client
CDB

CDB

Potential metadata servers

/a Nodel /b Node2 /c Node3 /d Node4

Node2 Node3 Node4 Nodel
Node3 Node4 Nodel Node2
Node4 Nodel Node2 Node3

O = Active metadata server

CDB = Cluster database

Figure 1-3 Evenly Distributed Metadata Servers
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/a client
/b client

lc client
/d client

CDB

/d client
CDB

Shared disks

Client-only
Node4

Administration
Node3

/a client
/b client
/c client
/d client

/a client
/b client
/c_client

CDB

Potential metadata servers

/a Nodel /b Nodel /c Node2 /d Node3
Node2 Node2 Node3 Node2
Node3 Node3 Nodel Nodel

O = Active metadata server

CDB = Cluster database

Figure 1-4 Multiple Metadata Servers

In Figure 1-4, Node4 could be running any supported OS because it is a client-only
node; it is not a potential metadata server.
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Client-only
Node2

/a client
/b client
/c client
/d client

Shared disks

Client-only
Node3

/a client
/b client
/c client
/d client

Client-only
Node4

/a client
/b client
/c client
/d client

Potential metadata servers

/a Nodel /b Nodel /c Nodel /d Nodel

O = Active metadata server

CDB = Cluster database

Figure 1-5 One Metadata Server

In Figure 1-5, Node2, Node3, and Node4 could be running any supported OS because

they are client-only nodes; they are not potential metadata servers.
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Administration
Nodel

/b client
CDB

Administration
Node2

/a_client

CcDB

Shared disks

Administration
Node4

Client-only
Node3

/a client

/a client

/b client /b client

Potential metadata servers

/a Nodel /b Node2
Node2 Nodel

O = Active metadata server
[] = Application running that uses the filesystem
CDB = Cluster database

Figure 1-6 Standby Mode

Figure 1-6 shows a configuration in which Nodel and Node2 are potential metadata
servers for filesystems / a and / b:

Nodel is the active metadata server for / a

Node?2 is the active metadata server for / b
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Membership

Private Network
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Because standby mode is used, neither Nodel nor Node2 runs applications that use
/ a or / b. The figure shows one client-only node, but there could be several.

The nodes in a cluster must act together to provide a service. To act in a coordinated
fashion, each node must know about all the other nodes currently active and
providing the service. The set of nodes that are currently working together to provide
a service is called a membership:

o Cluster database membership (also known as f s2d membership or user-space
membership) is the group of administration nodes that are accessible to each other.
(client-only nodes are not eligible for cluster database membership.) The nodes
that are part of the the cluster database membership work together to coordinate
configuration changes to the cluster database.

® CXFS kernel membership is the group of CXFS nodes in the cluster that can actively
share filesystems, as determined by the the CXFS kernel, which manages
membership and heartbeating. The CXFS kernel membership may be a subset of
the nodes defined in a cluster. All nodes in the cluster are eligible for CXFS kernel
membership.

Heartbeat messages for each membership type are exchanged via a private network
so that each node can verify each membership.

A cluster that is also running FailSafe has a FailSafe membership, which is the group of
nodes that provide highly available (HA) resources for the cluster. For more
information, see Appendix B, "Memberships and Quorums" on page 577, and the
FailSafe Administrator’s Guide for SGI InfiniteStorage.

A private network is one that is dedicated to cluster communication and is accessible
by administrators but not by users.

Note: A virtual local area network (VLAN) is not supported for a private network.

CXFS uses the private network for metadata traffic. The cluster software uses the
private network to send the heartbeat/control messages necessary for the cluster
configuration to function. Even small variations in heartbeat timing can cause
problems. If there are delays in receiving heartbeat messages, the cluster software
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Relocation
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may determine that a node is not responding and therefore revoke its CXFS kernel
membership; this causes it to either be reset or disconnected, depending upon the
configuration.

Rebooting network equipment can cause the nodes in a cluster to lose communication
and may result in the loss of CXFS kernel membership and/or cluster database
membership ; the cluster will move into a degraded state or shut down if
communication between nodes is lost. Using a private network limits the traffic on
the network and therefore will help avoid unnecessary resets or disconnects. Also, a
network with restricted access is safer than one with user access because the
messaging protocol does not prevent snooping (illicit viewing) or spoofing (in which
one machine on the network masquerades as another).

Therefore, because the performance and security characteristics of a public network
could cause problems in the cluster and because heartbeat is very timing-dependent,
a private network is required. The private network should be used for metadata
traffic only.

The heartbeat and control network must be connected to all nodes, and all nodes
must be configured to use the same subnet for that network.

Caution: If there are any network issues on the private network, fix them before trying
to use CXFS. A stable private network is important for a stable CXFS cluster network.

For more information about network segments and partitioning, see Appendix B,
"Memberships and Quorums" on page 577. For information about failover from the
private network to another network, see information about the f ai | over _net
command in cxf s_admi n (see "Network Failover Tasks with cxf s_admi n" on page
296) or add net networ k command to cngr (see"Define a Cluster with cngr " on
page 333). (Although the primary network must be private, the backup network may
be public.) For information about using IP filtering for the private network, see
Appendix C, "IP Filtering for the CXFS Private Network" on page 597.

Relocation is the process by which the metadata server moves from one node to
another due to an administrative action; other services on the first node are not
interrupted.
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Note: Relocation is supported only to standby nodes. Relocation is disabled by
default.

A standby node is a metadata server-capable administration node that is configured as
a potential metadata server for a given filesystem, but does not currently run any
applications that will use that filesystem. To use relocation, you must not run any
applications on any of the potential metadata servers for a given filesystem; after the
active metadata server has been chosen by the system, you can then run applications
that use the filesystem on the active metadata server and client-only nodes.

To use relocation to a standby node, you must enable relocation on the active
metadata server (relocation is disabled by default.) To enable relocation, reset the
cxfs_rel ocati on_ok parameter as follows:

e JRIX:
— Enable:
irix# systune cxfs_relocation_ok 1
— Disable:
irix# systune cxfs_relocation_ok O
e SGI ProPack:
— Enable at run time:
[root @i nux64 root]# sysctl -w fs.cxfs.cxfs_relocation_ok=1

— Enable at reboot by adding the following line to / et ¢/ nodpr obe. conf or
/ et ¢/ modpr obe. conf. | ocal :

options sgi-cxfs cxfs_rel ocation_ok=1
— Disable:
[root @i nux64 root]# sysctl -w fs.cxfs.cxfs_rel ocation_ok=0

— Disable at reboot by adding the following line to / et ¢/ modpr obe. conf or
/ et c/ modpr obe. conf. | ocal :

options sgi-cxfs cxfs_rel ocati on_ok=0
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Recovery

22

CXFS kernel membership is not affected by relocation. However, users may experience
a degradation in filesystem performance while the metadata server is relocating.

The following are examples of relocation triggers:

® The system administrator uses the GUI, cxfs_admi n, or cngr to relocate the
metadata server.

¢ The FailSafe CXFS resource relocates the IRIX CXFS metadata server. The SGI
Cluster Manager for Linux CXFS plug-in relocates the SGI ProPack metadata
server.

¢ The system administrator unmounts the CXFS filesystem on an IRIX metadata
server. (Unmounting on an SGI ProPack metadata server does not trigger
relocation; the SGI ProPack server will just return an EBUSY flag.)

Recovery is the process by which the metadata server moves from one node to another
due to an interruption in services on the first node.

Note: Recovery is supported only to standby nodes.

To use recovery to a standby node, you must not run any applications on any of the
potential metadata servers for a given filesystem; after the active metadata server has
been chosen by the system, you can then run applications that use the filesystem on
the active metadata server and client-only nodes.

The following are examples of recovery triggers:

* A metadata server panic

* A metadata server locks up, causing heartbeat timeouts on metadata clients
* A metadata server loses connection to the heartbeat network

Figure 1-7 describes the difference between relocation and recovery for a metadata
server. (Remember that there is one active metadata server per CXFS filesystem.
There can be multiple active metadata servers within a cluster, one for each CXFS
filesystem.)
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Figure 1-7 Relocation versus Recovery

The CXFS tiebreaker node is used in the process of computing the CXFS kernel
membership for the cluster when exactly half the server-capable administration nodes
in the cluster are up and can communicate with each other.
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The tiebreaker is required for all clusters with more than one server-capable node and
at least one client-only node. You should choose a reliable client-only node as the
tiebreaker; there is no default. For a cluster that consists of only four or more
server-capable nodes, you should choose one of them as the tiebreaker; this is the
only situation in which you should choose a server-capable node as a tiebreaker.

The tiebreaker is required in addition to I/O fencing or system reset; see "Isolating
Failed Nodes: Failure Policies" on page 28.

The CXFS tiebreaker differs from the FailSafe tiebreaker; see FailSafe Administrator’s
Guide for SGI InfiniteStorage.

Cluster Administration Daemons

24

The following set of daemons, which control various cluster infrastructure needs:

Daemon Description

fs2d Manages the cluster database (CDB) on the local administration node
and keeps the copy on all administration nodes synchronized.

cad Provides administration status services to the CXFS GUL

cnond Manages all other cluster administration daemons and the CXFS control

daemon (cl conf d). The cnond daemon starts the other daemons on
the node and restarts them on failure.

crsd Monitors the serial connection to other nodes. Has the ability to reset
other nodes.

You can start and stop the cluster administration daemons with the following
commands:

e JRIX:
/etc/init.d/cluster {start]|stop}
e SGI ProPack:

/etc/init.d/cxfs_cluster {start]|stop}

Note: You could also use the r est art option to stop and start.
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You can also use the following chkconfi g commands to specify that the daemons
will be restarted upon reboot:

e JRIX:
chkconfig cluster on
e SGI ProPack:
chkconfig cxfs_cluster on

For more information, see Appendix A, "CXFS Software Architecture” on page 563.

The enabling/disabling of a node, which changes a flag in the cluster database.
Starting or stopping CXFS services does not affect the daemons involved. The
daemons that control CXFS services are as follows:

e cl confd on administration nodes, see "CXFS Control Daemon" on page 26.
e cxfs_client on client-only nodes, see "CXFS Client Daemon" on page 26.

To start CXFS services means to enable a node, which changes a flag in the cluster
database by performing an administrative task using the CXFS graphical user
interface (GUI), the cxf s_adm n command, or the cngr command:

e "Start CXFS Services with the GUI" on page 231
¢ "Enable a Node with cxf s_adni n" on page 280
e "Start CXFS Services with cngr " on page 341

To stop CXFS services means to disable a node, which changes a flag in the cluster
database, by performing an administrative task using the GUIL, cxf s_admi n, or cngr:

e "Stop CXFS Services with the GUI" on page 232
¢ '"Disable a Node with cxfs_adm n" on page 281
e "Stop CXFS Services with cngr " on page 341

To shutdown CXFS services means to withdraw a node from the CXFS kernel
membership, either due to the fact that the node has failed somehow or by issuing an
admi n cxfs_stop command. The node remains enabled in the cluster database.
See "Forced CXFS Shutdown: Revoke Membership of Local Node" on page 403.
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CXFS Control Daemon

CXFS Client Daemon

26

The cl conf d daemon, which controls CXFS services on an administration node. It
does the following:

¢ Obtains the cluster configuration from the f s2d daemon and manages the local
CXFS administration node’s CXFS kernel membership services and filesystems
accordingly

* Obtains membership and filesystem status from the kernel
¢ Issues reset commands to the cr sd daemon
¢ Issues I/O fencing commands to configured Fibre Channel switches

You can start/stop cl conf d with the following command on an IRIX or SGI ProPack
administration node:

/etc/init.d/cxfs {start/stop}
The cl conf d daemon may still be running when CXFS services are disabled.

You can also use the following chkconfi g command to specify that cl conf d will be
restarted upon reboot:

e JRIX:

chkconfig cxfs_cluster on
e SGI ProPack:

chkconfig cxfs on

For more information, see Appendix A, "CXFS Software Architecture” on page 563.

The cxfs_cl i ent daemon, which controls CXFS services on a client-only node. It
does the following:

¢ Obtains the cluster configuration from a remote f s2d daemon and manages the
local client-only node’s CXFS kernel membership services and filesystems
accordingly.

* Obtains membership and filesystem status from the kernel.
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You can start/stop cxfs_cl i ent with the following command on a client-only IRIX
or SGI ProPack node:

/etc/init.d/cxfs_client {start]|stop}

Note: The path to the cxfs_cl i ent command varies among the other platforms
supported. See the CXFS MultiOS Client-Only Guide for SGI InfiniteStorage.

You can also use the following chkconfi g command to specify that cxfs_cl i ent
will be restarted upon reboot on either IRIX or SGI ProPack:

chkconfig cxfs_client on
The cxfs_cl i ent daemon may still be running when CXFS services are disabled.

For more information, see Appendix A, "CXFS Software Architecture” on page 563.

Withdraws a node from cluster membership, which disables filesystem and cluster
volume access for the node. This is either due to the fact that the node has failed
somehow or by issuing an admi n cxfs_st op command. The node remains enabled
in the cluster database. See "Forced CXFS Shutdown: Revoke Membership of Local
Node" on page 403.

All nodes send heartbeat messages once per second. If a node does not receive a
heartbeat within a defined period, that node loses membership and is denied access
to the cluster’s filesystems. The defined period is one of the following;:

e static: Monitors constantly at 1-second intervals and declares a timeout after 5
consecutive missed seconds (default).

e dynam c: Starts monitoring only when the node is processing a message from
another node (such as for token recall or XVM multicast) or when the client
monitors the server because it has a message pending (for example, a token
acquire or metadata operation). Once monitoring initiates, it monitors at 1-second
intervals and declares a timeout after 5 consecutive missed seconds, just like static
monitoring. Dynamic heartbeat monitoring is appropriate for clusters that have
clients with heavy workloads; using it avoids inappropriate loss of membership.
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However, it may take longer to recover a client’s tokens and other state
information when there is an actual problem.

You can set the heartbeat monitor for the entire cluster by using the cxfs_admi n
command. See "Create or Modify a Cluster with cxf s_admi n" on page 284. If you
use dynamic heartbeat monitoring, you must not use the Shut down fail policy for
client-only nodes; it can be slower to recover because failure detection may take
longer if no operations are pending against a node that fails. Shut down is not
allowed as a fail policy because of the dynamic nature and potentially asymmetric
heartbeat monitor between two nodes. For example, the server may begin monitoring
heartbeat for a client, but that client may not currently be monitoring heartbeat of the
server, and therefore the nodes may not discover they have lost membership in a
timely manner.

Isolating Failed Nodes: Failure Policies

28

A failed node must be isolated from the rest of the cluster so that it cannot corrupt
data in the shared CXFS filesystem. CXFS uses the following methods to isolate failed
nodes. You can specify up to three methods by defining the f ai | pol i cy in the
cxfs_adm n command, the failure action in the GUI, or the hi er ar chy in the cngr
command. The second method will be completed only if the first method fails; the
third method will be completed only if both the first and second methods fail. The
possible methods are:

* Fence, which disables a node’s Fibre Channel ports so that it cannot access 1/0O
devices, and therefore cannot corrupt data in the shared CXFS filesystem. When
fencing is applied, the rest of the cluster can begin immediate recovery.

¢ Reset, which performs a system reset via a system controller.

* FenceReset, which fences the node and then, if the node is successfully fenced,
performs an asynchronous system reset; recovery begins without waiting for reset
acknowledgment. If used, this fail policy method should be specified first. If the
fencing action fails, the reset is not performed; therefore, r eset alone is also
required for all server-capable nodes (unless there is a single server-capable node
in the cluster).

* Shut down, which tells the other nodes in the cluster to wait for a period of time
(long enough for the node to shut itself down) before reforming the CXFS kernel
membership. (However, there is no notification that the node’s shutdown has
actually taken place.)
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Caution: Because there is no notification that a shutdown has occurred, if you
have a cluster with no tiebreaker, you must not use the shut down setting for any
server-capable node in order to avoid multiple clusters being formed. See
"Shutdown" on page 35.

You must not use the Shut down failure policy on client nodes if you choose
dynami ¢ monitoring.

The following are valid failure policy sets:

Note: If the failure hierarchy contains r eset or f encer eset, the reset might be
performed before the system kernel core-dump can complete, resulting in an
incomplete core-dump.

Server-capable nodes:

FenceReset, Reset (Preferred)

FenceReset
Reset

Reset, Fence
(none)

Client-only nodes with static heartbeat monitoring:

Fence, Shut down (Preferred)
Fence

Fence, Reset

Fence, Reset, Shutdown
FenceReset

FenceReset, Reset
FenceReset, Reset, Shut down
FenceReset, Shut down
Reset

Reset, Fence

Reset, Fence, Shutdown
Reset, Shutdown

Shut down

(none)
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Fence

30

¢ Client-only nodes with dynamic heartbeat monitoring;:

Fence (Most common)
Fence, Reset
FenceReset
FenceReset, Reset
Reset

Reset, Fence

(none) (Not Preferred)

For information about heartbeat monitoring, see "Heartbeat Monitoring" on page 27.

Note: If you choose no method, or if the fail policy does not include Shut down and
all of the other actions fail, CXFS will stall membership until the failed node either
attempts to join the cluster again or until the administrator intervenes by using

cms_i nt er vene. Objects held by the failed node stall until membership finally
transitions and initiates recovery. For more information, see the cns_i nt er vene(1M)
man page.

The rest of this section provides more details. See also "Protect Data Integrity on All
Nodes" on page 138. For more information about setting the policies, see:

* '"Define a Node with the GUI" on page 212
¢ "Create or Modify a Node with cxf s_adm n" on page 272

* '"Define a Node with cngr " on page 312

I/0 fencing does the following:

* DPreserves data integrity by preventing I/O from nodes that have been expelled
from the cluster

* Speeds the recovery of the surviving cluster, which can continue immediately
rather than waiting for an expelled node to reset under some circumstances

To support 1/0O fencing, platforms require a Fibre Channel switch; for supported
switches, see the release notes. You must put switches used for I/O fencing on a
network other than the primary CXFS private network so that problems on the CXFS
private network can be dealt with by the fencing process and thereby avoid data

007-4016-025



CXFS™ Administration Guide for SGI® InfiniteStorage

007-4016-025

corruption issues. The network to which the switch is connected must be accessible
by all administration nodes in the cluster.

Note: I/O fencing differs from zoning. Fencing is a generic cluster term that means to
erect a barrier between a host and shared cluster resources. Zoning is the ability to
define logical subsets of the switch (zones), with the ability to include or exclude
hosts and media from a given zone. A host can access only media that are included
in its zone. Zoning is one possible implementation of fencing.

Zoning implementation is complex and does not have uniform availability across
switches. Therefore, SGI chose to implement a simpler form of fencing:
enabling/disabling a host’s Fibre Channel ports.

When a node joins the CXFS kernel membership, the worldwide port name (WWPN)
of its host bus adapter (HBA) is stored in the cluster database. If there are problems
with the node, the I/O fencing software sends a message via the t el net protocol to
the appropriate switch and disables the port.

Caution: You must keep the t el net port free in order for I/O fencing to succeed.

Brocade switches running 4.x.x.x or later firmware by default permit multiple t el net
sessions. However, in the case of a network partition, a server-capable administration
node from each side of the partition will attempt to issue the fence commands, but
only the node that is able to log in will succeed. Therefore, on a Brocade switch
running 4.x.x.x or later firmware, you must modify the admi n account to restrict it to
a single t el net session. For details, see the release notes.

The switch then blocks the problem node from communicating with the storage area
network (SAN) resources via the corresponding HBA. Figure 1-8 on page 33,
describes this.

If users require access to nonclustered LUNSs or devices in the SAN, these
LUNSs/devices must be accessed or mounted via an HBA that has been explicitly
masked from fencing. For details on how to exclude HBAs from fencing for nodes,
see:

* '"Define a Switch with the GUI" on page 238
¢ "Create a Switch with cxfs_adni n" on page 297

* '"Define a Switch with cngr " on page 360
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For nodes running other supported operating systems, see CXFS MultiOS Client-Only
Guide for SGI InfiniteStorage.

To recover, the affected node withdraws from the CXFS kernel membership,
unmounts all file systems that are using an I/O path via fenced HBA(s), and then
rejoins the cluster. This process is called fencing recovery and is initiated automatically.
Depending on the failure action hierarchy that has been configured, a node may be
reset (rebooted) before initiating fencing recovery. For information about setting the
failure action hierarchy, see "Define a Node with cngr " on page 312, "Create a Switch
with cxfs_adm n" on page 297, and "Define a Node with the GUI" on page 212.

In order for a fenced node to rejoin the CXFS kernel membership, the current cluster
leader must lower its fence to allow it to reprobe its XVM volumes and then remount
its filesystems. If a node fails to rejoin the CXFS kernel membership, it may remain
fenced. This is independent of whether the node was rebooted, because fencing is an
operation applied on the switch, not the affected node. In certain cases, it may
therefore be necessary to manually lower a fence. For instructions, see "Lower the 1/O
Fence for a Node with the GUI" on page 241, and "Lower the I/O Fence for a Node
with cmgr " on page 363, and "Using haf ence to Manipulate a Switch" on page 385.

Caution: When a fence is raised on an HBA, no further I/O is possible to the SAN
via that HBA until the fence is lowered. This includes the following:

® /0O that is queued in the kernel driver, on which user processes and applications
may be blocked waiting for completion. These processes will return the El O error
code under UNIX, or display a warning dialog that I/O could not be completed
under Windows.

e /0O issued via the affected HBAs to nonclustered (local) logical units (LUNs) in
the SAN or to other Fibre Channel devices such tape storage devices.
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Reset
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On client-only nodes with system reset capability, you would want to use Fence for
data integrity protection when CXFS is just a part of what the node is doing and
therefore losing access to CXFS is preferable to having the system rebooted. An
example of this would be a large compute server that is also a CXFS client. However,
Fence cannot return a nonresponsive node to the cluster; this problem will require
intervention from the system administrator.

For more information, see "Switches and I/O Fencing Tasks with the GUI" on page
238, and "Switches and 1/0O Fencing Tasks with cngr " on page 360.

Note: I/O fencing cannot be used for FailSafe nodes. FailSafe nodes require the
system reset capability.

System reset is recommended because if a server hangs, it must be rebooted as
quickly as possbile to get it back in service, which is not available with I/O fencing.
In addition, data corruption is more likely to occur with a rogue metadata server, not
a rogue client. (If fencing were to be used on a metadata server and fail, the cluster
would have to either shutdown or hang. A fencing failure can occur if an
administrator is logged into the switch.)

System reset may be either serial reset or, for systems with L2 system controllers, over
the network.

The system reset can use the following methods:
¢ power Cycl e shuts off power to the node and then restarts it
¢ reset simulates the pressing of the reset button on the front of the machine

* NM (nonmaskable interrupt) performs a core-dump of the operating system
kernel, which may be useful when debugging a faulty machine

On IRIX, the system reset connection has the same connection configuration as
FailSafe; for more information, contact SGI professional or managed services. Also see
Appendix F, "System Reset Configuration" on page 605.

You would want to use Reset for I/O protection on a client-only node that has a
system controller when CXFS is a primary activity and you want to get it back online
fast; for example, a CXFS fileserver.
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You should only use the shut down failpolicy for client-only nodes that use static
heartbeat monitoring.

In the case of a cluster with no tiebreaker node, it is possible that using the
shut down setting could cause a split-brain scenario in which multiple clusters could
be formed and data could therefore be corrupted.

If the CXFS private network between NodeA and NodeB fails, the following could
occur:

1. Each node will try to fence the other. (That is, NodeA will try to fence NodeB, and
NodeB will try to fence NodeA).

2. If the fence fails, each node will try to reset the other.

3. If the system reset fails, each assumes that the other will shut itself down. Each
will wait for a few moments and will then try to maintain the cluster.

4. If the shutdown of NodeA is not successful, NodeA will try to maintain the
cluster. If the shutdown of NodeB is not successful, NodeB will also try to
maintain the cluster. This could result in two clusters that are unaware of each
other (a split-brain situation) and data corruption will likely occur.

Suppose another configuration, in which neither node has shutdown set:

NodeA NodeB
fence fence
reset reset

If the CXFS private network between NodeA and NodeB fails in this situation, each
node would first try to fence the other and then try to reset the other, as before.
However, if both of those actions fail, each would assume that the state of the other
node is unknown. Therefore, neither node would try to maintain the cluster. The
cluster will go down, but no data corruption will occur.

The split-brain problem may be avoided by using a tiebreaker node or by not using
the shut down setting on any server-capable node. You must not use shut down if
you use dynamic heartbeat monitoring.
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The Cluster Database and CXFS Clients

The distributed cluster database (CDB) is central to the management of the CXFS
cluster. Multiple synchronized copies of the database are maintained across the CXFS
administration nodes in the pool (that is, those nodes installed with the

cl ust er _admi n software package). For any given CXFS Manager GU]I,

cxfs_adm n, or cngr task, the CXFS cluster daemons must apply the associated
changes to the cluster database and distribute the changes to each CXFS
administration node before another task can begin.

The client-only nodes in the pool do not maintain a local synchronized copy of the
full cluster database. Instead, one of the daemons running on a CXFS administration
node provides relevant database information to those nodes. If the set of CXFS
administration nodes changes, another node may become responsible for updating
the client-only nodes.

Metadata Server Functions

36

The metadata server must perform cluster-coordination functions such as the
following:

¢ Metadata logging

¢ File locking

¢ Buffer coherency

¢ Filesystem block allocation

All CXFS requests for metadata are routed over a TCP/IP network and through the
metadata server, and all changes to metadata are sent to the metadata server. The
metadata server uses the advanced XFS journal features to log the metadata changes.
Because the size of the metadata is typically small, the bandwidth of a fast Ethernet
local area network (LAN) is generally sufficient for the metadata traffic.

The operations to the CXFS metadata server are typically infrequent compared with
the data operations directly to the disks. For example, opening a file causes a request
for the file information from the metadata server. After the file is open, a process can
usually read and write the file many times without additional metadata requests.
When the file size or other metadata attributes for the file change, this triggers a
metadata operation.
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The following rules apply:

Any node installed with the cl ust er _admi n product can be defined as a
server-capable administration node.

Although you can configure multiple server-capable CXFS administration nodes to
be potential metadata servers for a given filesystem, only the first of these nodes
to mount the filesystem will become the active metadata server. The list of
potential metadata servers for a given filesystem is ordered, but because of
network latencies and other unpredictable delays, it is impossible to predict which
node will become the active metadata server.

A single server-capable node in the cluster can be the active metadata server for
multiple filesystems at once.

There can be multiple server-capable nodes that are active metadata servers, each
with a different set of filesystems. However, a given filesystem has a single active
metadata server on a single node.

If the last potential metadata server for a filesystem goes down while there are
active CXFS clients, all of the clients will be forced out of the filesystem. (If
another potential metadata server exists in the list, recovery will take place. For
more information, see "Metadata Server Recovery" on page 398.)

If you are exporting the CXFS filesystem to be used with other NFS clients, the
filesystem should be exported from the active metadata server for best
performance. For more information on NFS exporting of CXFS filesystems, see
"CXFS Mount Scripts" on page 392.

For more information, see "Flow of Metadata for Reads and Writes" on page 572.

CXFS provides a single-system view of the filesystems; each host in the SAN has
equally direct access to the shared disks and common pathnames to the files. CXFS
lets you scale the shared-filesystem performance as needed by adding disk channels
and storage to increase the direct host-to-disk bandwidth. The CXFS shared-file
performance is not limited by LAN speeds or a bottleneck of data passing through a
centralized fileserver. It combines the speed of near-local disk access with the
flexibility, scalability, and reliability of clustering.
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CXFS and Highly Available Services

You can use one of the following products or to provide highly available services
(such as for NFS or Web) running on a CXFS filesystem:

¢ IRIX systems: IRIX FailSafe on IRIX systems

® SGI ProPack systems: SGI Cluster Manager for Linux (requires both the base and
storage software plug-in packages)

The CXFS plug-in moves the CXFS metadata server along with applications that must
run on the metadata server, such as DMF. This combination of CXFS and FailSafe or
SGI Cluster Manager for Linux provides high-performance shared data access for
highly available applications.

CXFS and IRIX FailSafe share the same infrastructure. SGI Cluster Manager for Linux
has a separate infrastructure.

Hardware and Software Support

Requirements

38

This section discusses the following:
* '"Requirements"

* "Compatibility" on page 40

CXFS requires the hardware and software specified in the release notes:

* Metadata servers that are dedicated to CXFS and filesystems work. See "Choose a
Metadata Server that is Dedicated to CXFS Work" on page 136.

* All server-capable administration nodes must run the same type of operating
system.

* A supported SAN hardware configuration.

Note: For details about supported hardware, see the Entitlement Sheet that
accompanies the release materials. Using unsupported hardware constitutes a
breach of the CXFS license.

007-4016-025



CXFS™ Administration Guide for SGI® InfiniteStorage

007-4016-025

Use a network switch. (A network hub is not supported.) The switch should be at
least 100baseT.

A private 100baseT or Gigabit Ethernet TCP/IP network connected to each node.

Note: When using Gigabit Ethernet, do not use jumbo frames. For more
information, see the t gconf i g man page.

Serial lines and/or supported Fibre Channel switches. For supported switches, see
the release notes.

Either system reset or I/O fencing is required for all nodes. SGI recommends
system reset for potential metadata servers. A cluster should have an odd number
of server-capable nodes with CXFS services running.

At least one host bus adapter (HBA) as specified in the release notes.
RAID hardware as specified in the release notes.

Adequate compute power for CXFS nodes, particularly metadata servers, which
must deal with the required communication and I/O overhead. There should be
at least 2 GB of RAM on the system.

A metadata server must have at least 1 processor and 1 GB of memory more than
what it would need for its normal workload (non-CXFS work). In general, this
means that the minimum configuration would be 2 processors and 2 GB of
memory. If the metadata server is also doing NFS or Samba serving, then more
memory is recommended (and the nbuf and ncsi ze kernel parameters should be
increased from their defaults).

CXFS makes heavy use of memory for caching. If a very large number of files
(tens of thousands) are expected to be open at any one time, additional memory
over the minimum is also recommended. Use the following to determine the
amount of memory required for your system:

2KB x number_of_inodes = metadata_server_memory

In addition, about half of a CPU should be allocated for each Gigabit Ethernet
interface on the system if it is expected to be run a close to full speed.

To avoid problems during metadata server recovery/relocation, all potential
metadata servers should have as much memory as the active metadata server.
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Licenses for CXFS and XVM. See the general release notes Chapter 4, "CXFS
License Keys" on page 69.

The XVM volume manager, which is provided as part of the IRIX release.

If you use I/O fencing and i pfil terd on a node, the i pfilterd configuration
must allow communication between the node and the t el net port on the switch.

A cluster is supported with as many as 64 nodes, of which as many as 16 can be
server-capable administration nodes.

A cluster in which both CXFS and FailSafe are run (known as coexecution) is
supported with a maximum of 64 nodes, as many as 8 of which can run FailSafe. The
administration nodes must run IRIX; FailSafe is not supported on SGI ProPack nodes.
Even when running with FailSafe, there is only one pool and one cluster. See
"Overview of FailSafe Coexecution" on page 40, for further configuration details.

Compatibility

CXFS is compatible with the following:

Data Migration Facility (DMF) and Tape Management Facility (TMF).

Trusted IRIX. CXFS has been qualified in an SGI Trusted IRIX cluster with the
Data Migration Facility (DMF) and Tape Management Facility (TMF).

If you want to run CXFS and Trusted IRIX, all server-capable administration nodes
must run Trusted IRIX. Client-only nodes can be running IRIX. For more
information, see Chapter 17, "Trusted IRIX and CXFS" on page 469.

FailSafe (coexecution). See the "Overview of FailSafe Coexecution" on page 40, and
the FailSafe Administrator’s Guide for SGI InfiniteStorage.

SGI Cluster Manager for Linux. See the SGI InfiniteStorage Cluster Manager for
Linux Administrator’s Guide.

Overview of FailSafe Coexecution

CXFS 6.5.10 or later and IRIS FailSafe 2.1 or later (plus relevant patches) may be
installed and run on the same system.

40
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A subset of nodes in a coexecution cluster can be configured to be used as FailSafe
nodes; a coexecution cluster can have up to eight nodes that run FailSafe.

The cluster database contains configuration information about nodes, the cluster,
logging information, and configuration parameters. If you are running CXFS, it also
contains information about CXFS filesystems and CXFS metadata servers, which
coordinate the information that describes a file, such as the file’s name, size, location,
and permissions; there is one active metadata server per CXFS filesystem. If you are
running FailSafe, it also contains information about resources, resource groups, and
failover policies. Figure 1-9 depicts the contents of a coexecution cluster database.

Cluster database

CXFS

CXFS filesystems
Metadata servers

Common

Nodes

Cluster

Logging information
Configuration parameters

Figure 1-9 Contents of a Coexecution Cluster Database

In a coexecution cluster, a subset of the nodes can run FailSafe but all of the nodes
must run CXFS. If you have both FailSafe and CXFS running, the products share a
single cluster and a single database. There are separate configuration GUIs for
FailSafe and CXFS; the cnmgr command performs configuration tasks for both CXFS
and FailSafe in command-line mode. You can also view cluster information with the
cl conf _i nf 0 command.

The administration nodes can perform administrative tasks for FailSafe or CXFS and
they run the f s2d cluster database daemon, which manages the cluster database and
propagates it to each administration node in the pool. All FailSafe nodes are
administration nodes, but some CXFS nodes do not perform administration tasks and
are known as client-only nodes.
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For more information, see Chapter 16, "Coexecution with FailSafe" on page 461.

CXFS Tools Overview

CXFS provides a set of tools to manage the cluster. These tools execute only on the
appropriate node types:

e Administration nodes:

— cxfsngr, which invokes the CXFS Manager graphical user interface (GUI)

Note: The GUI must be connected to a CXFS administration node, but it can be
launched elsewhere; see "Starting the GUI" on page 188.

— cxfs_admn
— cngr (also known as cl ust er _ngr)
- clconf_info
- cxfs-config
¢ C(Client-only nodes:
- cxfs_info

— cxfs_admn

Note: You can run cxf s_admi n from any host that has the appropriate access
permissions and network connections.

You can perform CXFS configuration tasks using the GUI, cxf s_admi n, or cngr.
These tools update the cluster database, which persistently stores metadata and
cluster configuration information.

Although these tools use the same underlying software command line interface (CLI)
to configure and monitor a cluster, the GUI provides the following additional
features, which are particularly important in a production system:

* You can click any blue text to get more information about that concept or input
field. Online help is also provided with the Help button.
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* The cluster state is shown visually for instant recognition of status and problems.
* The state is updated dynamically for continuous system monitoring.

e All inputs are checked for correct syntax before attempting to change the cluster
configuration information. In every task, the cluster configuration will not update
until you click OK.

* Tasks take you step-by-step through configuration and management operations,
making actual changes to the cluster configuration as you complete a task.

* The graphical tools can be run securely and remotely on any IRIX workstation or
any computer that has a Java-enabled web browser, including Windows and Linux
computers and laptops.

The cxf s_adni n command waits for a command to be completed before continuing
and provides an improved interface over cngr, including <TAB> completion of
commands. All input is validated before a command is completed. cxfs_adni n also
provides a step-by-step mode with auto-prompting and scripting capabilities.
cxfs_adm n provides better state information than the GUI, cngr, cl conf _i nf o,
or cxfs_info.

The cmgr command is more limited in its functions. It enables you to configure and
administer a cluster system only on a CXFS administration node (one that is installed
with the cl ust er _admi n software product). It provides a minimum of help and
formatted output and does not provide dynamic status except when queried.

The cxfs_adm n and cngr commands are convenient when performing basic
configuration tasks or isolated single tasks in a production environment, or when
running scripts to automate some cluster administration tasks.

You can use the confi g command in cxf s_admi n to output the current
configuration to a file and later recreate the configuration by using a command line
option. Similarly, you can use the bui | d_cngr _scri pt command to create a cnyr
script based on the contents of the cluster database.

After the associated changes are applied to all online database copies in the pool, the
view area in the GUI will be updated. You can use the GUI or the cxfs_admi n,
cngr, and cl conf _i nf 0 commands to view the state of the database. (The database
is a collection of files, which you cannot access directly.) On a client-only node, you
can use the cxf s_i nf o command.

For more details, see the following:

¢ "GUI Overview" on page 187

43



1: Introduction to CXFS

e '"cxfs_adm n Overview" on page 259
¢ "Saving and Recreating the Current Configuration with cxfs_admni n" on page 301
e "cngr Overview" on page 306

® "Creating a cngr Script Automatically" on page 368
¢ Chapter 18, "Monitoring Status" on page 471

Guaranteed-Rate I/0O (GRIO) Version 2 and CXFS

44

CXFS supports guaranteed-rate I/O (GRIO) version 2 clients on all platforms, with a
GRIO server on IRIX nodes or SGI ProPack nodes.

GRIO is disabled by default on SGI ProPack. To enable GRIO, change the following
line in / etc/ cluster/config/cxfs_client.options from:

export GRlI O2=of f
to:
export GRI O2=o0n

Once installed in a cluster, you can run the following commands from any node in
the cluster as a superuser:

¢ grioadm n provides stream and bandwidth management
* griogos is the comprehensive stream quality-of-service monitoring tool

Run the above tools with the - h (help) option for a full description of all available
options.

The paths to the GRIO commands differ by platform. See Appendix D, "Operating
System Path Differences" on page 601.

For details about GRIO, see the Guaranteed-Rate I/O Version 2 Guide. For other
platform-specific limitations and considerations, see the CXFS MultiOS Client-Only
Guide for SGI InfiniteStorage.
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There are two versions of XVM failover. You must choose the appropriate version for
your CXFS cluster:

* "XVM Failover Version 1 (V1)" on page 46
e "XVM Failover V2" on page 47

The TP9100 and RM610/660 RAID units do not have any host type failover
configuration. Each LUN should be accessed via the same RAID controller for each
node in the cluster because of performance reasons. These RAIDs behave and have
the same characteristics as the SG AVT mode discussed below.

The TP9300, TP9500, and TP9700 RAID units will behave differently depending on
the host type that is configured:

* SG RDAC mode requires all I/O for a LUN to take place through the RAID
controller that currently owns the LUN. Any I/0 sent to a RAID controller that
does not own the LUN will return an error to the host that sent the request. In
order for the LUN to be accessed via the alternate controller in a RAID array;, it
requires the failover driver software on a host to send a command to the backup
controller instructing it to take ownership of the specified LUN. At that point, the
ownership of the LUN is transferred to the other LUN and I/O can take place via
new owner. Other hosts in the cluster will detect this change and update their I/O
for the LUN to use a path to the RAID controller that now owns the LUN. Only
XVM failover V1 can successfully control RAIDs in SG RDAC mode.

¢ SG AVT mode also has the concept of LUN ownership by a single RAID
controller. However, LUN ownership change will take place if any I/O for a given
LUN is received by the RAID controller that is not the current owner. The change
of ownership is automatic based on where I/O for a LUN is received and is not
done by a specific request from a host failover driver. The concern with this mode
of operation is that when a host in the cluster changes 1/0O to a different RAID
controller than that used by the rest of the cluster, it can result in severe
performance degradation for the LUN because of the overhead involved in
constantly changing ownership of the LUN. Either XVM failover V1 or V2 can
successfully control RAIDs in S@ AVT mode (TP9400 does not accept SG AVT
mode).
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Note: If you are using XVM failover version 2, note the following:
e TP9100 1 GB and 2 GB:

— SG RDAC mode requires that the array is set to mul ti port
— SG AVT mode requires that the array is setto nul titid

e TP9300/9500/5S330 Fiber or SATA use of SG AVT requires 06.12.18.xx code or later
be installed

¢ TP9700 use of SG@ AVT requires that 06.15.17xx. code or later be installed

SG RDAC mode is supported under all revisions in RAID firmware section for these
models.

For more information about firmware levels, see "RAID Firmware" on page 60.

XVM Failover Version 1 (V1)

46

You can use XVM failover V1 if your cluster has only IRIX nodes and SGI ProPack 3
or earlier nodes.

CXFS supports XVM failover V1 on the following platforms:
e IRIX
* SGI ProPack 3 or earlier

For failover V1 you can configure TP9300, TP9400, TP9500, and TP9700 RAID units
with either SG@ RDAC or SA@ AVT host type. Where possible (when the cluster contains
only IRIX and SGI ProPack 3 nodes), SG RDAC is the preferred method with failover
V1.

Failover V1 uses the scsi f 0(1M) command and / et ¢/ f ai | over. conf file. For
more information, see the scsi f 0o(1M) and f ai | over (IM) man pages.

Note: Failover V1 is independent of xvm and the xvmfailover V2 commands do not
support failover V1. See "XVM Failover V2" on page 47.
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XVM Failover V2

You should use XVM failover version 2 (V2) if you have a cluster that contains nodes
running operating systems other than IRIX or SGI ProPack 3 in order to get the
maximum bandwidth and avoid LUN movement between RAID controllers (multiple
nodes accessing the same LUN through different RAID controllers can degrade
performance considerably). In general, you want to evenly distribute the I/O to
LUNs across all available host bus adapters and RAID controllers and attempt to
avoid blocking in the SAN fabric.

The ideal case, from performance standpoint, is to use as many paths as connection
endpoints between two nodes in the fabric with as few blocking paths as possible in
the intervening SAN fabric.

CXFS supports XVM failover V2 on the following platforms:
e IRIX

* SGI ProPack

o AIX

¢ Linux third-party

* Mac OS X

* Solaris

Failover V2 requires that you configure TP9300, TP9500, TP9700, and S330 RAID units
with S@ AVT host type.

You must configure the / et ¢/ fai | over 2. conf file for each node. You can use the
pref erred keyword to specify the preferred path for accessing each LUN; there is
no default. Affinity determines priority order in which alternate paths from a node to
a LUN will be tried in the case of a failure. You can use affinity to group all paths to
a particular RAID controller. The valid range of affinity values is 0 (lowest) through
15 (highest); the default is affinity 0. Paths with the same affinity number are all tried
before failover V2 moves to the next highest affinity number; at 15, failover V2 wraps
back to affinity O and starts over.

Failover V1 Example Using Two Affinities
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The following example groups the paths for | un3 and the paths for | un4:
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/ dev/ xscsi / pci 0004:
/ dev/ xscsi / pci 0004:
/ dev/ xscsi / pci 0004:
/ dev/ xscsi / pci 0004:
/ dev/ xscsi / pci 0004:
/ dev/ xscsi / pci 0004:
/ dev/ xscsi / pci 0004:
/ dev/ xscsi / pci 0004:

/ dev/ xscsi / pci 0004:
/ dev/ xscsi / pci 0004:
/ dev/ xscsi / pci 0004:
/ dev/ xscsi / pci 0004:
/ dev/ xscsi / pci 0004:
/ dev/ xscsi / pci 0004:
/ dev/ xscsi / pci 0004:
/ dev/ xscsi / pci 0004:

/ dev/ xscsi / pci 04.
/ dev/ xscsi / pci 04.
/ dev/ xscsi / pci 04.
/ dev/ xscsi / pci 04.
/ dev/ xscsi / pci 04.
/ dev/ xscsi / pci 04.
/ dev/ xscsi / pci 04.
/ dev/ xscsi / pci 04.

/ dev/ xscsi / pci 04.
/ dev/ xscsi / pci 04.
/ dev/ xscsi / pci 04.
/ dev/ xscsi / pci 04.
/ dev/ xscsi / pci 04.
/ dev/ xscsi / pci 04.
/ dev/ xscsi / pci 04.
/ dev/ xscsi / pci 04.
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00:
00:
00:
00:
00:
00:
00:
00:

00:
00:
00:
00:
00:
00:
00:
00:

In SGI ProPack 5, the file would be:

01.
01.
01.
01.
01.
01.
01.
01.

01.
01.
01.
01.
01.
01.
01.
01.

1/ node200900a0b813b982/ port 1/ 1 un3/ di
1/ node200900a0b813b982/ port 2/ | un3/ di
0/ node200900a0b813b982/ port 1/ 1 un3/ di
0/ node200900a0b813b982/ port 2/ | un3/ di
1/ node200800a0b813b982/ port 1/ 1 un3/ di
0/ node200800a0b813b982/ port 1/ 1 un3/ di
1/ node200800a0b813b982/ port 2/ 1 un3/ di
0/ node200800a0b813b982/ port 2/ | un3/ di

1/ node200900a0b813b982/ port 1/ | un4/ di
1/ node200900a0b813b982/ port 2/ | un4/ di
0/ node200900a0b813b982/ port 1/ | un4/ di
0/ node200900a0b813b982/ port 2/ | un4/ di
1/ node200800a0b813b982/ port 1/ | un4/ di
1/ node200800a0b813b982/ port 2/ | un4/ di
0/ node200800a0b813b982/ port 1/ | un4/ di
0/ node200800a0b813b982/ port 2/ | un4/ di

sc,
sc,
sc,
sc,
sc,
sc,
sc,
sc,

sc,
sc,
sc,
sc,
sc,
sc,
sc,
sc,

01.
01.
01.
01.
01.
01.
01.
01.

01.
01.
01.
01.
01.
01.
01.
01.

In SGI ProPack 4, the file would be:

1/ node200900a0b813b982/ port 1/ 1 un3/ di
1/ node200900a0b813b982/ port 2/ |1 un3/ di
0/ node200900a0b813b982/ port 1/ 1 un3/ di
0/ node200900a0b813b982/ port 2/ | un3/ di
1/ node200800a0b813b982/ port 1/ 1 un3/ di
0/ node200800a0b813b982/ port 1/ 1 un3/ di
1/ node200800a0b813b982/ port 2/ |1 un3/ di
0/ node200800a0b813b982/ port 2/ | un3/ di

1/ node200900a0b813b982/ port 1/ | un4/ di
1/ node200900a0b813b982/ port 2/ | un4/ di
0/ node200900a0b813b982/ port 1/ | un4/ di
0/ node200900a0b813b982/ port 2/ | un4/ di
1/ node200800a0b813b982/ port 1/ | un4/ di
1/ node200800a0b813b982/ port 2/ | un4/ di
0/ node200800a0b813b982/ port 1/ | un4/ di
0/ node200800a0b813b982/ port 2/ | un4/ di

sc,
sc,
sc,
sc,
sc,
sc,
sc,
sc,

sc,
sc,
sc,
sc,
sc,
sc,
sc,
sc,

af fi
af fi
af fi
af fi
af fi
af fi
af fi
af fi

af fi
af fi
af fi
af fi
af fi
af fi
af fi
af fi

af fi
af fi
af fi
af fi
af fi
af fi
af fi
af fi

nity=0
nity=0
nity=0
nity=0
nity=1
nity=1
nity=1
nity=1

af fi
af fi
af fi
af fi
af fi
af fi
af fi
af fi

nity=0
nity=0
nity=0
nity=0
nity=1
nity=1
nity=1
nity=1

nity=0
nity=0
nity=0
nity=0
nity=1
nity=1
nity=1
nity=1

nity=0
nity=0
nity=0
nity=0
nity=1
nity=1
nity=1
nity=1

preferred

preferred

preferred

preferred
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The order of paths in the file is not significant. Paths to the same LUN are detected

automatically. Without this file, all paths to each LUN would have affinity 0 and there

would be no preferred path. Setting a pr ef err ed path ensures that multiple paths

will be used for performance. If no path is designated as pr ef er r ed, the path used
to the LUN is arbitrary based on the order of device discovery. There is no interaction

between the preferred path and the affinity values.

This file uses affinity to group the RAID controllers for a particular path. Each

controller has been assigned an affinity value. It shows the following;:

There is one PCI card with two ports off of the HBA (pci 04. 01. 1 and

pci 04. 01. 0)

There are two RAID controllers, node200800a0b813b982 and

node200900a0b813b982

Each RAID controller has two ports that are identified by port 1 or port 2

Each LUN has eight paths (via two ports on a PCI card, two RAID controllers, and

two ports on the controllers)

There are two affinity groups for each LUN, af fi ni ty=0 and af fi ni ty=1

There is a pr ef err ed path for each LUN

Failover will exhaust all paths to | un3 from RAID controller

node200900a0b813b982 (with af fi ni t y=0 and the pr ef er r ed path) before
moving to RAID controller node200800a0b813b982 paths (with af fi ni t y=1)

Failover V2 Example Using Four Affinities

/ dev/ xscsi / pci 0004:
/ dev/ xscsi / pci 0004:
/ dev/ xscsi / pci 0004:
/ dev/ xscsi / pci 0004:
/ dev/ xscsi / pci 0004:
/ dev/ xscsi / pci 0004:
/ dev/ xscsi / pci 0004:
/ dev/ xscsi / pci 0004:
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00:
00:
00:
00:
00:
00:
00:
00:

The following example uses four affinities to associate the two HBA ports with each
of the available two ports on the RAID’s two controllers:

For SGI ProPack 5:

01.
01.
01.
01.
01.
01.
01.
01.

1/ node200900a0b813b982/ port 1/ | un4/ di
1/ node200900a0b813b982/ port 2/ | un4/ di
0/ node200900a0b813b982/ port 1/ | un4/ di
0/ node200900a0b813b982/ port 2/ | un4/ di
1/ node200800a0b813b982/ port 1/ | un4/ di
1/ node200800a0b813b982/ port 2/ | un4/ di
0/ node200800a0b813b982/ port 1/ | un4/ di
0/ node200800a0b813b982/ port 2/ | un4/ di

sc,
sc,
sc,
sc,
sc,
sc,
sc,
sc,

af fi
af fi
af fi
af fi
af fi
af fi
af fi
af fi

nity=0
nity=1
nity=0
nity=1
nity=3
nity=2
nity=3
nity=2

preferred
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/ dev/ xscsi / pci 04.
/ dev/ xscsi / pci 04.
/ dev/ xscsi / pci 04.
/ dev/ xscsi / pci 04.
/ dev/ xscsi / pci 04.
/ dev/ xscsi / pci 04.
/ dev/ xscsi / pci 04.
/ dev/ xscsi / pci 04.

01.
01.
01.
01.
01.
01.
01.
01.

For SGI ProPack 4:

1/ node200900a0b813b982/ port 1/ | un4/ di
1/ node200900a0b813b982/ port 2/ | un4/ di
0/ node200900a0b813b982/ port 1/ | un4/ di
0/ node200900a0b813b982/ port 2/ | un4/ di
1/ node200800a0b813b982/ port 1/ | un4/ di
1/ node200800a0b813b982/ port 2/ | un4/ di
0/ node200800a0b813b982/ port 1/ | un4/ di
0/ node200800a0b813b982/ port 2/ | un4/ di

sc,
sc,
sc,
sc,
sc,
sc,
sc,
sc,

af fi
af fi
af fi
af fi
af fi
af fi
af fi
af fi

nity=0
nity=1
nity=0
nity=1
nity=3
nity=2
nity=3
nity=2

preferred

Each affinity associates the two host adapter ports with a single RAID controller port.
The declaration of these eight associations completely defines all of the available

paths to a single RAID LUN.

These eight associations also represent the order in which the paths are tried in a
failover situation. Failover begins by trying the other paths within the current affinity
and proceeds in a incremental manner through the affinities until either a working
path is discovered or all possible paths have been tried. The paths will be tried in the

following order:

1. Affinity 2 (the affinity of the current path), which is associated with RAID

controller A port 2

2. Affinity 3, which is associated with RAID controller A port 1

3. Affinity 0, which is associated with raid controller B port 1

4. Affinity 1, which is associated with raid controller B port 2

Failover V2 Example for Two RAID Controllers

/ dev/ dsk/ 200800a0b818b4de/ | undvol / c2p2

The following example for IRIX shows two RAID controllers, 200800a0b818b4de

and 200900a0b818b4de for | undvol :

/ dev/ dsk/ 200800a0b818b4de/ | undvol / c2pl affinity=0
/ dev/ dsk/ 200900a0b818b4de/ | undvol / c2p2 affinity=1
/ dev/ dsk/ 200900a0b818b4de/ | undvol / c2pl affinity=1
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Generating a fail over2. conf File

The easiest method to generate a default f ai | over 2. conf file is to run the
following command:

xvm show -v phys | fgrep affinity

If all nodes have correctly configured f ai | over 2. conf files, an affinity change in
one node will signal all other nodes in the cluster that the node has changed affinity
for a LUN, allowing the other nodes to change to the same affinity (the same RAID
controller). A user can also use the f oswi t ch command with the - cl ust er option
to XVM that will cause all nodes in a cluster to either return to their preferred paths
or move to a specific affinity.

XVM Commands Related to Failover V2
The following are useful XVM commands related to failover V2:

xvm foconfig -c -pre phys/ name (switch phys/name in all nodes in cluster to preferred path)

xvm foswitch -cluster -setaffinity X phys/ name (switch phys/name in cluster to affinity "X")
xvm show -v phys

xvm show -v phys | grep affinity > failover.conf.tenplate.for.existing.vol unes
xvm hel p -v foconfig

xvm hel p -v fosw tch

xvm hel p -v show

For More Information about XVM Failover

For other platform-specific examples of / et ¢/ f ai | over 2. conf , see the CXFS
MultiOS Client-Only Guide for SGI InfiniteStorage.

For more information, see the comments in the / et ¢/ f ai | over 2. conf file and the
XVM Volume Manager Administrator’s Guide.

GPT Labels and CXFS

CXFS supports XVM labels on LUNs with GUID partition table (GPT) labels as well
LUNs with SGI disk volume header (DVH) labels. A CXFS cluster can contain LUNSs
that have GPT labels and LUNSs that have DVH labels.

You can create these labels on SGI ProPack server-capable nodes and Linux
third-party clients. The GPT label puts header data in sector 1 of a LUN, leaving
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sector 0 for a master boot record. Partition information is stored in a variable number
of sectors, starting at sector 2. XVM requires two partitions on a GPT-labeled disk,
one for XVM metadata and the other for the user data. XVM assumes ownership of
the LUN and access to a particular LUN could be fenced.

Note: CXFS supports a GPT-labeled disk up to 2 TB in size. However, being able to
label a disk does not mean that the system is able to recognize and use it. The
operating systems in the cluster will determine whether you can actually use a LUN
of a given size.

When creating a GPT partition table for XVM to use, the first partition size should be
at least 2 MB, just large enough to hold the XVM metadata (such as volume and slice
information). The second partition for the volume data should be the rest of the LUN.
You can place the start of the second partition anywhere after the first partition that
will give good performance, such as on a boundary of the RAID’s stripe width.

If you have a cluster with SGI ProPack server-capable nodes, you should use them to
create the GPT label. If you have IRIX server-capable nodes, you must use another
client node to put the GPT label on the LUN. After these disks are GPT labeled and
partitioned, you can use IRIX to write the XVM labels.

If the operating system is capable of specifying the start of a partition as a sector
number, place the start of data exactly on a boundary for good performance:

For SUSE LINUX Enterprise Server 9 (SLES 9) Service Pack 3, you can use the
nmkpart sect command to part ed.

For SLES 10, you can use the mkpart command to part ed to specify the sector
number using an s suffix. For example to make a partition starting at 2-MB into
the disk and ending at 961085440 (0x32490000), also a 2-MB byte boundary :

(parted) nkpart prinmary 4096s 961085440s

You can also use the uni t s command to part ed to set the input and display to
default to sectors as the unit size. The partition for XVM data (partition 2) should
have a start sector and length that is a common multiple of the RAID LUN’s stripe
width and the 16-KB page size for Altix. (If the partition is not made this way, the
xvmsl i ce command has options that you can use to place the slice on these
boundaries.) If LUNs are then concatenated, I/O will be less likely to span RAID
stripe-width boundaries or causing a read-modify-write inside the RAID if partial
stripes are written.
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For example, using a size with 2-MB boundaries:

(parted) unit s

(parted) print

Di sk geonetry for /dev/sdg: 0Os - 71687371s
Di sk | abel type: gpt

Nurmber Start End Si ze File system Nanme Fl ags
1 34s 3906s 3873s

(parted) nkpart

Partition type? [primary]?

File systemtype? [ext2]? xfs

Start? 4096

End? 71687168

(parted) print

Di sk geonetry for /dev/sdg: 0Os - 71687371s
Di sk | abel type: gpt

Nurmber Start End Si ze File system Nanme Fl ags
1 34s 3906s 3873s
2 4096s 71687168s 71683204s

¢ For other operating systems, see the operating system documentation.

GPT-labeled disks containing XVM labels will show up in XVM as unlabeled disks on
nodes running software prior to CXFS 4.0 (on those nodes, XVM sees the GPT label
but does not find the XVM label). Some CXFS 4.0 client-only nodes do not support
GPT labels; such clients will also see these disks as unlabeled. See the CXFS release
notes for a list of the clients that recognize XVM labels on GPT-labeled LUNS.

For more information, see the XVM Volume Manager Administrator’s Guide.

Installation and Configuration Overview
This section discusses the following:
¢ "Client-Only Packages and Commands Installed" on page 54
* "Administration Packages and Commands Installed" on page 55

¢ 'Installation Procedure Overview" on page 58

007-4016-025 53



1: Introduction to CXFS

Client-Only Packages and Commands Installed

54

The following packages are installed on a client-only node:
* Application binaries, documentation, and support tools:

cxfs_ client
cxfs_ util

e Kernel libraries:

cxfs
eoe. SW. Xxvm

The following commands are shipped as part of the CXFS client-only package:

/usr/cluster/bin/cxfs_client (the CXFS client service)
/usr/cluster/bin/cxfs-config
/usr/cluster/bin/cxfsdunp
/usr/cluster/bin/cxfslicense

These commands provide all of the services needed to include an IRIX or an SGI

ProPack client-only node.

For more information, see the cxfs_cl i ent and cxf sdunp man pages.

Table 1-1 Client-only Commands

Command Description

cxfs_client(lm) Controls the CXFS client daemon

cxfs_i nf o(lm)

cxf sdunp(1M) Gathers configuration information in a CXFS cluster for
diagnostic purposes.

cxfscp(l) Copies large files to and from a CXFS filesystem

cxfslicense(1M) Reports the status of client-side CXFS and XVM license
keys.

gri oadmi n(1m) Provides stream and bandwidth management
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Command Description

gri oqos(1m) Provides comprehensive stream quality-of-service
monitoring

xvm(1lm) Invokes the XVM command line interface

Administration Packages and Commands Installed
The following packages are installed on an administration node:
* Application binaries, documentation, and support tools:

cluster_admn
cluster_control
cluster_services
cxfs_cluster

cxfs_ util

e Kernel libraries:

cxfs
eoe. SW. Xxvm

e GUI tools:
- IRIX:

sysadm base
sysadm cl uster
sysadm cxfs
sysadm xvm

— SGI ProPack:

cxf s- sysadm base
cxfs-sysadm cl uster
cxfs-sysadm cxfs
cxfs-sysadm xvm

The following commands are shipped as part of the CXFS administration package
and are located in / usr/ cl ust er/ bi n:

Table 1-2 summarizes the CXFS commands of most use on an administration node.
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Table 1-2 Administration Commands

Command

Description

bui | d_cmgr _scri pt (1IM)

cxfscp(l)
cheutil (IM)
cdbBackup(1M)
cdbRest or e(1M)
cdbconfi g(1M)
cdbuti | (1M)

clconf _info
clconf _stats

cl conf _status

cl confd

cxfs_shut down

cl ust er _st at us(1M)
crgr (1M)

crms_fail conf (1M)

cnmond(1M)
crsd(1M)
cxfs_adm n(1M)

cxfs-confi g(1M)

56

Builds a cngr script from the cluster database. (The confi g command in
cxfs_adm n provides the same functionality.)

Copies large files to and from a CXFS filesystem
Accesses the back-end cluster database

Backs up the cluster database

Restores the cluster database

Configures the cluster database

Accesses the cluster database by means of commands that correspond to
functions in the | i bcdb library.

Provides information about the cluster
Provides CXFS heartbeat statistics for cluster

Provides provides a cur ses interface to display status information gathered
by the cad daemon (this information is also displayed by the cxf snmgr
command)

Implements the cluster control daemon
Shuts down CXEFS in the kernel and CXFS daemons
Obtains configuration and status information

Configures and administers the cluster. The cxfs_admi n command is more
user-friendly than crgr .

Configures the action taken by the surviving nodes when a CXFS node loses
membership (normally, you will use the GUI, cxfs_adni n, or cngr to
perform these actions.)

Provides a framework for starting, stopping and monitoring process groups.
Controls system controllers on remote nodes in a cluster

Configures and administers the cluster database. This command is more
user-friendly than crgr .

Displays and checks configuration information in a CXFS cluster.
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Command Description

cxf sdunp(1M) Gathers configuration information in a CXFS cluster for diagnostic purposes.

cxfslicense(1M) Reports the status of CXFS and XVM client license keys.

cxf snor (1IM) Invokes the CXFS GUI, which provides access to the tasks that help you set
up and administer your CXFS filesystems and provides icons representing
status and structure

fs2d(1M) Implements the distributed cluster database

gri oadmi n(1m)
gri oqos(1m)
haSt at us(1M)
ha_ci | og(1M)

ha_crsd(1M)
ha_exec2(1M)
ha_gcd(1M)
ha_i f d(1M)

ha_i f dadni n(1M)

ha_macconfi g2(1M)

ha_srnd(1M)
haf ence(1M)

[istclients(1M)
sysadnmd(1M)
xvngr (1M)

Provides stream and bandwidth management
Provides comprehensive stream quality-of-service monitoring
Obtains configuration and status information

Logs messages using the cluster logging subsystem (used only for FailSafe
coexecution)

Provides node membership services (used only for FailSafe coexecution)
Executes a command on a cluster node (used only for FailSafe coexecution)
Provides an atomic messaging service (used only for FailSafe coexecution)

Provides support for all system resource manager (SRM) actions for IP
addresses (used only for FailSafe coexecution)

Provides information about IP addresses from the ha_i f d daemon (used
only for FailSafe coexecution)

Displays and changes the MAC address of a network interface (used only
for FailSafe coexecution)

Provides resource management services (used only for FailSafe coexecution)

Administer the CXFS I/O fencing configuration stored in the cluster database
(normally, you will perform this task using the GUIL, cxfs_adm n, or cngr)

Lists system administration clients
Allows clients to perform remote system administration

Invokes the XVM GUI, which provides access to the tasks that help you set
up and administer your logical volumes and provides icons representing
status and structure
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Installation Procedure Overview

58

Following is the order of installation and configuration steps:

1.

Install the operating system (if not already done). See the CXFS release notes for
supported levels.

Install and verify the RAID. See Chapter 2, "SGI RAID for CXFS Clusters" on
page 59

Install and verify the switch. See Chapter 3, "Switches" on page 63.

Obtain and install the CXFS license keys and (if needed) XVM license keys. See
Chapter 4, "CXFS License Keys" on page 69.

Prepare the node, including adding a private network.

Install the CXFS software. For details, see:

¢ Chapter 6, "IRIX CXFS Installation" on page 97

e Chapter 7, "SGI ProPack CXFS Installation" on page 109

* Installation chapters in CXFS MultiOS Client-Only Guide for SGI InfiniteStorage

Configure the cluster to define the new node in the pool, add it to the cluster,
start CXFS services, and mount filesystems. See "Guided Configuration Tasks" on
page 209.
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RAID Hardware
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SGI RAID for CXFS Clusters

This chapter discusses SGI RAID for CXFS clusters:

e '"RAID Hardware" on page 59

¢ "RAID Firmware" on page 60

* "Number of LUNs Supported" on page 61
e '"RAID Verification" on page 62

For additional updates, see the CXFS release notes.

CXFS supports the following RAID hardware:

SGI InfiniteStorage 10000
SGI InfiniteStorage 6700
SGI InfiniteStorage 4500
SGI InfiniteStorage 4000
SGI RM610

SGI RM660

SGI InfiniteStorage 6700
SGI TP9700

SGI TP9500S (serial ATA)
SGI TP9500

SGI TP9400

SGI TP9300S (serial ATA)
SGI TP9300

SGI TP9100

SGI 5330

The SGI RAID will be initially installed and configured by SGI personnel.
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RAID Firmware

60

SGI RAID supports the following firmware:

SGI RM610 and RM660 running version 5.12b or later.
SGI InfiniteStorage 6700 supports controller firmware version V3.00.

The TP9700 9.14 CD contains the required controller firmware and NVSRAM files.
The 06.14.xx.xx code or later must be installed.

Note: If running with IRIX 6.5.26, the TP9700 requires IRIX patch 5822 or its
SuCCessors.

The TP9500S 8.0 CD contains the required controller firmware and NVSRAM files.
The 05.41.xx.xx code or later must be installed.

The TP9400/TP9500 6.0 CD contains the required controller firmware and
NVSRAM files. The 05.30.xx.xx code or later must be installed.

The TP9400 4.0 CD contains the required controller firmware and NVSRAM files
for the 4774 or 4884 units:

— If you have a 4774 unit, the 04.01.xx.xx , 04.02.xx.xx, or 05.30.xx.xx code or later
must be installed

— If you have a 4884 unit, the 04.02.xx.xx code is installed by default

The TP9300S 8.0 CD contains the required controller firmware and NVSRAM files.
The 05.41.xx.xx code or later must be installed if using 2882 controllers, or
05.42.xx.xx code or later if using 2822 controllers.

Note: The initial TP9300S used 2882 controllers in the controller module. This
product was later replaced with a 2822 controllers (still using the TP9300S
marketing code). With the release of the 2822 controller, SATA disk drives can be
installed in the controller module (the 2882 did not have disk drives installed in
the controller module).

The TP9300 7.0 CD contains the required controller firmware and NVSRAM files.
The 05.33.xx.xx code or later must be installed.
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¢ The TP9100 4.0 CD contains the required version 7.75 controller firmware for the
1-Gbit TP9100. Supported via special request with optical attach (other conditions

may apply).

¢ The TP9100 5.0 CD contains the required version 8.40 firmware for the 2-Gbit
TP9100. (Direct connect is supported only for IRIX nodes using reset lines.)

Note: The TP9100 is limited to 64 host connections.

e The TP9300 8.42 CD (TPSSM 8.42) contains the required 8.42 firmware for the 5330.
See also "XVM Failover and CXFS" on page 45.

Number of LUNs Supported
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By default, the RAID firmware supports a maximum number of logical units (LUNSs).
If additional LUNSs are required, you must obtain a separate software-enabling key;
this key will support a larger number of LUNSs in separate partitions, which requires
that the Fibre Channel ports be mapped to a partition. Contact your SGI sales
representative for the SGI software partitioning key.

The maximum depends upon the code installed, as shown in Table 2-1.

Table 2-1 Number of LUNs Supported

LUN Maximum with a

Firmware Level Default LUN Maximum Partioning Key
04.01.xx.xx 32 128
04.02.xx.xx 32 128
05.30.xx.xx 32 1024
05.33.xx.xx 32 2048
05.40.xx.xx 256 2048
06.14.xx.xx 32 2048
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RAID Verification

To verify that the SGI RAID is properly installed and ready for use with CXFS, you
can dump the RAID’s profile and verify the controller software revisions.
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Chapter 3

Switches

This chapter discusses the following:
* '"Brocade Switch" on page 63
* "QLogic Switch" on page 68

Brocade Switch
This section discusses the following:
* '"Brocade Firmware" on page 63
¢ "Verifying the Brocade Switch Firmware Version" on page 65
¢ "Verifying the Brocade License" on page 65
e '"Limiting t el net Sessions" on page 66

¢ "Changing the Brocade FC Cable Connections" on page 67

Brocade Firmware

All Brocade switches contained within the SAN fabric must have the appropriate
Brocade firmware, shown in Table 3-1.

Note: There are issues when upgrading from firmware v4.1.1. See Technical
Information Bulletin 201240 on Supportfolio for details:

http:/ /support.sgi.com
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Table 3-1 Brocade Firmware

Switch Ports Speed (Gb/s) Minimum Firmware
200E 8, 16 4 5.1.0a
2400 8 1 2.6.1
2800 16 1 2.6.1
3200 8 2 3.2.0
3250 8 2 5.1.0a
3252 8 2 5.1.0a
3800 16 2 3.2.0
3850 16 2 5.1.0a
3852 16 2 5.1.0a
3900 32 2 5.1.0a
4100 32 4 5.1.0a
4900 16, 32, 64 4 5.1.0a

12000 32, 64, dual 64 2 5.0.1a
24000 32, 64, 128 2 5.1.0a
48000 32, 64, 128, 256 4 5.1.0a

If the current firmware level of the switches must be upgraded, please contact your
local SGI service representative or customer support center.

The Brocade switch must be configured so that its Ethernet interface is accessible
(using t el net ) from all CXFS administration nodes. The fencing network connected
to the Brocade switch must be physically separate from the private heartbeat network.

f Caution: The t el net port must be kept free in order for I/O fencing to succeed.

Switches using 4.x.x.x or later firmware permit multiple t el net sessions. However,
CXFS 1/0 fencing requires a t el net lockout for global mutual exclusion when a
fencing race occurs. Therefore, you must configure these switches to set the
maximum allowed simultaneous t el net sessions for the admin user to 1. (Brocade
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switches running 3.x.x.x firmware are shipped with the required restrictions
configured by default).

Verifying the Brocade Switch Firmware Version

To verify the firmware version, log into the switch as user admin and use the version
command, as shown in the following example:

wor kst ati on% t el net brocadel
Trying 169.238.221. 224. ..
Connected to brocadel. acne.com
Escape character is '"]’.

Fabric OS (tn) Release v2.6.0d

I ogin: admin

Passwor d:

brocadel: adm n> version

Ker nel : 5.4

Fabric Cs: v2.6.0d <== Firmware Revision
Made on: Fri May 17 16:33: 09 PDT 2002

Fl ash: Fri May 17 16: 34:55 PDT 2002

Boot Prom Thu Jun 17 15:20:39 PDT 1999
brocadel: adm n>

Verifying the Brocade License
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To verify the Brocade license, log into the switch as user admin and use the
licenseshow command, as shown in the following example:

br ocade: adni n> | i censeshow
dcRyzyScSedSz0p:

Wb |icense

Zoning license

SES |icense

Fabric |icense
SQRSY dd@TRRAUP:

Rel ease v2.2 license
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Limiting tel net Sessions

You must limit the maximum allowed simultaneous t el net session

Brocade 3250/3252/3850/3852/3900/4100/200E and t el net

To limit the maximum allowed simultaneous t el net sessions for the adm n user to 1
on the Brocade 3250/3252/3850/3852/3900/4100/200E, do the following;:

1. Connect to the switch via the t el net command and log in as r 00t .
2. Issue the sync command to avoid filesystem corruption:
# sync

3. Edit the / et c/ profil e file to change the max_t el net _sessi ons from 2 to 1
and place the information in a new file. For example:

# cd /etc
# sed -e 's/max_tel net_sessions=2/ max_t el net _sessions=1/" profile >profile. new

4. Distribute the edited profile file to both partitions on both central processors. For
example:

# cp profile.new profile
# cp profile.new /mt/etc/profile

5. Issue the sync command again to avoid filesystem corruption:
# sync
Brocade 12000/24000/48000 and t el net

To limit the maximum allowed simultaneous telnet sessions for the adm n user to 1
on the Brocade 12000/24000/48000, do the following:

1. Connect to the switch via the t el net command and log in as r 0ot .

2. Use the haShow command to make sure that both central processors are up. This
is indicated by the message Heartbeat Up within the output of the haShow
command. If it is not up, wait a few minutes and run haShow again to check for
the status.
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# cd /etc

3.

4.

Issue the sync command on the filesystems to avoid filesystem corruption:

# rsh 10.0.0.5 sync
# rsh 10.0.0.6 sync

Edit the / et c/ profi | e file to change the max_t el net _sessi ons from 2 to 1
and place the information in a new file. For example:

# sed -e 's/max_tel net_sessions=2/ max_t el net _sessions=1/" profile >profile. new

5.

Distribute the new profile to both partitions and central processors. For example:

# rcp /etc/profile.new 10.0.0.5:/etc/profile
# rcp /etc/profile.new 10.0.0.5:/mt/etc/profile
# rcp /etc/profile.new 10.0.0.6:/etc/profile
# rcp /etc/profile.new 10.0.0.6:/mt/etc/profile

Issue the sync command again to avoid filesystem corruption:

# rsh 10.0.0.5 sync
# rsh 10.0.0.6 sync

Changing the Brocade FC Cable Connections
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To change Brocade Fibre Channel cable connections used by nodes in the CXFS
cluster, do the following;:

1.

Cleanly shut down CXFS services on the nodes affected by the cable change. Use
the CXFS GUI, the cxf s_adm n command, or the cnmgr command.

Rearrange the cables as required.
Restart CXFS services.

Reconfigure 1/0 fencing if required. You must perform this step if I/O fencing is
enabled on the cluster and if you added/removed any Brocade switches. You
must use the CXFS GUI, the cxf s_adnm n command, or the chngr command to
add or remove switches from the CXFS configuration as required.

If any CXFS client nodes are connected to a new (or different) Brocade switch,
restart CXFS services on those nodes. This will ensure that the CXFS
administration servers can correctly identify the Brocade ports used by all clients.
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QLogic Switch

All QLogic switches contained within the SAN fabric must have the appropriate
QLogic firmware installed, as shown in Table 3-2.

Table 3-2 QLogic Switch Firmware

QLogic Switch SANbox Minimum Firmware
SB2A-16A/B 2-16 4.0
SB2B-08A/B 2-8 4.0
SB2C-16BSE 2-64 4.0
SB5200-08/12/16/20A 5200 4.0

For more information, see the QLogic SANbox2-64 Switch Management User’s Guide.

Caution: The t el net port must be kept free in order for I/O fencing to succeed. To
avoid interference with fencing, release admi n mode as soon as possible. Do not
leave adm n mode sessions open.
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Chapter 4

CXFS License Keys

The licensing used for SGI ProPack server-capable nodes is based the SGI License Key
(LK) software. For IRIX server-capable nodes, the licensing is based on the FLEXIm
product from Macrovision Corporation.

For the purposes of licensing, hyperthreaded CPUs are counted as a single processor,
while multicore processors are counted as multiple processors. Therefore, a dual-core
processor will be counted as 2 CPUs for the purposes of licensing with CXFS. A
hyperthreaded CPU or hyperthreaded core would only be counted as a single CPU
for licensing purposes. On SGI ProPack 5 nodes, CPU count is the number of sockets,
not cores.

For a matrix summarizing license support, see the general release notes.

This section discusses the following:

* '"Server-Side Licensing Overview" on page 69

¢ "Licensing on IRIX Clusters" on page 77

* '"Licensing on SGI ProPack 5 Clusters" on page 79

e 'Reinstalling An Existing Client-Side License Key for SGI ProPack 4" on page 80
* '"Verifying the License Keys" on page 80

* "For More Information About Licensing” on page 88

Server-Side Licensing Overview
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CXFS server-side licensing uses license keys on the CXFS server-capable nodes; it
does not require node-locked license keys on CXFS client-only nodes. The license
keys are node-locked to each server-capable node and specify the number and size of
client-only nodes that may join the cluster membership.

Server-side licensing is required on the following client-only nodes (to determine the
Linux architecture type, use the uname -i command):

e SGI ProPack 5
e RHEL 4 on x86_64
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e SLES 9 on x86_64
e SLES 10 on x86_64 or ia64

Other nodes can use either server-side or client-side licensing. However, if one node
within a cluster requires server-side licensing, all nodes must use server-side
licensing. If no nodes in the cluster require server-side licensing, the nodes can
continue to use existing client-side licensing. See the general release notes and
Chapter 4, "CXFS License Keys" on page 69.

Note: Server-side licensing is preferred, and no new client-side licenses will be
issued. Customers with support contracts can exchange their existing client-side
licenses for new server-side licenses. A future release will not support client-side
licensing. For more information, contact SGI customer support.

An IRIX server-capable node will continue to function with a CXFS feature license
key, but will require a CXFS_SS feature license key to activate server-side licensing.
An SGI ProPack 5 server-capable node requires a CXFS_SS license key to operate and
provide server-side license keys; it will not recognize a CXFS_I PF feature license key.

Server-side licensing provides flexibility when changing the CXFS cluster
configuration, such as the following: adding nodes, changing the number of CPUs in
one host, or using a license key part-time from different nodes connected to the cluster.

If one node in the cluster requires server-side licensing, all nodes must use server-side
licensing.

Licensing Requirements

70

Server-side licensing requires the following license keys on each server-capable
administration node:

® CXFS_SS feature license key. The server license key specifies the maximum
number of CPUs on the server. This license key is node-locked to the server.

* Client license keys, which specify the number and/or size of client-only nodes
that may join the cluster. See "Server-Side Client License Keys" on page 71.

No license keys are required on the client-only nodes themselves.

If you are using client-side licensing on an IRIX server-capable node, the IRIX node
requires a node-locked CXFS feature license key.
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Note: Other CXFS-aware products also require license keys:

XVM cluster mirroring requires a license key on server-capable nodes in order for
cluster nodes to access the cluster mirror. On CXFS client-only nodes, the user
feature where applicable is honored after the cxfs_cl i ent service is started.
XVM cluster mirroring on clients is also honored if it is enabled on the server. All
CXFS client nodes need an appropriate mirror license key in order to access local
mirrors.

Guaranteed rate 1/0 version 2 (GRIOv2) requires a license key on the
server-capable nodes

Server-Side Client License Keys
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There are two classes of server-side client license keys:

Workstation client license keys specify the number of nodes with as many as 4 CPUs
running one of the following platforms:

Linux on i386 architecture (as reported by the uname -i command)
Mac OS X
Windows

For example, an 8-node workstation client license key will allow up to eight nodes
running any combination of the supported workstation platforms to join CXFS
membership.

On Monday, you could have eight Mac OS X 4-CPU nodes, on Tuesday you could
have four Mac OS X 4-CPU nodes and four Windows 4-CPU nodes.

Enterprise client license keys specify the total number of CPUs running one of the
following platforms:

AIX

IRIX

Linux on i386 architecture (more than 4 CPUs)

Linux on x86_64 or ia64 architecture

Mac OS X (more than 4 CPUs)

SGI ProPack 4

SGI ProPack 5 (CPU count is the number of sockets, not cores)
Solaris

Windows (more than 4 CPUs)
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For example, a 32-CPU enterprise license key will allow sixteen 2-CPU nodes,
eight 4-CPU nodes, or one 32-CPU node to join membership. If your cluster
contained an SGI ProPack node with 4 sockets (4 dual-core CPUs), it would use 4
of the licenses.

Note: Server-side licensing is required on SGI ProPack 5 nodes, Linux third-party
nodes running on x86_64 architecture machines, and Linux third-party nodes running
SLES 10 on ia64 architecture machines. If one node within a cluster requires
server-side licensing, all nodes must use server-side licensing. However, if no nodes
in the cluster require server-side licensing, the following client-only nodes can
continue to use an existing valid client-side license:

AIX

IRIX

SLES 10 on 1386
Mac OS X

SGI ProPack 4
Solaris
Windows

License Key Replication on Server Nodes
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The purchase of a workstation or enterprise license entitles you to generate that
license key on all server-capable administration nodes in the cluster. Every
server-capable administration node in the cluster should install the same set of client
license keys. A server will generate warnings in the system log if the license keys on
one server-capable node do not match other server-capable nodes in the cluster.

Note: Server-side licensing does not introduce a point-of-failure in the CXFS cluster.
If the metadata server fails and the cluster recovers to a backup server that has
fewer/smaller client license keys, the client-only nodes that are currently in the
cluster membership will remain in the membership. However, additional client-only
nodes that attempt to join membership will fail until the membership count is
reduced to below the license key entitlement on the active metadata server.
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Cumulative Client License Keys

The number of client license keys is cumulative. To add more client-only nodes, you
can purchase additional workstation or enterprise licenses as appropriate (you do not
have to upgrade existing license keys).

For example, if you already have a 32-CPU enterprise license key and want to add
another 32-CPU enterprise-class machine, you purchase another 32-CPU enterprise

license. You must install this new license key key on every server-capable
administration node in the cluster.

Examples of License Keys Required for Cluster Changes
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The following figures show examples of the differences in the license key models.

SGICXFS 3.4

Active metadata server

Backup metadata server

SGI CXFS 3.4

GP3 server license ke)D

GPS server license ke))

AIX

AIX

Client-only

Client-only license key

Solaris
Client-only

Solaris
Client-only license key

Mac OS X
4-CPU
Client-only

Mac OS X
Client-only license key

Figure 4-1 Previous Client-Side License Keys
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SGI CXFS 4.0
Active metadata server

Server license key

Enterprise license
keys (32 CPUs)

Workstation license

keys (4 nodes)

SGI CXFS 4.0
Backup metadata server

Server license key

Enterprise license
keys (32 CPUs)

Workstation license
keys (4 nodes)

AIX Solaris
Client-only Client-only
4 CPUs 4 CPUs

Mac OS X
Client-only

Figure 4-2 Server-Side License Keys
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SGI CXFS 4.0 SGICXFS 4.0
Active metadata server Backup metadata server

Server license key Server license key

Enterprise license
keys (32 CPUs)

Enterprise license
keys (32 CPUs)

Workstation license
keys (4 nodes)

Workstation license
keys (4 nodes)

W

AIX Solaris Mac OS X Mac OS X
Client-only Client-only Client-only Client-only
4 CPUs 4 CPUs

Figure 4-3 Server-Side License Keys: Adding a New Client-Only Node

The following table further illustrates the progressive changes in license keys required
by a cluster as nodes are added and removed.
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Table 4-1 Examples of License Keys Required for Cluster Changes

Action

Resulting Configuration

Client-Side Licensing

Server-Side Licensing

Initial

1 x 4-CPU server-capable node

configuration 4 x 2-CPU Windows clients

Add a
2-CPU x86
(32-bit)
Linux client

Add an
8-CPU SGI
ProPack 4
client

Add
another
4-CPU
server-
capable
node
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1 x 4-CPU server-capable node
4 x 2-CPU Windows clients
1 x 2-CPU x86 (32-bit) Linux client

1 x 4-CPU sever-capable node

4 x 2-CPU Windows clients

1 x 2-CPU x86 (32-bit) Linux client
1 x 8-CPU SGI ProPack client

2 x 4-CPU server-capable node

4 x 2-CPU Windows clients

1 x 2-CPU x86 (32-bit) Linux client
1 x 4-CPU SGI ProPack client

Purchase one 8-CPU CXFS
(IRIX) or CXFS_| PF (SGI
ProPack) server license key
for the server-capable node.
Purchase four 2-CPU
Windows client licenses.

Purchase a new 2-CPU x86
(32-bit) Linux client license

and install on the new client.

Purchase an 8-CPU SGI
ProPack 4 client license and
install on the SGI ProPack 4
client.

Purchase another 4-CPU
server license and install on

the new server-capable node.

Purchase one 8-CPU
CXFS_SS server license
key and one 5-node
workstation license key.
Generate the 5-node
workstation license key
(CXFS_SS_CLI ENT_VRK)
for the server-capable
node (the extra license is
for future expansion).

No change, the 5-node
workstation license key is
now fully utilized.

Purchase an 8-CPU
enterprise license key.
Generate the 8-CPU
enterprise license key
(CXFS_SS_CLI ENT_ENT)
for the server-capable
node.

Purchase another 4-CPU
server license.

Generate both workstation
and enterprise client
license keys for the new
server-capable node from
the original license keys.
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Action Resulting Configuration Client-Side Licensing Server-Side Licensing
Add an 2 x 4-CPU server-capable nodes Purchase an 8-CPU Solaris Purchase an 8-CPU
8-CPU 4 x 2-CPU Windows clients client license and install on enterprise client license

Solaris node

Add a
4-CPU Mac
OS X client
for
occasional
use in the
cluster

1 x 2-CPU x86 (32-bit) Linux client
1 x 4-CPU SGI ProPack client
1 x 8-CPU Solaris client

2 x 4-CPU server-capable nodes

4 x 2-CPU Windows clients

1 x 2-CPU x86 (32-bit) Linux client
1 x 4-CPU SGI ProPack client

1 x 4-CPU Mac OS X client

the Solaris client.

Purchase a new 4-CPU Mac

OS X client license and install

it on the Mac OS X client.

key.

Generate the 8-CPU
enterprise license key on
each server-capable node.

No change if one of the
other workstation-class
clients is dropped out of
the cluster when the Mac
OS X client is required.

Licensing on IRIX Clusters

This section discusses licensing on clusters with IRIX server-capable nodes:

¢ "Gathering the Host Information for IRIX" on page 77

¢ "Obtaining the License Keys for IRIX" on page 78

¢ 'Installing the License Keys on IRIX" on page 78

Gathering the Host Information for IRIX
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When you order CXFS, you will receive an entitlement ID. You must submit the
system host ID, host name, and entitlement ID when requesting your permanent

CXEFS license key.

To obtain the host information for an IRIX server-capable node, execute the following
command, execute the following FLEXIm command:

[ usr/sbin/l nmostid
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This command displays the FLEXIm host identifier, as shown in the following
example:

% / usr/ sbin/| mhostid
I mhostid - Copyright (c) 1989-2004 by Macrovision Corporation. Al rights reserved.
The FLEXI m host ID of this machine is "690c9f 5c"

When you are asked for the license manager host identifier, provide this FLEXIm host
identifier.

For more information, see the FLEXIm End User Manual, which provides detailed
information on using and administering software licenses. It is included in the IRIX
system software documentation; the online version is in the subsystem

| i cense_eoe. books. Fl exLM UG

Obtaining the License Keys for IRIX

To obtain your CXFS and XVM license keys, see information provided in your
customer letter and the following web page:

http:/ /www.sgi.com/support/licensing

Installing the License Keys on IRIX

For IRIX server-capable nodes (or client-only nodes running client-side licensing), you
will install the license keys in the following location:

/var/flexlmlicense. dat
Do the following;:
1. Create the / var/ f | exl mlicense key directory if necessary.
For example:
# nkdir -p /var/flexlm

2. Copy the key to the | i cense. dat file.
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Licensing on SGI ProPack 5 Clusters

This section discusses licensing on clusters with SGI ProPack 5 server-capable nodes:
* "Gathering the Host Information for SGI ProPack 5" on page 79

* "Obtaining the License Keys from SGI for SGI ProPack 5" on page 79

¢ ‘"Installing the License Keys on SGI ProPack 5" on page 79

Gathering the Host Information for SGI ProPack 5

Obtaining the License

When you order CXFS, you will receive an entitlement ID. You must submit the
system host ID, host name, and entitlement ID when requesting your permanent
CXEFS license key.

To obtain the host information for an SGI ProPack 5 server-capable node, execute the
following command (assuming that the LK r pmfrom SGI ProPack has been installed):

[usr/sbin/lk_hostid

For example, the following shows that the serial number is NOO0O0302 and the license
ID is e000012e:

[root @i nux64 root]# /usr/sbin/lk_hostid

NO000302 e000012e socket=16 core=16 processor=16

Keys from SGI for SGI ProPack 5

To obtain your CXFS and XVM license keys, see information provided in your
customer letter and the following web page:

http:/ /www.sgi.com/support/licensing

Installing the License Keys on SGI ProPack 5
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For SGI ProPack 5 server-capable nodes, you will install the license keys in the
following location:

/etc/lk/ keys. dat
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Do the following:
1. Create the / et ¢/ | k license key directory if necessary. For example:
[root @i nux cdronl# mkdir -p /etc/lk

2. Copy the key to the keys. dat file.

Note: SGI ProPack 5 client-only nodes require server-side licensing; therefore, you do
not install licenses on any SGI ProPack 5 client-only nodes.

Reinstalling An Existing Client-Side License Key for SGI ProPack 4

An existing SGI ProPack 4 client-only node client-side license key is installed in the
following location:

/etc/flexlmlicense. dat
Do the following;:
1. Create the license key directory if necessary. For example:
[root @inux cdronl# nmkdir -p /etc/flexlm

2. Copy the key to the | i cense. dat file.

Verifying the License Keys

On client-only nodes running client-side licensing, use cxf sl i cense to verify license
keys.

On IRIX server-capable nodes, use cxf sl i cense to verify license keys.

On SGI ProPack 5 server-capable nodes, use either cxf sl i cense or | k_verify.

Verifying the License Keys with  cxfslicense

To verify that the license keys have been installed properly, use the cxf sl i cense
- d command after installing the CXFS software. Server-side licensing errors will be
reported to the f s2d log.
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For example, on an IRIX server-capable node with server-side licensing (the CXFS_SS
license key), cxf sl i cense -d will report:

irix# /fusr/cluster/bin/cxfslicense -d

No |icense required for XVM user feature.
Found XLV license of version 2.0 for XVM

Found XVM PLEX CLUSTER | icense of version 4.0 for XVM

Found 8 CPU version 4.0 license for CXFS_SS

Server-side licensing is avail able

Found license for
Found license for
Found license for
Found license for

5 of CXFS_SS_CLIENT_WRK 4.0 seri al

10 of CXFS_SS _CLIENT_WRK 4.0 seri al
256 of CXFS_SS_CLIENT_ENT 4.0 seri al
256 of CXFS_SS _CLIENT_ENT 4.0 seri al

For example, SGI ProPack server-capable nodes with server-side licensing,
cxfslicense -d will report:

[root @i nux64 root]# /usr/cluster/bin/cxfslicense -d
Found 1 XVM STD_ I PF |icense(s) of version 1.0 for XVM
Found 1 XVM PLEX_| PF license(s) of version 1.0 for XVM
Found 1 XVM PLEX_CLUSTER |icense(s) of version 4.0 for XVM

Li cense(s) found:

1

Found ' CPU 8' serial 130441

Found 8 CPU version 4.0 license for CXFS_SS

Server-side licensing is avail able

Li cense(s) found:
Found license for
Found license for
Found license for
Li cense(s) found:
Found license for
Found license for
Found license for
Found license for
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3

1 CXFS_SS_CLIENT_WRK of 4.0 seri al
5 CXFS_SS_CLIENT_WRK of 4.0 seri al

10 CXFS_SS_CLIENT_WRK of 4.0 seri al

4
256 CXFS_SS_CLI ENT_ENT
256 CXFS_SS_CLI ENT_ENT
256 CXFS_SS_CLI ENT_ENT
256 CXFS_SS_CLI ENT_ENT

of
of
of
of

il e
o ooo

130448

130452
130503
130505

130446

130450

130455
serial 130459
serial 130507
serial 130509
serial 130511
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If no valid license is found for SGI ProPack, cxf sl i cense -d will report:

[root @i nux64 root]# /usr/cluster/bin/cxfslicense -d

Didn't find XYM STD | PF |icense of version 1.0 for XVM
Didn't find XVM PLEX_| PF |icense(s) of version 1.0 for XVM
Didn't find XYM PLEX CLUSTER |icense of version 4.0 for XVM

Cannot find valid version 4.0 license for CXFS_SS

No CXFS server-side |license, any server-side client licenses will be
i gnor ed.

No |icenses available for CXFS_SS CLI ENT_WRK 4. 0.
No |icenses available for CXFS_SS CLI ENT_ENT 4. 0.

Error: No valid CXFS |icenses found for this server.

On an IRIX client-only node without a CXFS license key:

irix# /usr/cluster/bin/cxfslicense -d

No |icense required for XVM user feature.

Didn't find XLV license of version 3.0 for XVM

Found XVM PLEX CLUSTER | icense of version 4.0 for XVM

Cannot find valid version 4.0 license for CXFS_SS

->: No such feature exists

Feature: CXFS_SS

Li cense path: /var/flexImlicense.dat:/etc/flexlnlicense. dat
FLEXImerror: -5, 357

For further information, refer to the FLEXI m End User Manual ,
avai | abl e at "ww. macrovi si on. cont'.

No CXFS server-side |license, any server-side client licenses will be
i gnor ed.

Found version 1.0 license for CXFS
CXFS clients will need a client-side |icense.
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On an IRIX server-capable node with server-side licensing and a workstation license
key but no enterprise license key:

irix# /usr/cluster/bin/cxfslicense -d

No |icense required for XVM user feature.

Found XLV license of version 2.0 for XVM

Found XVM PLEX CLUSTER | icense of version 4.0 for XVM

Found 8 CPU version 4.0 license for CXFS_SS
Server-side licensing is avail able

Found license for 10 of CXFS SS CLIENT WRK 4.0 serial 091119
No |icenses available for CXFS_SS CLI ENT_ENT 4.0

On an IRIX server-capable node with server-side licensing but no workstation or
enterprise license keys:

irix# /usr/cluster/bin/cxfslicense -d

No |icense required for XVM user feature.

Found XLV license of version 2.0 for XVM

Found XVM PLEX CLUSTER | icense of version 4.0 for XVM

Found 8 CPU version 4.0 license for CXFS_SS
Server-side licensing is avail able

No |icenses available for CXFS_SS CLI ENT_WRK 4.0
No |icenses available for CXFS_SS CLI ENT_ENT 4.0

No client licenses for server-side |licensing are avail abl e,
CXFS clients will need a client-side |icense.
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On an SGI ProPack server-capable node with a CXFS_SS server-side license key but
no workstation or enterprise license keys:

[root @i nux64 root]# /usr/cluster/bin/cxfslicense -d

Found 1 XVM STD_ I PF |icense(s) of version 1.0 for XVM
Found 1 XVM PLEX_| PF license(s) of version 1.0 for XVM
Found 1 XVM PLEX_CLUSTER |icense(s) of version 4.0 for XVM

Found 8 CPU version 4.0 license for CXFS_SS
Server-side licensing is avail able

No |icenses available for CXFS_SS CLI ENT_WRK 4.0
No |icenses available for CXFS_SS CLI ENT_ENT 4.0

No client
CXFS clients will

licenses for server-side |licensing are avail abl e,
need a client-side |icense.

If you do not have the CXFS license key properly installed, you will see the following
error on the console when trying to run CXFS:

Starting CXFS services> ....

CXFS not properly licensed for this host. Run
“/usr/cluster/bin/cxfslicense -d"

for detailed failure information. After fixing the

license, please run "/usr/cluster/bin/cxfs_cluster restart”.

An error such as the following example will appear in the SYSLOG file (line breaks
added here for readability):

Jan 25 10:24:03 nccl701:Jan 25 10:24:03 cxfs_client:
cis_main FATAL: cxfs client failed the CXFS |icense check.
Use the cxfslicense comand to di agnose the |icense problem

The following will appear in the client-log file:
® Successful:
— Server license key granted, regardless of local client license key:
Server-side |icense granted

— Server does not support licensing (CXFS 3.x), local license key available:

Server-side |icensing unavailable but a valid local client license found

84
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e Unsuccessful (CXFS will not start):
— Server denies a license key, regardless of local license key presence:
A server-side license could not be granted
— Server does not support licensing (CXFS 3.x), no local license key available:
Server-side licensing unavail able and no local client license found
On an administration node, the error will appear in the cl conf d log.

The cxf s_adm n st at us command displays the number of server-side license keys
that have been issued to clients. See "Check Cluster/Node/Filesystem/Switch Status
with cxf s_adm n" on page 476.

Verifying the LK License Keys with | k_verify

On SGI ProPack 5 nodes, you can use the | k_verify -Acommand to verify LK
licenses. To see more output, use the v option. For example:

# lk_verify -A -vvv
I k_check : count=8

1 /etc/lk/keys. dat: 005 product =CXFS_SS, versi on=4. 000, count=0, begDate=1165350795, \
expDat e=1173160799, |icensel D=23d5f d92, key=8j C8S9n6SmX2f hQA8BKkYR6CZkaETLhLo, \
info="CXFS SVR 8 CPU ,attr="CPU 8, vendor="Silicon Gaphics, Inc.’, \
ref id=" 123651’

Verdict: SUCCESS. Nodel ock.
Avai | abl e since 8 days on 05-Dec-2006 14: 33: 15.
Wl expire in 81 days on 05-Mar-2007 23:59: 59

Attribute 1 of 4 : info=CXFS SVR 8 CPU
Attribute 2 of 4 : attr=CPU 8
Attribute 3 of 4 : vendor=Silicon Gaphics, Inc.
Attribute 4 of 4 : ref_id=123651
2 /etc/lk/keys. dat: 011 product =CXFS_SS_CLI ENT_WRK, versi on=4.000, count=0, begDate=1165350798,

expDat e=1173160799, |icensel D=23d5f d92, key=i RG6qgLef p/ 91 dKSwW cHzuvastr 4He090, \
info=" CXFS WRK 5 NODE' ,attr="NODE 5, vendor='Silicon Gaphics, Inc.’, \
ref _id=" 123653’
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Verdi ct :

Attribute
Attribute
Attribute
Attribute

A WN PR

3 /etc/lk/keys. dat: 017
expDat e=1173160799,

i nfo=" CXFS WRK 10 NODE', attr="NCDE 10’,

ref id=" 123656’
Verdi ct :

Attribute
Attribute
Attribute
Attribute

A WN P

4 |etc/lk/keys. dat: 023
expDat e=1173160799,

info="CXFS ENT 2 CPU ,attr="CPU 2",

ref id=" 123659’
Verdi ct :

Attribute
Attribute
Attribute
Attribute

A WN PR

5 /etc/l k/ keys. dat: 029
expDat e=1173160799,

info="CXFS ENT 8 CPU ,attr="CPU 8",

of
of
of
of

SUCCESS. Nodel ock.
Avai | abl e since 8 days on 05-Dec-2006 14: 33:18.

W I

B A DS

i nf 0o=CXFS WRK 5 NODE
at t r =NODE 5

vendor =Si | i con G aphics,
ref id=123653

I nc.

product =CXFS_SS_CLI ENT_WRK, versi on=4. 000,
i censel D=23d5f d92, key=yoxsppVTgJniQDWDE+ZPnz RKAbXj ggF, \

vendor =" Si |l i con Graphics,

SUCCESS. Nodel ock.
Avai | abl e since 8 days on 05-Dec-2006 14:33: 21.

W I

4 : info=CXFS WRK 10 NOCDE
4 . attr=NCDE 10

4 : vendor=Silicon G aphics,

I nc.

4 . ref _id=123656

product =CXFS_SS_CLI ENT_ENT, versi on=4. 000,
I'i censel D=23d5f d92, key=bUgM\w FPFUMWN f ynXCXKWE 3/ 071gef, \

vendor =’ Si |l i con G aphics,

SUCCESS. Nodel ock.
Avai | abl e since 8 days on 05-Dec-2006 14: 33: 27.

W I

4 : info=CXFS ENT 2 CPU

4 . attr=CPU 2
4 : vendor=Silicon G aphics,

I nc.

4 . ref _id=123659

product =CXFS_SS_CLI ENT_ENT, versi on=4. 000,
I'i censel D=23d5f d92, key=Vf 3xpUzAlsYcPRni dJUCC i SOOGhBwWB, \

vendor =" Si |l i con G aphics,

expire in 81 days on 05-Mar-2007 23:59:59

count =0, begDat e=1165350801,

Inc.”, \

expire in 81 days on 05-Mar-2007 23:59:59

count =0, begDat e=1165350807,

Inc.”, \

expire in 81 days on 05-Mar-2007 23:59:59

count =0, begDat e=1165350811,

Inc.”, \
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ref _id="123705’

Verdi ct :

Attribute
Attribute
Attribute
Attribute

6 /etc/lk/keys. dat: 035

expDat e=1173160799,

Verdi ct :

Attribute
Attribute
Attribute
Attribute

7 letc/lk/keys. dat: 041

expDat e=1173160799,
i nfo=" XYM PLEX ALTI X ,attr="4 CPU ,

ref _i d=" 624430’

Verdi ct :

Attribute
Attribute
Attribute
Attribute

8 /etc/lk/keys. dat: 047

expDat e=1173160799,
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A WN PR

A WN P

A WN P

of
of
of
of

A DA DS

SUCCESS. Nodel ock.

Avai | abl e since 8 days on 05-Dec-2006 14:33: 31.
Wl expire in 81 days on 05-Mar-2007 23:59: 59

i nf o=CXFS ENT 8 CPU

attr=CPU 8

vendor =Si | i con Graphics, Inc.
ref id=123705

product =XVM PLEX_ CLUSTER, versi on=4.

000, count=0, begDate=1165350536,

i censel D=23d5f d92, key=WjAdcLRHOBHGnhaj Bt k6V4t f 6UAI bn9l w, \
i nf o=" XYM PLEX CLUSTER 64’ ,attr="NODE 64’ , vendor='Silicon
ref id=" 624457

SUCCESS. Nodel ock.

Graphics, Inc.’, \

Avai |l abl e since 8 days on 05-Dec-2006 14:28: 56.
Wl expire in 81 days on 05-Mar-2007 23:59: 59

i nf o=XVM PLEX CLUSTER 64

at t r =NODE 64

vendor =Si | i con G aphics, Inc.
ref i d=624457

product =XVM PLEX | PF, ver si on=1. 000,

count =0, begDat e=1165350591,

i censel D=23d5f d92, key=j HQCgnMDZBXgLql kUhPcGnOYsnWIFazN, \

SUCCESS. Nodel ock.

vendor="Silicon Gaphics, Inc.’, \

Avai | abl e since 8 days on 05-Dec-2006 14:29:51.
W1l expire in 81 days on 05-Mar-2007 23:59: 59

i nf o=XVM PLEX ALTI X

attr=4 CPU

vendor =Si | i con G aphics, Inc.
ref i d=624430

product =XVM STD | PF, versi on=1. 000,

count =0, begDat e=1165350618,

i censel D=23d5f d92, key=CCAVAU6X1Et d38Gx0YDHE3mdy3t X0i W, \
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i nf o=" XYM St andal one ALTI X ,attr="4 CPU, vendor='Silicon G aphics, Inc.

ref id=" 624429’
Verdi ct :

Attribute
Attribute
Attribute
Attribute

A WN P

of
of
of
of

B A DA D

SUCCESS. Nodel ock.
Avai | abl e since 8 days on 05-Dec-2006 14: 30: 18.
Wl expire in 81 days on 05-Mar-2007 23:59: 59

i nf o=XVM St andal one ALTI X
attr=4 CPU

vendor =Si | i con G aphics, Inc.
ref i d=624429

For More Information About Licensing

88
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To request software keys or information about software licensing, see the following

web page:

http:/ /www.sgi.com/support/licensing

If you do not have access to the web, please contact your local Customer Support

Center.

For more information about installing IRIX FLEXIm software license keys, see the
IRIX 6.5 Installation Instructions booklet.

For more information on FLEXIm, you may order the Flexible License Manager End
User Manual from Macrovision Corporation.
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Chapter 5

Preinstallation Steps

When you install the CXFS software, you must modify certain system files. The
network configuration is critical. Each node in the cluster must be able to
communicate with every other node in the cluster by both logical name and IP
address without going through any other network routing; proper name resolution is
key. SGI recommends static routing.

This section provides an overview of the steps that you should perform on your
nodes prior to installing the CXFS software. It contains the following sections:

* '"Hostname Resolution and Network Configuration Rules" on page 89
* "Configuring Network Interfaces" on page 90
¢ "Verifying the Private and Public Networks" on page 94

¢ "Configuring the Serial Ports for IRIX Administration Nodes" on page 95

Hostname Resolution and Network Configuration Rules
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Caution: It is critical that you understand these rules before attempting to configure a
CXFS cluster.

Use the following hostname resolution rules and recommendations when defining a
node:

¢ The first node you define in the pool must be an administration node.

* Hostnames cannot begin with an underscore (_) or include any white-space
characters.

¢ The private network IP addresses on a running node in the cluster cannot be
changed while CXFS services are active.

* You must be able to communicate directly between every node in the cluster
(including client-only nodes) using IP addresses and logical names, without
routing.
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A private network must be dedicated to be the heartbeat and control network. No
other load is supported on this network.

The heartbeat and control network must be connected to all nodes, and all nodes
must be configured to use the same subnet.

If you change hostname resolution settings in the / et ¢/ nsswi t ch. conf file after
you have defined the first administration node (which creates the cluster database),
you must re-create the cluster database.

Configuring Network Interfaces

Adding a Private Network

90

When configuring your network, remember the following:

You must be able to communicate between every node in the cluster directly using
IP address and logical name, without routing.

Dedicate a private network to be your heartbeat and control network. No other
load is supported on this network.

The heartbeat and control network must be connected to all nodes, and all nodes
must be configured to use the same subnet for that network.

The following procedure provides an overview of the steps required to add a private
network.

Note: A private network is required for use with CXFS.

You may skip some steps, depending upon the starting conditions at your site.

1. Edit the / et ¢/ host s file so that it contains entries for every node in the cluster

and their private interfaces as well.

The / et ¢/ host s file has the following format, where primary_hostname can be
the simple hostname or the fully qualified domain name:

IP_address primary_hostname aliases
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You should be consistent when using fully qualified domain names in the

/ et c/ host s file. If you use fully qualified domain names on a particular node,
then all of the nodes in the cluster should use the fully qualified name of that
node when defining the IP/hostname information for that node in their

/ etc/ host s file.

The decision to use fully qualified domain names is usually a matter of how the
clients are going to resolve names for their client/server programs (such as NFS),
how their default resolution is done, and so on.

Even if you are using the domain name service (DNS) or the network information
service (NIS), you must add every IP address and hostname for the nodes to
/ et c/ host s on all nodes. For example:

190. 0. 2.1 server1-conpany.com serverl
190. 0. 2. 3 stocks

190.0.3.1 priv-serverl

190. 0. 2. 2 server 2-conpany. com server 2
190. 0. 2. 4 bonds

190.0.3.2 priv-server2

You should then add all of these IP addresses to / et ¢/ host s on the other nodes
in the cluster.

For more information, see the host s and r esol ve. conf man pages.

Note: Exclusive use of NIS or DNS for IP address lookup for the nodes will
reduce availability in situations where the NIS or DNS service becomes unreliable.

. Edit the / et ¢/ nsswi t ch. conf file so that local files are accessed before either

NIS or DNS. That is, the host s linein / et ¢/ nsswi t ch. conf mustlistfil es
first.

For example:
host s: files nis dns

(The order of ni s and dns is not significant to CXFS, but fi | es must be first.)
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3. Configure your private interface according to the instructions in the Network
Configuration section of your Linux distribution manual. To verify that the
private interface is operational, use the i f confi g -a command. For example:

[root @inux64 root]# ifconfig -a

et hO

ethl

92

Li nk encap: Et hernet HwAaddr 00: 50: 81: A4: 75: 6A

inet addr:192.168.1.1 Bcast:192.168.1.255 Mask: 255.255.255.0
UP BROADCAST RUNNI NG MULTI CAST MTU: 1500 Metric:1

RX packets: 13782788 errors: 0 dropped: 0 overruns: 0 frane: 0

TX packets: 60846 errors: 0 dropped: 0 overruns: 0 carrier:0

col I'i sions: 0 txqueuel en: 100

RX byt es: 826016878 (787.7 Md) TX bytes: 5745933 (5.4 M)
Interrupt: 19 Base address: 0xb880 Menory: f eOf e000- f eOf e038

Li nk encap: Et hernet HwAddr 00: 81: 8A: 10: 5C: 34

i net addr:10.0.0.10 Bcast:10.0.0.255 Mask: 255.255.255.0
UP BROADCAST MULTI CAST MIU: 1500 Metric:1

RX packets: 0 errors:0 dropped: 0 overruns:0 frane: 0

TX packets:0 errors: 0 dropped: 0 overruns:0 carrier:0

col I'i sions: 0 txqueuel en: 100

RX bytes:0 (0.0 b) TX bytes:0 (0.0 b)

Interrupt: 19 Base address: Oxef 00 Menory: f ebf dO0O- f ebf d0O38

Li nk encap: Local Loopback

inet addr:127.0.0.1 Mask:255.0.0.0

UP LOCPBACK RUNNI NG MrU: 16436 Metric:1

RX packets: 162 errors: 0 dropped: 0 overruns:0 franme: 0
TX packets: 162 errors: 0 dropped: O overruns:0 carrier:0
col l'i sions: 0 txqueuel en: 0

RX bytes: 11692 (11.4 Kb) TX bytes: 11692 (11.4 Kb)

This example shows that two Ethernet interfaces, et hO and et h1, are present and
running (as indicated by UP in the third line of each interface description).

If the second network does not appear, it may be that a network interface card
must be installed in order to provide a second network, or it may be that the
network is not yet initialized.

4. (Optional) Make the modifications required to use CXFS connectivity diagnostics.
See "IRIX Modifications for CXFS Connectivity Diagnostics” on page 108, and
"SGI ProPack Modifications for CXFS Connectivity Diagnostics” on page 120.
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To configure IRIX network interfaces, do the following:

1. Ensure that name services are available. See step 1 in "Adding a Private Network"

on page 90.

. On one node, add that node’s interfaces and their IP addresses to

the /etc/ config/netif.options file.
For the example:

i f lname=ecO
i f laddr =$HOSTNAME

$HOSTNAME is an alias for an IP address that appears in / et ¢/ host s.

If there are additional interfaces, their interface names and IP addresses appear on
lines like the following:

i f 2nane=
i f 2addr =

In the example, the control network name and IP address are as follows:

i f 3nane=ec3
i f 3addr =pri v- $HOSTNAME

The control network IP address in this example, pri v- $HOSTNAME, is an alias for
an IP address that appears in / et ¢/ host s.

. If there are more than eight interfaces on the node, change the value of i f _num

in/etc/config/netif.options tothe number of interfaces. For fewer than
eight interfaces, the line is as follows:

if_nume8

. Repeat steps 1 through 3 for the other nodes.

. Edit the / et ¢/ confi g/ rout ed. opti ons file on each IRIX node so that the

routes are not advertised over the control network. See the r out ed(1M) man
page for a list of options.

For example:

-q -h -Prdisc_interval =45
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The options do the following;:
* Turn off the advertising of routes

* Cause host or point-to-point routes to not be advertised (provided there is a
network route going the same direction)

¢ Set the nominal interval with which Router Discovery Advertisements are
transmitted to 45 seconds (and their lifetime to 135 seconds)

Verifying the Private and Public Networks

For each private network on each node in the pool, verify access with the pi ng
command. Enter the following, where nodelPaddress is the IP address of the node:

pi ng nodelPaddress
For example:

[root @i nux64 root]# ping 10.0.0.1

PING 10.0.0.1 (10.0.0.1) from 128.162.240. 141 : 56(84) bytes of data.
64 bytes from 10.0.0.1: icnp_seq=1 ttl=64 tinme=0.310 ns

64 bytes from 10.0.0.1: icnp_seq=2 ttl=64 tinme=0.122 ns

64 bytes from 10.0.0.1: icnp_seq=3 ttl=64 tinme=0.127 ns

Also execute a pi ng on the public networks. If pi ng fails, follow these steps:

1. Verify that the network interface was configured up using i f confi g. For
example:

[root @i nux64 root]# ifconfig ethl
et hl Li nk encap: Et hernet HwAddr 00: 81: 8A: 10: 5C: 34
inet addr:10.0.0.10 Bcast:10.0.0.255 Mask: 255.255.255.0
UP BROADCAST MULTI CAST MIU: 1500 Metric:1
RX packets:0 errors:0 dropped: 0 overruns: 0 frane: 0
TX packets: 0 errors: 0 dropped: 0 overruns:0 carrier:0
col I'i sions: 0 txqueuel en: 100
RX bytes:0 (0.0 b) TX bytes:0 (0.0 b)
Interrupt: 19 Base address: Oxef 00 Menory: f ebf dO0O- f ebf d0O38

In the third output line above, UP indicates that the interface was configured up.

2. Verify that the cables are correctly seated.
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Repeat this procedure on each node.

Configuring the Serial Ports for IRIX Administration Nodes

If one IRIX administration node is configured to reset another IRIX administration
node, you must turn off the get t y process for the tty ports to which the reset serial
cables are connected. You must do this on the IRIX administration node performing
the reset (not the node receiving the reset). To do this, perform the following steps on
each IRIX administration node; if you have a cluster with nodes running other
operating systems, see the CXFS MultiOS Client-Only Guide for SGI InfiniteStorage.

1.

007-4016-025

Determine which port is used for the reset line. tt yd2 is the most commonly
used port, except on Origin 300 and Origin 350 system, where t t yd4 is
commonly used.

Open the file / et ¢/ i ni tt ab for editing.

Find the line for the port by looking at the comments on the right for the port
number from step 1.

. Change the third field of this line to of f . For example, for an Origin 3000:

t2:23:0f f:/sbin/getty -N ttyd2 co_9600 # port 2
Save the file.
Enter the following commands to make the change take effect:

# killall getty
#init g
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IRIX CXFS Installation

Caution: CXFS is a complex product. To ensure that it is installed and configured in
an optimal manner, you must purchase initial setup services from SGI. This chapter is
not intended to be used directly by the customer, but is provided for reference. You
should read through the following chapters , before attempting to install and
configure a CXFS cluster:

¢ Chapter 1, "Introduction to CXFS" on page 1

e Chapter 2, "SGI RAID for CXFS Clusters" on page 59

* Chapter 3, "Switches" on page 63

* Chapter 4, "CXFS License Keys" on page 69

* Chapter 5, "Preinstallation Steps" on page 89

¢ Chapter 6, "IRIX CXFS Installation" on page 97 (this chapter)
e Chapter 8, "Postinstallation Steps" on page 123

¢ Chapter 9, "Best Practices” on page 131

e Chapter 10, "Initial Setup of the Cluster" on page 155

Also see the CXFS MultiOS Client-Only Guide for SGI InfiniteStorage. If you are using
coexecution with FailSafe, also see the FailSafe Administrator’s Guide for SGI
InfiniteStorage.

On IRIX nodes, CXFS supports either an administration node containing the cluster
administration daemons (f s2d, cr sd, cad, and cnond), the CXFS control daemon
(cl conf d), and the cluster database or a client-only node containing the cxfs_cl i ent
daemon. The software you install on a node determines the node type.

Nodes that you intend to run as metadata servers must be installed as administration
nodes; all other nodes should be client-only nodes.
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This chapter discusses the following:

e "[RIX Administration Software Installation” on page 98

¢ "[RIX Client-only Software Installation" on page 103

¢ "[RIX Modifications for CXFS Connectivity Diagnostics" on page 108

Note: CXFS does not support a miniroot installation.

IRIX Administration Software Installation

98

Only those nodes that are potential CXFS metadata servers should be installed as
CXFS administration nodes. All other nodes should be client-only nodes.

Note: An IRIX node can be either be a CXFS administration node (for which you
install cl ust er _admi n) or a client-only node (for which you install cxfs_cl i ent).
You cannot install both cl ust er _admi n and cxfs_cli ent on the same node. This
procedure installs an administration node; to install a client-only node, see "IRIX
Client-only Software Installation" on page 103.

Installing the CXFS software for a CXFS administration node requires approximately
30.3 MB of space.

Note: You cannot combine the IRIX operating system installation and the CXFS
installation. You must install the operating system first.

To install the required IRIX software for a CXFS administration node, do the
following on each administration node:

1. Upgrade to IRIX 6.5.x according to the IRIX 6.5 Installation Instructions.

To verify that a given node has been upgraded, use the following command to
display the currently installed system:

# unane -aR
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2. (For sites with a serial port server) Install the version of the serial port server driver
that is appropriate to the operating system. Use the CD that accompanies the
serial port server. Reboot the system after installation.

For more information, see the documentation provided with the serial port server.

3. Insert the CXFS Server 4.1 for IRIX CD into the CD drive.

4. Read the release notes for the CXFS IRIX platform to learn about any
late-breaking changes in the installation procedure. CXFS release notes have the
following chapters:

NN Ok WO

Introduction

Installation Information

Changes and Additions

Bug Fixes

Known Problems and Workarounds
Documentation Errors

Activating Your CXFS x.x and Cluster XVM for 6.5.x License With
FLEXIm

You can view the release notes as follows:

To view the release notes before they are installed, choose the following from
the desktop Toolchest to bring up the Software Manager window:

System
> Software Manager

Choose Customize Installation by typing / CDROM di st into the Available
Software box. A list of products available for installation will come up. If the
product name is highlighted (similar to an HTML link), then there are release
notes available. Click on the link to bring up the Release Notes window.

If you do not have access to a graphics terminal, you must install the release
notes and then use the r el not es command to view the CXEFS release notes.
For example:

# i nst

I nst> from / CDROM di st
I nst> keep *
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Inst> install cxfs.nman.rel notes
Inst> go

i nst > quit
View the release notes from the current login session or another session:
# [usr/sbin/rel notes cxfs ChapterNumber

5. Insert IRIX CD-ROM #1 into the CD drive.

6. Start up i nst and instruct i nst to read the already inserted CD-ROM:

# inst

I nst> open / CDROM di st

Caution: Do not install to an alternate root using the i nst -r option. Some of

A the exit operations (exitops) do not use pathnames relative to the alternate root,
which can result in problems on both the main and alternate root filesystem if
you use the - r option. For more information, see the i nst man page.

7. Install the XVM eoe. books. xvmsubsystem:

I nst> keep *
Inst> install eoe.books. xvm
Inst> go
Inst> quit
8. (Optional) If you want to use Performance Co-Pilot to run XVM statistics, install

the default pcp_eoe subsystems. This installs the Performance Co-Pilot PMDA
(the agent to export XVM statistics) as an exit operation (exitop).

I nst> keep *
Inst> install pcp_eoe default
Inst> go

Inst> quit
9. Insert IRIX CD-ROM #3 into the CD drive.
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10.

11.

12.

13.

14.

Start up i nst and instruct i nst to read the CD:

irix#

| nst >

i nst

open / CDROM di st

Insert the CXFS Server 4.1 for IRIX CD into the CD drive.

Note: If you have a system running an earlier version of IRIX with CXFS installed
and try to upgrade IRIX without also installing the required CXFS CD, you will
get a conflict. You must either install the CXFS CD or remove CXFS.

Instruct i nst to read the CD:

| nst >

open / CDROM di st

Choose the CXFS software to install:

| nst >
| nst >
| nst >
| nst >
| nst >
| nst >
| nst >
| nst >
| nst >
| nst >
| nst >
| nst >
| nst >
| nst >
| nst >

keep *

install cxfs

keep cxfs.sw grio2_cell
nstall cxfs_admn
nstall cxfs_cluster
nstall cxfs util

nstall cluster_adnin
nstall cluster_control
nstall cluster_services
nstall eoe.sw xvm
nstall sysadm base
nstall sysadm cl uster
nstall sysadm cxfs
nstall sysadm xvm

nstal |l applicabl epatches

(Optional) To install guaranteed-rate I/O version 2 (GRIOv2) as well, choose the
GRIOvV2 software:

| nst >
| nst >

install eoe.sw grio2
install cxfs.sw grio2_cell
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15. Install the chosen software:
Inst> go
Inst> quit

This installs the following packages:

cl ust er _admi n. nan. man

cl ust er _adm n. sw. base
cluster_control. man. man
cluster_control.sw base
cluster _control.sw.cli

cl uster _services. man. nan
cl uster _services. sw. base
cluster_services.sw.cli
cxfs. books. CXFS_AG

cxfs. man. rel notes
cxfs.sw cxfs

cxfs.sw grio2_cell
cxfs.sw. xvm cel |
cxfs_adm n. sw. base
cxfs_adm n. sw. nan
cxfs_cluster. man. man
cxfs_cluster.sw base

cxfs cluster.sw. cli

cxfs_ util. man. nan

cxfs_ util.sw base

eoe. sw. gri 02

eoe. sw. xvm

pat ch_cxfs. eoe_sw. base
patch_cxfs.eoe_swe4.1lib
pat ch_sysadm xvm man. pages

pat ch_sysadm xvm man. r el not es

pat ch_sysadm xvm sw. cl i ent

pat ch_sysadm xvm sw. deskt op

pat ch_sysadm xvm sw. server
pat ch_sysadm xvm sw. web
sysadm base. man. pri v
sysadm base. man. rel not es
sysadm base. man. server
sysadm base. sw. cl i ent

(Optional)

(Optional)
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sysadm base. sw. dso
sysadm base. sw. pri v
sysadm base. sw. server
sysadm cl uster. man. rel notes
sysadm cl uster.sw. client
sysadm cl ust er. sw. server
sysadm cxf s. man. pages
sysadm cxfs. man. rel not es
sysadm cxfs. sw. client
sysadm cxf s. sw. deskt op
sysadm cxfs. sw. server
sysadm cxfs. sw. web
sysadm xvm nman. pages
sysadm xvm man. r el not es
sysadm xvm sw. cl i ent
sysadm xvm sw. deskt op
sysadm xvm sw. server
sysadm xvm sw. web

The process may take a few minutes to complete.

16. Use the cxfslicense -d command to verify that the license key is installed in
/var/flexlmlicense. dat. If there are errors, verify that you have obtained
and installed the CXFS license keys. For more information, see "Verifying the
License Keys with cxf sl i cense" on page 80.

17. Reboot the system.

IRIX Client-only Software Installation

An IRIX node can be either be a CXFS administration node (for which you install
cl ust er_adm n) or a client-only node (for which you install cxfs_cl i ent). You
cannot install both cl ust er _adni n and cxfs_cli ent on the same node. This
procedure installs a client-only node; to install an administration node, see "IRIX
Administration Software Installation” on page 98.

Note: You cannot combine the IRIX operating system installation and the CXFS
installation. You must install the operating system first.
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To install the required IRIX software, do the following on each IRIX client-only node:
1. Upgrade to IRIX 6.5.x according to the IRIX 6.5 Installation Instructions.

To verify that a given node has been upgraded, use the following command to
display the currently installed system:

irix# unanme -aR

2. (For sites with a serial port server) Install the version of the serial port server driver
that is appropriate to the operating system. Use the CD that accompanies the
serial port server. Reboot the system after installation.

For more information, see the documentation provided with the serial port server.
3. Insert the CXFS MultiOS Client 4.1 CD into the CD drive.

4. Read the release notes for the CXFS IRIX platform to learn about any
late-breaking changes in the installation procedure. CXFS release notes have the
following chapters:

Introduction

Installation Information

Changes and Additions

Bug Fixes

Known Problems and Workarounds
Documentation Errors

Activating Your CXFS x.x and Cluster XVM for 6.5.x License With
FLEXIm

NN Ok WD

You can view the release notes as follows:

¢ To view the release notes before they are installed, choose the following from
the desktop Toolchest to bring up the Software Manager window:

System
> Software Manager

Choose Customize Installation by typing / CDROM di st into the Available
Software box. A list of products available for installation will come up. If the
product name is highlighted (similar to an HTML link), then there are release
notes available. Click on the link to bring up the Release Notes window.
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e If you do not have access to a graphics terminal, you must install the release
notes and then use the r el not es command to view the CXEFS release notes.
For example:

irix# inst
I nst> open / CDROM di st
I nst> keep *

Inst> install cxfs.man.rel notes
Inst> go

Inst> quit
View the release notes from the current login session or another session:

irix# /usr/sbin/rel notes cxfs ChapterNumber

. Insert IRIX CD-ROM #1 into the CD drive.

. Start up i nst and instruct it to read the CD:

# inst

I nst> open / CDROM di st

Caution: Do not install to an alternate root using the i nst -r option. Some of
the exit operations (exitops) do not use pathnames relative to the alternate root,
which can result in problems on both the main and alternate root filesystem if
you use the - r option. For more information, see the i nst man page.

. Install the XVM eoe. books. xvmsubsystem:

I nst> keep *
Inst> install eoe.books. xvm
Inst> go

Inst> quit
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10.

11.

(Optional) If you want to use Performance Co-Pilot to run XVM statistics, install
the default pcp_eoe subsystems. This installs the Performance Co-Pilot PMDA
(the agent to export XVM statistics) as an exit operation (exitop).

I nst> keep *
Inst> install pcp_eoe default
Inst> go

i nst > quit

Insert the CXFS MultiOS Client 4.1 CD into the CD drive.
Start up i nst and instruct it to read the CD:

irix# inst

i .n:st> open / CDROM di st

If you have a system running an earlier version of IRIX with CXFS installed and
try to upgrade IRIX without also installing the required CXFS CD, you will get a
conflict. You must either install the CXFS CD or remove CXFS.

Caution: Do not install to an alternate root using the i nst -r option. Some of
the exit operations (exitops) do not use pathnames relative to the alternate root,
which can result in problems on both the main and alternate root filesystem if
you use the - r option. For more information, see the i nst man page.

Choose the CXFS software to install:

I nst> keep *

Inst> install cxfs

I nst> keep cxfs.sw. grio2_cell
Inst> install cxfs client

Inst> install cxfs util

Inst> install eoe.sw xvm

Inst> install applicabl epatches

Caution: If you do not install cxfs_cl i ent, the i nst utility will not detect a
conflict, but the CXFS cluster will not work. You must install the cxfs_cl i ent
subsystem.
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12. (Optional) To install guaranteed-rate I/O version 2 (GRIOv2) as well, choose the

13.

14.

15.

GRIOV2 software:

Inst> install cxfs.sw grio2_cell

Inst> install eoe.sw grio2

Install the chosen software:

Inst> go

Inst> quit

This installs the following packages:

cxfs. books. CXFS_AG

cxfs. man. rel notes

cxfs.sw cxfs

cxfs.sw grio2_cell (Optional)
cxfs.sw. xvm cel |

cxfs_client. man. nan
cxfs_client.sw base

cxfs_ util.man. nan

cxfs util.sw base

eoe. sw. gri o2 (Optional)
eoe. sw. xvm

pat ch_cxfs. eoe_sw. base
patch_cxfs.eoe_swe4.lib

The process may take a few minutes to complete.

((For client-side licensing only)Use the / usr/ cl ust er/ bi n/ cxfslicense -d
command to verify that the license key is installed in

Ivar/flexlnmlicense. dat. If there are errors, verify that you have obtained

and installed the CXFS license keys. For more information, see "Verifying the
License Keys with cxf sl i cense" on page 80.

Reboot the system.
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IRIX Modifications for CXFS Connectivity Diagnostics

If you want to use the connectivity diagnostics provided with CXFS, ensure that the
/. rhost s file on each administration node allows all the nodes in the cluster to have
access to each other in order to run remote commands such as r sh. The connectivity
tests execute a pi Nng command from the local node to all nodes and from all nodes to
the local node. To execute pi ng on a remote node, CXFS uses r sh (user r oot ). For
example, suppose you have a cluster with three nodes: cxf s0, cxf s1, and cxf s2.
The /. rhost s file on each administration node will be as follows (prompt denotes
node name):

cxfsO# cat /.rhosts
cxfsl root
cxfsl-priv root
cxfs2 root
cxfs2-priv root

cxfsl# cat /.rhosts
cxfsO root
cxfsO-priv root
cxfs2 root
cxfs2-priv root

cxfs2# cat /.rhosts
cxfsO root
cxfsO-priv root
cxfsl root
cxfsl-priv root

Make sure that the mode of the . r host s file is set to 600 (read and write access for
the owner only).

After you have completed running the connectivity tests, you may wish to disable
rsh on all cluster nodes.
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SGI ProPack CXFS Installation

Caution: CXFS is a complex product. To ensure that it is installed and configured in

A an optimal manner, you must purchase initial setup services from SGI. This chapter is
not intended to be used directly by the customer, but is provided for reference. You
should read through the following chapters , before attempting to install and
configure a CXFS cluster:

¢ Chapter 1, "Introduction to CXFS" on page 1

e Chapter 2, "SGI RAID for CXFS Clusters" on page 59

* Chapter 3, "Switches" on page 63

* Chapter 4, "CXFS License Keys" on page 69

* Chapter 5, "Preinstallation Steps" on page 89

¢ Chapter 7, "SGI ProPack CXFS Installation" on page 109 (this chapter)
e Chapter 8, "Postinstallation Steps" on page 123

¢ Chapter 9, "Best Practices” on page 131

e Chapter 10, "Initial Setup of the Cluster" on page 155

If you are using a multiOS cluster, also see the CXFS MultiOS Client-Only Guide for
SGI InfiniteStorage. If you are using coexecution with FailSafe, also see the FailSafe
Administrator’s Guide for SGI InfiniteStorage.

On SGI ProPack for Linux nodes, CXFS supports either an administration node
containing the cluster administration daemons (f s2d, cr sd, cad, and cnond), the
CXFS control daemon (cl conf d), and the cluster database or a client-only node
containing the cxf s_cl i ent daemon. The software you install on a node determines
the node type.

Note: SGI ProPack is an overlay product that adds or enhances features in the
supported Linux base distributions.
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Nodes that you intend to run as metadata servers must be installed as administration
nodes; all other nodes should be client-only nodes.

This chapter discusses the following:

"SGI ProPack Limitations and Considerations" on page 110
"SGI ProPack Administration Software Installation” on page 112
"SGI ProPack Client-Only Software Installation" on page 116
"SGI ProPack Installation Verification" on page 120

"SGI ProPack Modifications for CXFS Connectivity Diagnostics" on page 120

After completing these steps, see Chapter 10, "Initial Setup of the Cluster" on page
155. For details about specific configuration tasks, see Chapter 11, "Reference to GUI
Tasks" on page 187, and Chapter 13, "Reference to cngr Tasks" on page 305.

SGI ProPack Limitations and Considerations

The following sections highlight limitations and considerations for SGI ProPack nodes.

See also Appendix E, "Filesystem Specifications" on page 603.

Limitations and Considerations for Any SGI ProPack Node

110

The following limitations and considerations apply to any SGI ProPack node
(client-only or server-capable):

By default, DMAPI is turned off on SGI ProPack 5 systems. When you install
DMF on a server-capable node, it automatically enables DMAPIL However, if you
want to mount filesystems on an SGI ProPack 5 client-only node with the dmi
mount option, you must ensure that the DMAPI _ PROBE system tunable parameter
on the node is set to yes in the / et ¢/ sysconfi g/ sysct| file. Changes to the
file will be processed on the next reboot. After setting that system configuration
file, you can immediately enable DMAPI by executing the following:

sysctl -w fs.xfs.probe_dmapi =1

If you run a DMAPI application other than DMF, you must also change parameter
on the SGI ProPack 5 server-capable nodes.
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On SGI ProPack systems, the nmkf s. xf s command does not discover log or
realtime subvolumes. You must specify the log or realtime subvolumes on the
command line. For more information, see the mkf s. xf s(8) man page.

GPT partition tables, often created by operating system installers or the part ed
partitioning tool, store labels in two locations. If you reuse a disk that previously
had a GPT label, you must be careful; using tools such as f di sk to repartition the
drive will not eliminate the backup GPT label. When you reboot, EFI scans the
disks before the operating system is started. It assumes any backup labels it finds
are valid and restores them. This can corrupt or destroy filesystems. You can use
the part ed tool to detect this situation and fix it.

Note: The part ed tool has a mkpart sect command that accepts start and end
values for partitions being created in sectors rather than MB. For more
information, see the XVM Volume Manager Administrator’s Guide and

http:/ /support.sgi.com/content_request/838562/index.html on Supportfolio.

CXEFS filesystems with XFS version 1 directory format cannot be mounted on SGI
ProPack nodes.

Whenever you install a new kernel patch, you must also install the corresponding
CXFS package. This is required because the kernel patch causes the kernel version
number to be increased. Failure to install the corresponding CXFS package will
result in the inability to run CXFS. To obtain the required CXFS package, see your
SGI support contact.

After upgrading CXFS, you should reboot the system in order to make the new
updates to take effect. A reboot is not required if you are performing a fresh
installation.

The implementation of file creates using O_EXCL is not complete. Multiple
applications running on the same node using O_EXCL creates as a synchronization
mechanism will see the expected behavior (only one of the creates will succeed).
However, applications running between nodes may not get the O_EXCL behavior
they requested (creates of the same file from two or more separate nodes may all
succeed).
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Limitations and Considerations for SGI ProPack Client-Only Nodes

Client-only SGI ProPack nodes have the following limitations and considerations:

¢ Client-only nodes cannot view or edit user and group quotas. However, user and
group quotas are enforced correctly by the metadata server.

¢ To view or edit your quota information, you must log in to an administration
node and make any necessary changes. If you would like to provide a viewing
command such as r epquot a, you could construct shell script similar to the
following on the SGI ProPack node:

#! [/ bin/sh
#

# Where repquota |lives on adninistrati on node
repquot a=/ usr/ et c/ repquot a

# The nane of an adm nistration node in the cluster
adm nnode=cai n

rsh $admi nnode " $repquota $*"
exit

* On SGI Altix systems greater than 64 CPUs, there are issues with using the n
driver and CXFS. The nmd driver holds the BKL (Big Kernel Lock), which is a
single, system-wide spin lock. Attempting to acquire this lock can add substantial
latency to a driver’s operation, which in turn holds off other processes such as
CXFS. The delay causes CXFS to lose membership. This problem has been
observed specifically when an md pair RAID split is done, such as the following;:

raidsetfaulty /dev/nmdl /dev/path/to/partition

SGI ProPack Administration Software Installation

112

The CXFS software will be initially installed and configured by SGI personnel. This
section provides an overview of those procedures.

Note: Version numbers shown here are examples; your installed system may differ.

A node that may be a CXFS metadata server must be installed as a CXFS
administration node. All other nodes should be client-only nodes.

007-4016-025



CXFS™ Administration Guide for SGI® InfiniteStorage

Installing the CXFS software for a CXFS administration node requires approximately
65 MB of space.

Do the following to install the software required for an SGI ProPack administration
node:

1.

[root @i nux CXFS_CDROM #

[root @i nux CXFS_CDROM #
[root @i nux CXFS_CDROM #

6.
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Read the CXFS README file for the SGI ProPack platform to learn about any
late-breaking changes in the installation procedure.

Install the SGI ProPack release, according to the directions in the SGI ProPack
documentation. Ensure that you select the SG@ Li censed package group.

Note: When installing the Linux OS, disconnect the system from the fabric or
ensure that the drive you are installing on is not a SAN-attached drive.

Install any required patches. See the SGI ProPack r el easenot es/ README file
for more information.

Caution: You must update the operating system with all security fixes, bug fixes,
and enhancements available from the operating system vendor.

. Verify that the node is running the supported Linux distribution and SGI ProPack

overlay, according to the CXFS for SGI ProPack release notes. See the
[ etc/ SUSE-rel ease and / et c/ sgi - r el ease files.

If you have previously installed XVM in standalone mode, remove any remaining
sgi - xvm st andal one package. To find and remove the package:

rpm-e --allmatches ‘rpm-ga | grep xvm standal one’

You may also need to remove weak-updates links from the
sgi - xvm st andal one RPM. If you are running the 2.6.16.21-0.25 kernel, you
would do the following:

rm-rf /1ib/nmodul es/2.6.16.21-0. 25-def aul t/ weak-updates/os_lib
rm-rf /1ib/nmodul es/2.6.16.21-0. 25-def aul t/ weak- updat es/ xvm

Insert and mount the SGI InfiniteStorage Software Platform 1.0 for Altix in64 CD.
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7. Install the CXFS server kernel module:

[root @i nux cdronl# rpm -UWvh sgi-cxfs-server-knp- kernelvariant- kernelrelease- version.architecture. r pm

Preparing. ..

HHHHHHHH TR HHH T [ 1009

1: - sgi - cxf s- ser ver - knp- ker#t##H#H###HHHHHHHH AR HHHHHHH B R HHH AR #HHH#E [ 1009

Where:

® kernelvariant and kernelrelease are the kernel variant and release output by the
uname -r command

e vpersion is the version number

® architecture is the processor architecture type output by the unanme -i
command

Note: For SGI ProPack 4, the kernelrelease must match the stock kernel release
provided by SUSE. For SGI ProPack 5 running SLES 10, one version of CXFS may
support one or more kernelrelease values. See the CXFS SGI ProPack release notes
for the supported versions.

8. Install the CXFS application binaries, documentation, and support tools:

[root @i nux cdronl# rpm -UWh cxfs-sysadm base-1ib* cxfs-xvm cmds* cluster_adm n* \
cluster _control* cluster_services* cxfs util* cxfs cluster* cxfs-doc*

Preparing. .. HHHHHH R [ 1009
1:cluster_admn HRHHHHH R [ 139

cxfs_cluster O:off 1:0off 2:0ff 3:on 4:0of f 5:on 6: of f

cdb-exitop: initializing CDB

fs2d

cdbnew. Created standard CDB dat abase in /var/cluster/cdb/cdb. db

cdb-exi top: success
2: cxfs-sysadm base-1lib B [ 259
3:cluster_control HHHHHH i [ 389
4: cl uster_services HHHHHH R [ 509

Started cluster

control processes

cluster_control -exitop: success
cluster_ha-exitop: Added HA keys to /var/cluster/cdb/cdb. db
cl uster_ha-exitop: success

5:cxfs_util

HHHHHHHH TR HHH TR T [ 639

6: cxfs-xvm crmds HHHHHHHH TR HHH TR T [ 759
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boot . xvm O:of f 1:off 2:0ff 3:o0ff 4:0ff 5:off 6:o0ff
7:cxfs_cluster HHHHHH T [ 889
cxfs O:of f 1:0off 2:0ff 3:o0n 4:0f f b5:o0n 6: of f

cluster_cx-exitop: Added CXFS keys to /var/cluster/cdb/cdb. db
cluster_cx-exitop: Added CXFS admi nistration access keys to
/var/cluster/cdb/cdb. db

cluster_cx-exitop: success
8: cxfs-doc HRHHHHH R [ 1009
boot . xvm O:of f 1:off 2:0ff 3:o0ff 4:0ff 5:off 6:o0ff

Note: If you have not yet installed the license key file, you may get a warning at
this point.

9. (Optional) If you are using GRIO, install the gri 02- cmds and gri 02-server

packages:
[root @i nux cdronm# rpm -Uvh grio2-cnds* grio2-server*
Preparing. .. HHHHHHHHHHH R R ] 1009
1:grio2-cnds HHHHHHHHHHH R R R ] 509
grio2 0:off 1:o0ff 2:0ff 3:o0n 4:of f 5:on 6: of f
2:grio2-server HHHHHHHHHHHH R R R ] 1009

10. Install the CXFS graphical user interface (GUI) and XVM GUI server and client
packages:

[root @i nux CXFS_CDROM # rpm - Uvh cxfs-sysadm base-client* cxfs-sysadm base-server* \
cxfs-sysadm xvnt cxfs-sysadm c*

Preparing. .. HHHHHHHH TR HHH R [ 1009
1: cxf s- sysadm base- ser ver #####H#HH#HHHHHHHHHHHHHHHHH B HHH AR HHHHE [ 109
2: cxf s- sysadm base- cl i ent #######HHHHHHHHHHHHHHHHHHHHHHHHHH# BT [ 209
3: cxfs-sysadm xvm ser ver #H##H#H#HHHHHHHHHHHHHHHHH AR HHH AR HHH#EE [ 309
4: cxf s- sysadm cxf s- ser ver #####H##HHHHHHRHHHHHHHHHHHHHHHH AT HHHH TS | 409
5: cxf s- sysadm cl ust er _bas#######H#HHH#HHHHHHHHHHHHHHHHHHHHHH#H RS [ 509
6: cxfs-sysadm xvm cl i ent #####HHHHHHHHHHHHHHHHHARBHHHHHH AR HHH#EE [ 609
7: cxf s- sysadm cxf s- cl i ent ####H###HHHHHHHHHHHHHHHHHBHHHHHHH#H RIS [ 709
8: cxf s- sysadm xvm web HHHHHHHH TR HHH TR [ 809
9: cxf s- sysadm cl ust er _bas####H###H#HHHHHHHHHHHHHHHHHHHBHHHHH# B RIS [ 909

10: cxf s- sysadm cxf s- web HHHHHHHH TR HHH TR [ 1009

For more information about XVM, see XVM Volume Manager Administrator’s Guide.
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11.

[root @i nux cdron# rpm -

Preparing. ..
1: cxfs_admin

12.

13.

14.

A\

Install the cxf s_adm n tool:

Wh cxfs_adm n*
HRHHHH T [ 1009
B [ 1009

Start the file alteration monitoring (f am service, which is required for the GUI's
use of task privileges for users:

[root @i nux CXFS_CDROM # /etc/init.d/ famstart
Starting File Access Mnitoring Daenon done

You could also enable the f amservice with chkconf i g so that f amservice
automatically starts on a reboot:

[root @i nux CXFS_CDROM # chkconfig fam on

Use the / usr/cl ust er/ bin/cxfslicense -dcommand to verify the license
keys. For more information, see "Verifying the License Keys with cxf sl i cense"
on page 80.

(Upgrades) Reboot the system in order to make the new updates to take effect.

Caution: If you installed GRIOv2 in step 9, the reboot is required.

If XVM standalone was in use prior to CXFS installation, you must reboot the
system before starting CXFS services to ensure that the new xvmmodules are
loaded.

SGI ProPack Client-Only Software Installation

The CXFS software will be initially installed and configured by SGI personnel. This
section provides an overview of those procedures.

Note: Package version numbers shown here are examples; your installed system may
differ.
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SGI ProPack Client-Only Installation Overview

Note: Specific packages listed here are examples and may not match the released
product.

Installing the CXFS client software for SGI ProPack requires approximately 50-200
MB of space, depending upon the packages installed at your site.

To install the required software on an SGI ProPack node, SGI personnel will do the
following:

1.

[root @i nux CXFS_CDROM #
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Read the release notes to learn about any late-breaking changes in the installation
procedure.

Install the SGI ProPack release, according to the directions in the SGI ProPack
documentation. Ensure that you select the SG@ Li censed package group. You
must install the pcp- open package from the SGI ProPack release.

Note: When installing the Linux OS, disconnect the system from the fabric or
ensure that the drive you are installing on is not a SAN-attached drive.

Install any required patches. See the SGI ProPack r el easenot es/ README file
for more information.

Caution: You must update the operating system with all security fixes, bug fixes,
and enhancements available from the operating system vendor.

Verify that the node is running the supported Linux distribution and SGI ProPack
overlay, according to the CXFS for SGI ProPack release notes. See the
[ etc/ SUSE-rel ease and / et c/ sgi - r el ease files.

If you have previously installed XVM in standalone mode, remove any remaining
sgi - xvm st andal one package. To find and remove the package:

rpm-e --allmatches ‘rpm-qga | grep xvm standal one’

If installing on an SGI ProPack 5 client, you may also need to remove
weak-updates links from the sgi - xvm st andal one RPM. If you are running the
2.6.16.21-0.25 kernel, you would do the following:
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[root @i nux CXFS_CDROM # rm -rf /1ib/nmodul es/2.6.16.21-0. 25-def aul t/ weak-updates/os_lib
[root @i nux CXFS_CDROM# rm -rf /1ib/nodul es/2.6.16.21-0. 25-def aul t/ weak- updat es/ xvm

6. Insert and mount the CXFS MultiOS Client 4.1 CD.
7. Install the CXFS kernel modules:

Note: This procedure uses the r pm - U option to update RPMs, which works for
an initial installation as well as updates. For an initial installation, you could also
use - i .

[root @i nux cdronl# rpm -Uvh sgi-cxfs-knp- kernelvariant- kernelrelease- version. architecture. r pm
Preparing. .. BHH TR [ 1009
1: sqgi - cxf s- knp- kernelvariant- ####HH#HHHAHHH T H T H T H AT [ 1009

Where:

® kernelvariant and kernelrelease are the kernel variant and release output by the
uname -r command

e vpersion is the version number

® architecture is the processor architecture type output by the uname -i
command

Note: For SGI ProPack 4 nodes, the kernelrelease must match the stock kernel
release provided by SUSE. For SGI ProPack 5 running SLES 10, one version of
CXFS may support one or more kernelrelease values. See the CXFS SGI ProPack
release notes for the supported versions.

8. Install the user-space packages:

[root @inux cdronm# rpm-Uvh cxfs_client* cxfs_util* cxfs-xvmcmds* cxfs-doc*

Preparing. .. HRHHHHH T [ 1009
1: cxfs-xvm cnds HRHHHHH R [ 259
boot . xvm O:off 1:off 2:0off 3:off 4:0ff 5:off 6:o0ff
2:cxfs_util BB [ 509
3:cxfs_client BB HHH R [ 759
cxfs_ client O:off 1:0off 2:0ff 3:on 4:0of f 5:on 6: of f
4: cxfs-doc HHHHHH T [ 1009
boot . xvm O:off 1:off 2:0ff 3:off 4:0ff 5:off 6:o0ff
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9.

[root @i nux cdronl# rpm
Preparing. ..
1:grio2-cnds

10.

11.

12.

A\

13.

Note: The order of RPMs listed on the command line is not necessarily the same
order in which they will be displayed in the r pmcommand output.

If you are using GRIO, install the gri 02- cnds package:

-UWvh grio2-cnds*
HHHHHHHHHEH R R R ] 1009
T R R ] 10099

Edit the / et c/ cl uster/ confi g/ cxfs_client. options file as necessary. See
"Client-only Node System Files" on page 129 and the cxfs_cl i ent (1M) man

page.

(For client-side licensing only) Use the / usr/ cl ust er/ bi n/ cxfslicense -d
command to verify the license keys. For more information, see "Verifying the
License Keys with cxf sl i cense" on page 80.

(Upgrades) Reboot the system to make the updates take effect:

[root @i nux cdron]# reboot

Caution: If XVM standalone was in use prior to CXFS installation, you must
reboot the system before starting CXFS services to ensure that the new xvm
modules are loaded.

Modify updat edb behavior so that it avoids CXFS filesystems. See "Modify
updat edb to Avoid Unnecessary Load" on page 145.

Installing the Performance Co-Pilot Agent

The cxfs_uti| s package includes a Performance Co-Pilot (PCP) agent for
monitoring CXFS heartbeat, CMS status and other statistics. If you want to use this
feature, you must also install the following PCP. packages:
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pcp-open
pcp- sgi
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These packages and are included on the first and second SGI ProPack CDs
(respectively). You can obtain the open source PCP package from
ftp:/ / 0ss.sgi.com/projects/pcp/download

SGI ProPack Installation Verification

To verify that the CXFS software has been installed properly, use the r pm - qa
command to display all of the installed packages. You can filter the output by
searching for particular package name.

For example, to verify that the cxf s- sysadm base-|i b package has installed:

[root@inux root]# rpm-qga | grep cxfs-sysadm base-lib
cxfs-sysadm base-1i b-3. 0-sgi 06092521

Note: The output above is an example. The version level may not match the installed
software.

To verify the SGI ProPack release, display the / et ¢/ sgi - r el ease file.

SGI ProPack Modifications for CXFS Connectivity Diagnostics
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If you want to use the cluster diagnostics to test node connectivity, the r oot user on
the node running the CXFS diagnostics must be able to access a remote shell using
the r sh command (as r oot ) on all other nodes in the cluster. There are several ways
of accomplishing this, depending on the existing settings in the pluggable
authentication modules (PAM) and other security configuration files.

Following is one possible method. Do the following on all administration nodes in
the cluster:

1. Install the r sh- ser ver RPM.

2. Enable r sh by changing di sabl e yes to di sabl e no in the
[ etc/xinet.d/login file.

3. Restart xi net d:
[root@inux root]# /etc/init.d/xinetd restart

4. Add rsh to the/etc/securetty file.
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5. Add the hostname of the node from which you will be running the diagnostics
into the / root /. r host s file. Make sure that the mode of the . r host s file is set
to 600 (read and write access for the owner only).

After you have completed running the connectivity tests, you may wish to disable
r sh on all cluster nodes.

For more information, see the Red Hat documentation and the host s. equi v man
page.
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Chapter 8

Postinstallation Steps

This chapter discusses the following:

¢ "Configuring System Files" on page 123

¢ "[RIX: Configuring for Automatic Restart" on page 129

e "[RIX: Converting Filesystem Definitions for Upgrades" on page 130

After completing these step discussed in this chapter, see Chapter 10, "Initial Setup of
the Cluster" on page 155. For details about specific configuration tasks, see Chapter
11, "Reference to GUI Tasks" on page 187, and Chapter 13, "Reference to cngr Tasks"
on page 305. For information about installing CXFS and Trusted IRIX, see Chapter 17,
"Trusted IRIX and CXFS" on page 469. For information about upgrades, see "CXFS
Release Versions and Rolling Upgrades" on page 375.

Configuring System Files

When you install the CXFS software, there are some system file considerations you
must take into account. The network configuration is critical. Each node in the
cluster must be able to communicate with every other node in the cluster by both
logical name and IP address without going through any other network routing;
proper name resolution is key. SGI recommends static routing.

This section discusses the following:
e "/etc/exports on All Nodes" on page 123
* "Administration Node System Files" on page 124

* "Client-only Node System Files" on page 129

/ et c/ exports on All Nodes

The optional / et ¢/ expor t s file on each node describes the filesystems that are
being exported to NFS clients.

If the / et ¢/ export s file contains a CXFS mount point, then when the system is
booted NFS will export the empty mount point because the exports are done before

007-4016-025 123



8: Postinstallation Steps

CXFS is running. When CXFS on the node joins membership and starts mounting
filesystems, the cl conf d- pr e- mount script searches the / et ¢/ export s file looking
for the mountpoint that is being mounted. If found, the script unexports the
mountpoint directory because if it did not the CXFS mount would fail. After
successfully mounting the filesystem, the cl conf d- post - mount script will search
the / et c/ export s file and export the mount point if it is found in the

[ et c/ exports file.

For more information, see "CXFS Mount Scripts” on page 392.

Administration Node System Files

This section discusses system files on administration nodes.

/ et c/ servi ces on CXFS Administration Nodes

The / et c/ servi ces file on each CXFS administration contains entries for sgi - cad
and sgi - cr sd. The port numbers assigned for these processes must be the same in
all nodes in the pool.

Note: You will see an i nst message that says sgi - cnsd and sgi - gcd must be
added to / et ¢/ servi ces. This is true only for coexecution with FailSafe, or when
running only FailSafe; if you are running just CXFS, you do not need sgi - crsd.
CXFS does not require sgi - cnsd.

The following shows an example of / et ¢/ ser vi ces entries for sgi - cad and
sgi - crsd:

sgi -crsd 7500/ udp # Cluster reset services daenon
sgi - cad 9000/ tcp # Cluster Adm n daenon

cad. opti ons on CXFS Administration Nodes

124

The cad. opti ons file on each CXFS administration node contains the list of
parameters that the cluster administration daemon reads when the cad process is
started. The files are located as follows:

e IRIX:/etc/config/cad.options

e SGI ProPack: / etc/cluster/config/cad. options
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cad provides cluster information.

The following options can be set in the cad. opti ons file:

- -append_| og Append cad logging information to the cad log file
instead of overwriting it.

--log_file filename cad log filename. Alternately, this can be specified as
-1t filename.

- VVVV Verbosity level. The number of v characters indicates

the level of logging. Setting - v logs the fewest
messages; setting - vvvv logs the highest number of
messages.

The default file has the following options:
-1 f /var/cluster/hal/log/cad_l og --append_| og

The following example shows an / et ¢/ confi g/ cad. opt i ons file that uses a
medium-level of verbosity:

-vv -1 f /Jvar/cluster/hal/log/cad_nodenane --append_| og

The default log file is / var/ cl ust er/ ha/ | og/ cad_| og. Error and warning
messages are appended to the log file if log file is already present.

The contents of the / et ¢/ confi g/ cad. opt i ons file cannot be modified using the
cxfs_adm n command, the cngr command, or the GUI.

If you make a change to the cad. opt i ons file at any time other than initial
configuration, you must restart the cad processes in order for these changes to take
effect. You can do this by rebooting the nodes or by entering the following command:

e JRIX:
# letc/init.d/cluster restart
e SGI ProPack:
# /etc/init.d/ cxfs cluster restart

If you execute this command on a running cluster, it will remain up and running.
However, the GUI will lose connection with the cad daemon; the GUI will prompt
you to reconnect.
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f s2d. opti ons on CXFS Administration Nodes

The f s2d. opti ons file on each CXFS administration node contains the list of
parameters that the f s2d daemon reads when the process is started. (The f s2d
daemon manages the distribution of the cluster database (CDB) across the CXFS
administration nodes in the pool.) The files are located as follows:

e IRIX:/etc/config/fs2d. options
e SGI ProPack: /etc/cluster/config/fs2d. options

Table 8-1 shows the options can that can be set in the f s2d. opt i ons file.

Table 8-1 f s2d. opti ons File Options

Option

Description

-1 ogevent s event name

-1 ogdest log destination

-l ogfil e filename

-1 ogfi | emax maximum

-1 ogl evel loglevel

126

Log selected events. The following event names may be used: al |,
i nternal,args, attach, chandl e, node, tree, | ock, dat acon,
trap, notify, access, storage. The defaultis al | .

Set log destination. The following log destinations may be used: al | ,
st dout, stderr, sysl og, | ogfi |l e. If multiple destinations are
specified, the log messages are written to all of them. If | ogfil e is
specified, it has no effect unless the - | ogfi | e option is also specified.
The default is | ogfil e.

Set log filename. The default is / var/ cl ust er/ ha/ | og/ f s2d_| og.

size Set log file maximum size (in bytes). If the file exceeds the maximum
size, any preexisting f i | ename. ol d will be deleted, the current file
will be renamed to fi | enane. ol d, and a new file will be created. A
single message will not be split across files. If -1 ogfi | e is set, the
default is 10000000.

Set log level. The following log levels may be used: al ways,
critical,error,warning,info, noreinfo, freq, norefreq,
trace, busy. The default is i nf 0.
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Option

Description

-trace trace_class

-tracefil e filename

-tracefi |l emax maximum_size

-[no]tracel og

-[ no] parent _ti mer
-[ no] daenoni ze

-1

-h

-0 help

Trace selected events. The following trace classes may be used: al |,
rpcs, updat es, transact i ons, moni t or . If you specify this option,
you must also specify -tracefil e and/or -tracel og. No tracing is
done, even if it is requested for one or more classes of events, unless
either or both of -tracefil e or -tracel og is specified. The default
istransacti ons.

Set trace filename. There is no default.

Set trace file maximum size (in bytes). If the file exceeds the maximum
size, any preexisting fi | enane. ol d will be deleted, the current file
will be renamed to fi | enane. ol d, and a new file will be created.

[Do not] trace to log destination. When this option is set, tracing
messages are directed to the log destination or destinations. If there is
also a trace file, the tracing messages are written there as well. The
default is - t r acel og.

[Do not] exit when the parent exits. The default is - nopar ent _ti mer.
[Do not] run as a daemon. The default is - daenoni ze.

Do not run as a daemon.

Print usage message.

Print usage message.

If you use the default values for these options, the system will be configured so that
all log messages of level i nf 0 or less, and all trace messages for transaction events,
are sent to the / var/ cl uster/ha/l og/ f s2d_| og file. When the file size reaches

10 MB, this file will be moved to its namesake with the . ol d extension and logging
will roll over to a new file of the same name. A single message will not be split

across files.

If you make a change to the f s2d. opt i ons file at any time other than the initial
configuration time, you must restart the f s2d processes in order for those changes to
take effect. You can do this by rebooting the CXFS administration nodes or by
entering the following command:

e IRIX:

# letc/init.d/cluster restart
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e SGI ProPack:
# /etc/init.d/ cxfs cluster restart

If you execute this command on a running cluster, it should remain up and running.
However, the GUI will lose connection with the cad daemon; the GUI will prompt
you to reconnect.

Example 1

The following example shows an / et ¢/ confi g/ f s2d. opt i ons file that directs
logging and tracing information as follows:

¢ All log events are sent to:
— IRIX: /var/adm SYSLOG
— SGI ProPack: /var /| og/ messages

* Tracing information for RPCs, updates, and transactions are sent to
/var/cluster/hal/log/fs2d_opsl.

When the size of this file exceeds 100,000,000 bytes, this file is renamed to
[var/cluster/hal/log/fs2d_opsl. ol d and a new file
/var/cluster/hal/log/fs2d_opsl is created. A single message is not split
across files.

(Line breaks added for readability.)

-l ogevents all -1loglevel trace -1ogdest syslog -trace rpcs
-trace updates -trace transactions -tracefile /var/cluster/ha/log/fs2d_opsl
-tracefil emax 100000000

Example 2

The following example shows an / et ¢/ confi g/ f s2d. opti ons file that directs all
log and trace messages into one file, / var/ cl ust er/ ha/ | og/ f s2d_chaos®6, for
which a maximum size of 100,000,000 bytes is specified. -t r acel og directs the
tracing to the log file.

(Line breaks added for readability.)

-l ogevents all -loglevel trace -trace rpcs -trace updates
-trace transactions -tracelog -logfile /var/cluster/ha/log/fs2d_chaos6
-1 ogfil emax 100000000 -Iogdest |ogfile.
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Client-only Node System Files

This section discusses the cxfs_cl i ent. opti ons file for IRIX and SGI ProPack
client-only nodes. For client-only nodes running other operating systems, see the
CXFS MultiOS Client-Only Guide for SGI InfiniteStorage.

On client-only nodes, you can modify the CXFS client daemon
(/usr/cluster/bin/cxfs_client)by placing options in the
cxfs_client.options file:

e IRIX:/etc/config/cxfs_client.options
e SGI ProPack: /etc/cluster/config/cxfs_client.options

The available options are documented in the cxfs_cl i ent man page.

Caution: Some of the options are intended to be used internally by SGI only for
testing purposes and do not represent supported configurations. Consult your SGI
service representative before making any changes.

For example, to see if cxfs_cl i ent is using the options in cxfs_cli ent. opti ons,
enter the following:

irix# ps -ax | grep cxfs_client
3612 ? S 0:00 /usr/cluster/bin/cxfs client -i cxfs3-5
3841 pts/O0 S 0: 00 grep cxfs_client

IRIX: Configuring for Automatic Restart
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If you want nodes to restart automatically when they are reset or when the node is
powered on, you must set the boot parameter Aut oLoad variable on each IRIX node
to yes as follows:

# nvram Aut oLoad yes
This setting is recommended, but is not required for CXFS.
You can check the setting of this variable with the following command:

# nvram Aut oLoad
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IRIX: Converting Filesystem Definitions for Upgrades

The structure of the CXFS filesystem configuration was changed with the release of
IRIX 6.5.13f. Upgrading to the 6.5.13f release provided an automatic conversion from
the old structure to the new structure. However, if you are upgrading directly from
6.5.12f or earlier, (without first installing and running 6.5.13f), you must convert your
CXEFS filesystem definitions manually.

Upgrading from 6.5.12f or Earlier

Note: If you are upgrading from 6.5.13f or later, you do not need to follow the
instructions in this section. Filesystems definitions are automatically and
transparently converted when running 6.5.13f.

After upgrading from 6.5.12f or earlier, you will notice that the CXFS filesystems are
no longer mounted, and that they do not appear in the GUI, cxf s_admi n, or cngr
queries. To convert all of the old CXFS filesystem definitions to the new format, run
the following command from one of the 6.5.14f or later nodes in the CXFS cluster:

# [usr/sysadnl privbi n/ cxfsfil esystenmJpgrade

After running this command, the CXFS filesystems should appear in the GUI,
cxfs_adm n, and cngr output, and they should be mounted if their status was
enabl ed and CXFS services are active.

Caution: This conversion is a one-time operation and should not be run a second
time. If you make changes to the filesystem and then run cxf sfi | esyst enlJpgr ade
for a second time, all of your changes will be lost.

Running with All IRIX Nodes Upgraded to 6.5.14f or Later

After all of the IRIX nodes in the cluster have been upgraded to 6.5.14f or later, it is
recommended that you destroy the old CXFS filesystem definitions, in order to
prevent these stale definitions from overwriting the new definitions if the

cxfsfil esyst enpgrade command were to be run again accidentally. To destroy
the old CXFS filesystem definitions, enter the following, where clustername is the
name of the cluster in the CXFS cluster database:

# lusr/cluster/bin/cdbutil -c "del ete #cl uster#clustername#Cel | ul ar #Fi | eSyst ens”
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Chapter 9

Best Practices

This chapter summarizes configuration and administration best-practices information
for CXFS:

For the latest information and a matrix of supported CXFS and operating system
software, see http:/ /support.sgi.com/content_request/838562/index.html on

"Configuration Best Practices" on page 131

"Administration Best Practices" on page 143

Supportfolio.

Configuration Best Practices
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This section discusses the following configuration topics:

"Fix Network Issues First" on page 132

"Use a Private Network" on page 132

"Provide Enough Memory" on page 133

"Use CXFS Configuration Tools Appropriately” on page 133
"IRIX: Netscape and the Brocade Switch GUI" on page 134
"Cluster Database Membership Quorum Stability” on page 134
"Consistency in Configuration" on page 135

"Do Not Mix Metadata Operating System Flavors" on page 135
"Use the Correct Mix of Software Releases" on page 135

"Form a Small Functional Cluster First" on page 136

"Choose a Metadata Server that is Dedicated to CXFS Work" on page 136
"Use an Odd Number of Server-Capable Nodes" on page 137
"Make Most Nodes Client-Only" on page 137

"Use a Client-Only Tiebreaker" on page 137
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Fix Network Issues First

Use a Private Network

132

"Protect Data Integrity on All Nodes" on page 138
"Minimize the Number of Switches" on page 141
"Configure Filesystems Properly" on page 141
"Verify the Configuration" on page 142

"Use the Recovery Timeout Mechanism" on page 142

"Use Proper Storage Management Procedures" on page 143

If there are any network issues on the private network, fix them before trying to use
CXFS. Ensure that you understand the information in "Hostname Resolution and
Network Configuration Rules" on page 89.

You must use a private network for CXFS metadata traffic:

A private network is a requirement.

The private network is used for metadata traffic and should not be used for other
kinds of traffic.

A stable private network is important for a stable CXFS cluster environment.

Two or more clusters should not share the same private network. A separate
private network switch is required for each cluster.

The private network should contain at least a 100-Mbit network switch. A
network hub is not supported and should not be used.

All cluster nodes should be on the same physical network segment (that is, no
routers between hosts and the switch).

The private network must be configured as the highest priority network for the
cluster. The public network may be configured as a lower priority network to be
used by CXFS network failover in case of a failure in the private network.

A virtual local area network (VLAN) is not supported for a private network.
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® Use private (10.x.x.x, 176.16.x.x, or 192.168.x.x) network addresses (RFC 1918).

* When administering more than one CXFS cluster, use unique private network
addresses for each cluster.

Provide Enough Memory

There should be at least 2 GB of RAM on the system. A metadata server must have at
least 1 processor and 1 GB of memory more than what it would need for its normal
workload (work other than CXFS). In general, this means that the minimum
configuration would be 2 processors and 2 GB of memory. If the metadata server is
also doing NFS or Samba serving, then more memory is recommended (and the nbuf
and ncsi ze kernel parameters should be increased from their defaults). CXFS makes
heavy use of memory for caching.

If a very large number of files (tens of thousands) are expected to be accessed at any
one time, additional memory over the minimum is recommended to avoid throttling
memory. Estimate the maximum number of inodes that will be accessed during a
2-minute window and size the metadata server memory for that number. (The inode
references are not persistent in memory and are removed after about 2 minutes of
non-use.) Use the following general rule to determine the amount of memory
required when the number of open files at any one time may be this large:

2KB x #inodes = metadata_server_memory

To avoid problems during metadata server recovery/relocation, all potential metadata
servers should have as much memory as the active metadata server

Use CXFS Configuration Tools Appropriately
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The cxf s_adm n command-line tool waits for a command to be completed before
continuing and provides an improved interface over cngr, including <TAB>
completion of commands. It also provides scripting capabilities. In a future release,
cxfs_adm n will replace cngr .

The GUI provides a convenient display of a cluster and its components through the
view area. You should use it to see your progress and to avoid adding or removing
nodes too quickly. After defining a node, you should wait for it to appear in the view
area before adding another node. After defining a cluster, you should wait for it to
appear before you add nodes to it. If you make changes too quickly, errors can occur.
For more information, see "Starting the GUI" on page 188.
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Note: When running the GUI on IRIX, do not move to another IRIX desktop while
GUI action is taking place; this can cause the GUI to crash.

Do not attempt to make simultaneous changes using cxf s_admni n, the GUI, and/or
cngr . Use one tool at a time.

IRIX: Netscape and the Brocade Switch GUI

When accessing the Brocade Web Tools V2.0 through Netscape on an IRIX node, you
must first enter one of the following before starting Netscape:

e For sh or ksh shells:

$ NQJI T=1; export NAJIT
e For csh shell:

% setenv NQJIT 1

If this is not done, Netscape will crash with a core dump.

Cluster Database Membership Quorum Stability

134

The cluster database membership quorum must remain stable during the
configuration process. If possible, use multiple windows to display the f s2d_I og file
for each CXFS administration node while performing configuration tasks. Enter the
following:

# tail -f /var/cluster/hal/log/fs2d_| og

Check the member count when it prints new quorums. Under normal circumstances,
it should print a few messages when adding or deleting nodes, but it should stop
within a few seconds after a new quorum is adopted.

If not enough machines respond, there will not be a quorum. In this case, the
database will not be propagated.

If you detect cluster database membership quorum problems, fix them before making
other changes to the database. Try restarting the cluster administration daemons on
the node that does not have the correct cluster database membership quorum, or on
all nodes at the same time.

007-4016-025



CXFS™ Administration Guide for SGI® InfiniteStorage

Enter the following on administration nodes:
e IRIX:

# /etc/init.d/cluster stop
# /etc/init.d/cluster start

e SQGI ProPack:

# /etc/init.d/ cxfs_cluster stop
# /etc/init.d/ cxfs cluster start

Note: You could also use the r est art option to stop and start.

Please provide the f s2d log files when reporting a cluster database membership
quorum problem.

Consistency in Configuration

Be consistent in configuration files for nodes across the pool, and when configuring
networks. Use the same names in the same order. See "Configuring System Files" on
page 123.

Do Not Mix Metadata Operating System Flavors

Mixing SGI ProPack and IRIX metadata servers in one cluster is not supported. All
server-capable administration nodes in a cluster must be either all SGI ProPack or all
IRIX.

Use the Correct Mix of Software Releases
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Create a new cluster using server-capable nodes that have the same version of the OS
release and the same version of CXFS installed.

All nodes should run the same level of CXFS and the same level of operating system
software, according to platform type. To support upgrading without having to take
the whole cluster down, nodes can run different CXFS releases during the upgrade
process.
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For details, see the platform-specific release notes and "CXFS Release Versions and
Rolling Upgrades" on page 375.

Form a Small Functional Cluster First

Ensure that you follow the instructions in "Preliminary Cluster Configuration Steps"
on page 156

For large clusters, SGI recommends that you first form a functional cluster with just
server-capable nodes and then build up the large cluster in small groups of
client-only nodes. This method make it easier to locate and fix problems, should any
occur. See "Configuring a Large Cluster" on page 179.

Choose a Metadata Server that is Dedicated to CXFS Work

The nodes that you use as potential metadata servers must be dedicated to CXFS and
filesystems work (such as Samba or NFS). Standard services (such as f t p, DNS, and
NIS) are permitted, but any other applications (such as analysis, simulation, and
graphics) must be avoided.

Note: Octane, Octane2, and Tezro systems are not supported as metadata servers.

As of CXFS 3.4, non-dedicated nodes are not supported as CXFS metadata servers.
Running a metadata server in a non-dedicated manner will void the support contract.
If the use of an application is desired on a metadata server, SGI will provide a
quotation to perform the following work:

* Audit the solution
* Design a supportable configuration
¢ Implement the changes

A statement of work will be created and implementation will begin after mutual
agreement with the customer.

If additional products are required from SGI, the customer will be responsible for
obtaining a quote and providing a purchase order before any corrective action begins.
SGI will not correct unsupported configurations without compensation and reserves
the right to terminate or suspend the support agreement.
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SGI recommends that all potential metadata servers be configured with system reset
in order to to protect data integrity. See "Protect Data Integrity on All Nodes" on page
138.

Use an Odd Number of Server-Capable Nodes

Use an odd number of server-capable nodes with CXFS services running and a
client-only CXFS tiebreaker node if you have more than two nodes total in the cluster.
See "Use a Client-Only Tiebreaker" on page 137.

Make Most Nodes Client-Only

You should define most nodes as client-only nodes and define just the nodes that may
be used for CXFS metadata as server-capable administration nodes. Use client
administration nodes only for a Failsafe co-execution node that cannot be a metadata
server (Failsafe requires that a node be either a server-capable administration node or
a client administration node).

The advantage to using client-only nodes is that they do not keep a copy of the
cluster database; they contact an administration node to get configuration
information. It is easier and faster to keep the database synchronized on a small set of
nodes, rather than on every node in the cluster. In addition, if there are issues, there
will be a smaller set of nodes on which you must look for problem.

Use a Client-Only Tiebreaker
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SGI recommends that you always define a client-only node CXFS tiebreaker for all
clusters with more than one server-capable node and at least one client-only node.
(Using server-capable nodes as a tiebreaker is not recommended because these nodes
always affect CXFS kernel membership.)

Having a tiebreaker is critical when there are an even number of server-capable
administration nodes. A tiebreaker avoids the problem of multiple-clusters being
formed (also known as split-brain syndrome) while still allowing the cluster to continue
if one of the metadata servers fails.

As long as there is a reliable client-only node in the cluster, the client-only node
should be used as tiebreaker. Server-capable nodes are not recommended as
tiebreaker nodes. Only if there are more than three server-capable nodes in the cluster
should one of them be used as the tie-breaker.
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The tiebreaker is of benefit in a cluster even with an odd number of server-capable
administration nodes because when one of the server-capable administration nodes is
removed from the cluster, it effectively becomes a cluster with an even-number of
server-capable nodes.

Note the following:

¢ If exactly two server-capable nodes are configured and there are no client-only
nodes, neither server-capable node should be set as the tiebreaker. (If one node
was set as the tiebreaker and it failed, the other node would also shut down.)

* If exactly two server-capable nodes are configured and there is at least one
client-only node, you should specify the client-only node as a tiebreaker.

If one of the server-capable nodes is the CXFS tiebreaker in a
two-server-capable-node cluster, failure of that node or stopping the CXFS services
on that node will result in a cluster-wide forced shutdown. If you use a client-only
node as the tiebreaker, either server could fail but the cluster would remain
operational via the other server.

o If there are an even number of servers and there is no tiebreaker set, the fail policy
must not contain the shut down option because there is no notification that a
shutdown has occurred. See "Isolating Failed Nodes: Failure Policies" on page 28.

SGI recommends that you start CXFS services on the tiebreaker client after the
metadata servers are all up and running, and before CXFS services are started on any
other clients.

Protect Data Integrity on All Nodes

138

All nodes must be configured to protect data integrity in case of failure. System reset
and/or I/0 fencing is required to ensure data integrity for all nodes.

Note: No matter what the cluster components are, SGI recommends that you use a
system reset configuration on server-capable nodes in order to protect data integrity
and improve server reliability. 1/O fencing (or system reset when available) must be
used on client-only nodes.

See also "Isolating Failed Nodes: Failure Policies" on page 28.
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System Reset

I/O Fencing
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You should configure system reset for any potential metadata servers in order to
protect data integrity. (I/O fencing is appropriate for client-only nodes.) This means
that nodes without system reset capability, such as Fuel systems, should not be
potential metadata servers.

Note: If the failure hierarchy contains r eset or f encer eset, the reset might be
performed before the system kernel core-dump can complete, resulting in an
incomplete core-dump.

Nodes without system reset capability (such as AIX, Linux third-party, Mac OS X,
Solaris, and Windows nodes) require I/O fencing. 1/O fencing is also appropriate for
nodes with system controllers if they are client-only nodes.

You should use the adm n account when configuring 1/O fencing. On a Brocade
switch running 4.x.x.x or later firmware, modify the adm n account to restrict it to a
single t el net session. For details, see the release notes.

If you use I/O fencing, you must keep the t el net port on the switch free at all
times; do not perform a t el net to the switch and leave the session connected.

If you use I/O fencing, SGI recommends that you use a switched network of at least
100baseT.

You should isolate the power supply for the switch from the power supply for a node
and its system controller. You should avoid any possible situation in which a node
can continue running while both the switch and the system controller lose power.
Avoiding this situation will prevent the possibility a split-brain scenario.

You must put switches used for I/O fencing on a network other than the primary
CXFS private network so that problems on the CXFS private network can be dealt
with by the fencing process and thereby avoid data corruption issues. The network to
which the switch is connected must be accessible by all administration nodes in the
cluster.

For details, see the release notes.
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Avoid Network Partition

140

The worst scenario is one in which the node does not detect the loss of
communication but still allows access to the shared disks, leading to data corruption.
For example, it is possible that one node in the cluster could be unable to
communicate with other nodes in the cluster (due to a software or hardware failure)
but still be able to access shared disks, despite the fact that the cluster does not see
this node as an active member.

In this case, the reset will allow one of the other nodes to forcibly prevent the failing
node from accessing the disk at the instant the error is detected and prior to recovery
from the node’s departure from the cluster, ensuring no further activity from this
node.

In a case of a true network partition, where an existing CXFS kernel membership
splits into two halves (each with half the total number of server-capable nodes), the
following will happen:

o If the CXFS tiebreaker and system reset or I/O fencing are configured, the half
with the tiebreaker node will reset or fence the other half. The side without the
tiebreaker will attempt to forcibly shut down CXFS services.

e If there is no CXFS tiebreaker node but system reset or I/O fencing is configured,
each half will attempt to reset or fence the other half using a delay heuristic. One
half will succeed and continue. The other will lose the reset/fence race and be
rebooted /fenced.

o If there is no CXFS tiebreaker node and system reset or I/O fencing is not
configured, then both halves will delay, each assuming that one will win the race
and reset the other. Both halves will then continue running, because neither will
have been reset or fenced, leading to likely data corruption.

To avoid this situation, you should configure a tiebreaker node, and you must use
system reset or I/O fencing. However, if the tiebreaker node (in a cluster with
only two server-capable nodes) fails, or if the administrator stops CXFS services,
the other node will do a forced shutdown, which unmounts all CXFS filesystems.

If the network partition persists when the losing half attempts to form a CXFS kernel
membership, it will have only half the number of server-capable nodes and be unable
to form an initial CXFS kernel membership, preventing two CXFS kernel
memberships in a single cluster.

For more information, contact SGI professional or managed services.
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Minimize the Number of Switches

CXFS is more efficient with fencing operations with a smaller number of large
switches rather than a large number of smaller switches.

Configure Filesystems Properly
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Contfigure filesystems properly:

Use a filesystem block size that is common to all CXFS OS platforms. Each CXFS
OS platform supports a unique range of filesystem block sizes, but all of them
support a filesystem block size of 4096 bytes. For this reason, SGI recommends
4-KB filesystems for compatibility with all CXFS platforms. For details on the
filesystem block sizes supported by each CXFS OS platform, see Appendix E,
"Filesystem Specifications" on page 603 and the “Filesystem and Logical Unit
Specifications” appendix in the CXFS MultiOS Client-Only Guide for SGI
InfiniteStorage.

Determine whether or not to have all filesystems served off of one metadata server
or to use multiple metadata servers to balance the load, depending upon how
filesystems will be accessed. The more often a file is accessed, the greater the stress;
a filesystem containing many small files that are accessed often causes greater
stress than a filesystem with a few large files that are not accessed often. CXFS
performs best when data 1/O operations are greater than 16 KB and large files are
being accessed. (A lot of activity on small files will result in slower performance.)

Enable the forced unmount feature for CXFS filesystems, which is off by default.
Many sites have found that enabling this feature improves the stability of their
CXEFS clusters, particularly in situations where the filesystem must be unmounted.

On IRIX nodes, this feature uses the unount -k option. The - k option attempts
to kill processes that have open files or current directories in the appropriate
filesystems and then unmount them. That is, it attempts to terminate any 1/0
going to the filesystem, so that it can unmount it promptly, rather than having to
wait for the I/0 to finish on its own, causing the unmount to possibly fail.

On SGI ProPack nodes, a similar function is performed with the f user -m -k
command and the unbunt command
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This feature is available through the following CXFS GUI menu:

Tasks
> Filesystems
> Unmount a CXFS Filesystem

You can also specify this feature using the cxf s_admi n or cngr commands to
define the filesystem. See "Unmount a CXFS Filesystem with cxf s_adni n" on
page 293, "Create or Modify a CXFS Filesystem with cxf s_admi n" on page 288,
"Unmount CXFS Filesystems with the GUI" on page 250, and "Define a CXFS
Filesystem with cmgr " on page 347.

¢ If you are using NFS or Samba, you should have the NFS or Samba server run on
the active metadata server.

¢ Do not use nested mount points. IRIX nodes do not permit nested mount points
on CXFS filesystems; that is, you cannot mount an IRIX XFS or CXFS filesystem on
top of an existing CXFS filesystem. Although it is possible to mount other
filesystems on top of an SGI ProPack CXFS filesystem, this is not recommended.

¢ Perform reconfiguration (including but not limited to adding and deleting
filesystems or nodes) during a scheduled cluster maintenance shift and not during
production hours.

Verify the Configuration

You should always run the following command after any significant configuration
change, or whenever problems, warnings or errors occur:

/usr/cluster/bin/cxfs-config -xfs -xvm

The cxf s_adm n command, cngr command, and CXFS GUI do not always prevent
poor configurations. The st at us command in cxf s_adm n will indicate some
potential problems and the cxf s- confi g tool can detect a large number of potential
problems.

Use the Recovery Timeout Mechanism

The recovery timeout mechanism prevents the cluster from hanging and keeps
filesystems available in the event that a node becomes unresponsive.
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When recovery timeout is enabled, nodes are polled for progress after a recovery has
begun. If recovery for a node is not making progress according to the specified polls,
the recovery is considered stalled and the node will shut down or panic. For
example, to enable the recovery timeout to begin monitoring after 5 minutes, monitor
every 2 minutes, declare a node’s recovery stalled after 15 minutes of without
progress, and panic the node with stalled recovery, you would set the following;:

cxfs_recovery_timeout_start 300
cxfs_recovery_timeout _period 120
cxfs_recovery_timeout_stall ed 900
cxfs_recovery_timeout_panic 1

For details about the parameters, see "Site-Changeable System Tunable Parameters"
on page 414.

Use Proper Storage Management Procedures

You should configure storage management hardware and software according to its
documentation and use proper storage mangement procedures, including the
following:

¢ Assign IP addresses to all storage controllers and have them network-connected
(but not on the private CXFS metadata network) and manageable via out-of-band
management

Note: Do not use in-band management (which can cause problems if there is a
loss of Fibre Channel connectivity)

* Keep a copy of the array configuration
e Monitor for read errors that do not result in drive strikes

¢ Keep a copy of the XVM volume configuration

Administration Best Practices

This section discusses the following administration topics:

* "Do Not Run User Jobs on Metadata Servers" on page 144
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"Do Not Run Backups on a Client Node" on page 145

"Use cr on Jobs Properly" on page 145

"Modify updat edb to Avoid Unnecessary Load" on page 145

"Repair Filesystems with Care" on page 146

"Defragment Filesystems with Care" on page 147

"Use Relocation and Recovery Properly" on page 147

"Shut Down Nodes Unobtrusively" on page 147

"Remove Unused Cluster Components" on page 147

"Use f amProperly" on page 148

"Use Trusted IRIX Consistently" on page 148

"Upgrade the Software Properly” on page 148

"Use Fast Copying for Large CXFS Files" on page 149

"Use fil estreans Mount Option to Optimize Disk Layout" on page 149
"Log File Names and Sizes" on page 149

"Use System Capacity Wisely" on page 150

"Reboot Before Changing Node ID or Cluster ID" on page 150

"Restart CXFS on a Node after an Administrative CXFS Stop" on page 150
"Restart the Cluster In an Orderly Fashion" on page 151

"Disable Reset Capability If You Remove Reset Lines" on page 151

"Avoid Performance Problems with Unwritten Extent Tracking and Exclusive Write
Tokens" on page 152

"Use the Appropriate Version of | cr ash for SGI ProPack" on page 153

Do Not Run User Jobs on Metadata Servers

144

Do not run user jobs on the CXFS metadata server node.
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Do Not Run Backups on a Client Node

SGI recommends that backups are done on the metadata server.

Do not run backups on a client node, because it causes heavy use of non-swappable
kernel memory on the metadata server. During a backup, every inode on the
filesystem is visited, and if done from a client, it imposes a huge load on the
metadata server. The metadata server may experience typical out-of-memory
symptoms, and in the worst case can even become unresponsive or crash.

Use cr on Jobs Properly

0

Because CXFS filesystems are considered as local on all nodes in the cluster, the nodes
may generate excessive filesystem activity if they try to access the same filesystems

simultaneously while running commands such as fi nd, | s, or SGI ProPack sl ocat e.
You should build databases for r f i nd and GNU | ocat e only on the metadata server.

On IRIX systems, the default r oot cront ab on some platforms has the following
fi nd job that should be removed or disabled on all nodes (line breaks added here for
readability):

* * /sbin/suattr -m-C CAP_MAC READ,

CAP_MAC VIR TE, CAP_DAC_WRI TE, CAP_DAC_READ_SEARCH, CAP_DAC_EXECUTE=ei p

-c "find /

-type f (' -name core -0 -nane dead.letter ')’ -atinme +7
-mime +7 -exec rm-f

o

Edit the nodes’ cr ont ab file to only execute this f i nd command on one metadata
server of the cluster.

On SGI ProPack systems, there is often a cr on job to execute updat edb, which can
be problematic. You must remove this cr on job or modify it to exclude CXFS
directories. (On SGI ProPack for SGI ProPack systems on which you are using local
XFS, you cannot add xf s to the PRUNEFS configuration variable to exclude all CXFS
filesystems because this would also exclude local XFS filesystems.)

Modify updat edb to Avoid Unnecessary Load
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CXEFS filesystems are mounted on each node in the cluster. Therefore, running the
default updat edb or sl ocat e on each SGI ProPack and Linux third-party client will
cause extra unnecessary load in the cluster, and may result in racing and an incorrect
filename database.
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To avoid this situation, add CXFS mount points to the parameter in the following files:
e SGI ProPack 3: PRUNEPATHS in / et ¢/ updat edb. confi g
* Red Hat Enterprise Linux: PRUNEPATHS in / et ¢/ updat edb. confi g

® SGI ProPack 4 and SUSE Linux Enterprise Server 9 (SLES 9):
UPDATEDB_PRUNEPATHS in / et ¢/ sysconfi g/ 1 ocat e

Repair Filesystems with Care

146

A\

Always contact SGI technical support before using xf s_r epai r on CXFS filesystems.
You must first ensure that you have an actual case of data corruption and retain
valuable metadata information by replaying the XFS logs before running

xfs_ repair.

Caution: If you run xf s_r epai r without first replaying the XFS logs, you may
introduce data corruption.

You should run xf s_ncheck and capture the output to a file before running
xfs_repai r. If running Xf s_r epai r results in files being placed in the

| ost +f ound directory, the saved output from xf s_ncheck may help you to identify
the original names of the files.

Only use xf s_r epai r on metadata servers and only when you have verified that all
other cluster nodes have unmounted the filesystem.

When using xf s_r epai r, make sure it is run only on a cleanly unmounted
filesystem. If your filesystem has not been cleanly unmounted, there will be
un-committed metadata transactions in the log, which xf s_r epai r will erase. This
usually causes loss of some data and messages from xf s_r epai r that make the
filesystem appear to be corrupted.

If you are running xf s_r epai r right after a system crash or a filesystem shutdown,
your filesystem is likely to have a dirty log. To avoid data loss, you MUST mount
and unmount the filesystem before running xf s_r epai r. It does not hurt anything
to mount and unmount the filesystem locally, after CXFS has unmounted it, before
xfs_repair is run.

For more information, see the IRIX Admin: Disks and Filesystems.
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Defragment Filesystems with Care

Using xfs_f sr to defragment CXFS filesystems is not recommended except on
read-mostly filesystems because xf s_f sr badly fragments the free space. XFS
actually does best at maintaining contiguous free space and keeping files from being
fragmented if xf s_f sr is not run as long as there is a moderate (10% or more) free
space available on the filesystem.

The xf s_f sr tool is useful when defragmenting specific files but not filesystems in
general.

Use Relocation and Recovery Properly

Use relocation and recovery only on standby nodes. A standby node is a server-capable
administration node that is configured as a potential metadata server for a given
filesystem, but does not currently run any applications (including NFS and Samba)
that will use that filesystem. The node can run applications that use other filesystems.

Shut Down Nodes Unobtrusively

Use the proper procedures for shutting down nodes. See "Removing and Restoring
Cluster Members" on page 439.

When shutting down, resetting, or restarting a CXFS client-only node, do not stop
CXEFS services on the node. (Stopping CXFS services is more intrusive on other nodes
in the cluster because it updates the cluster database. Stopping CXFS services is
appropriate only for a CXFS administration node.) Rather, let the CXFS shutdown
scripts on the node stop CXFS when the client-only node is shut down or restarted.

If you are going to perform maintenance on a potential metadata server, you should
first shut down CXFS services on it. Disabled nodes are not used in CXFS kernel
membership calculations, so this action may prevent a loss of quorum.

Remove Unused Cluster Components
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As long as a server-capable node remains configured in the cluster database, it counts
against cluster database quorum. However, the way it impacts the cluster depends
upon the actual node count.

If a server-capable administration node is expected to be down for longer than the
remaining mean-time to failure (MTTF) of another server-capable node in the cluster,
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Use f amProperly

you should remove it from the cluster and the pool to avoid cluster database
membership and CXFS membership quorum problems. See the following sections:

* "Modify a Cluster Definition with the GUI" on page 229
* "Modify a Cluster with cngr " on page 337

® '"Delete a Node with cxf s_admi n" on page 280

® '"Delete a Node with cngr " on page 329

You should leave a client-only node in the cluster database unless you are
permanently removing it.

You should also remove the definitions for unused objects such as filesystems and
switches from the cluster database. This will improve the cluster database
performance and reduce the likelihood of cluster database problems.

If you want to use the file alteration monitor (f am), you must remove the / dev/ i non
file from CXFS nodes. Removing this file forces f amto poll the filesystem. For more
information about the monitor, see the f amman page.

Use Trusted IRIX Consistently

If you want to run CXFS and Trusted IRIX, all server-capable nodes in the cluster
must run Trusted IRIX. The client-only nodes can run IRIX. SGI ProPack and the
multiOS platforms are not supported in a cluster with Trusted IRIX. You should
configure your system such that all nodes in the cluster have the same user IDs,
access control lists (ACLs), and capabilities.

Upgrade the Software Properly

148

Do the following when upgrading the software:

¢ Read the release notes when installing and/or upgrading CXFS. These notes
contain useful information and caveats needed for a stable install/upgrade.

* Do not make any other configuration changes to the cluster (such as adding new
nodes or filesystems) until the upgrade of all nodes is complete and the cluster is
running normally.
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Use Fast Copying for Large CXFS Files

You can use the cxf scp(1) command to quickly copy large files (64 KB or larger) to
and from a CXFS filesystem. It can be significantly faster than cp(1) on CXFS
filesystems because it uses multiple threads and large direct I/Os to fully use the
bandwidth to the storage hardware.

Files smaller than 64 KB do not benefit from large direct I/Os. For these files, cxf scp
uses a separate thread using buffered 1/0, similar to cp(1).

The cxf scp command is available on on IRIX, SGI ProPack, Linux, and Windows
platforms. However, some options are platform-specific, and other limitations apply.
For more information and a complete list of options, see the cxf scp(l) man page.

Use fi | estreans Mount Option to Optimize Disk Layout

The fi | estreanms mount option changes the behavior of the XFS allocator in order
to optimize disk layout. It is appropriate for workloads that generate many files that
are created and accessed in a sequential order in one directory. It selects an XFS disk
block allocation strategy that does the following:

¢ Allocates the file data sequentially on disk in the order that the files are created
* Uses different regions of the filesystem for files in different directories

Using the fi | est r eams mount option can improve both bandwidth and latency
when accessing the files because the RAID will be able to access the data in each
directory sequentially. Therefore, multiple writers may be able to write into the same
filesystem without interleaving file data on disk.

You can safely enable the fi | est r eans mount option on an existing filesystem and
later disable it without affecting compatibility. (The mount option affects where data
is located in the filesystem; it does not change the format of the filesystem.) However,
you may not get the full benefit of fi | est r eans due to preexisting filesystem
fragmentation.

Log File Names and Sizes

You should not change the names of the log files. If you change the names of the log
files, errors can occur.
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Periodically, you should rotate log files to avoid filling your disk space; see "Log File
Management" on page 406. If you are having problems with disk space, you may
want to choose a less verbose log level; see "Configure Log Groups with the GUI" on
page 235, or "Configure Log Groups with cngr " on page 344.

Use System Capacity Wisely

To avoid a loss of connectivity between the metadata server and the CXFS clients, do
not oversubscribe the metadata server or the private network connecting the nodes in
the cluster. Avoid unnecessary metadata traffic.

If the amount of free memory is insufficient, a node may experience delays in
heartbeating and as a result will be kicked out of the CXFS membership. To observe
the amount of free memory in your system, use the osvi ew tool.

See also "Out of Logical Swap Space" on page 531.

Reboot Before Changing Node ID or Cluster ID

If you want redefine a node ID or the cluster ID, you must first remove the current
cluster definition for the node, then reboot. The problem is that the kernel still has the
old values, which prohibits a CXFS membership from forming. However, if you
perform a reboot first, it will clear the original values and you can then redefine the
node or cluster ID.

Therefore, if you use cdbr ei ni t on a node to recreate the cluster database, you must
reboot it before changing the node IDs or the cluster ID. See "Recreating the Cluster
Database" on page 558.

Restart CXFS on a Node after an Administrative CXFS Stop

150

If you perform an administrative CXFS stop (forced CXFS shutdown) on a node, you
must perform an administrative CXFS start on that node before it can return to the
cluster. If you do this while the database still shows that the node is in a cluster and
is activated, the node will restart the CXFS membership daemon. Following a forced
CXFS shutdown, the node can be prevented from restarting the CXFS membership
daemon when CXFS is restarted by stopping CXFS services. (A forced CXFS
shutdown alone does not stop CXFS services. A forced CXFS shutdown stops only
the kernel membership daemon. Stopping CXFS services disables the node in the
cluster database.)
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For example, enter the following on the local node you wish to start:

cxf s_adm n: clustername> di sabl e node: nodename
cxf s_admi n: clustername> enabl e node: nodename

See also "Forced CXFS Shutdown: Revoke Membership of Local Node" on page 403.

Restart the Cluster In an Orderly Fashion

SGI recommends that you do the following to start the cluster in an orderly fashion if
you have taken the entire cluster down for maintenance or because of server
instability. This procedure assumes all nodes have been disabled.

1. Start CXFS services (using the CXFS GUI, cngr, or cxf s_adm n) for the
potential metadata servers. Do the following for each potential metadata server if
you are using the cxf s_adm n command:

cxf s_admi n: clustername> enabl e node: nodename
2. Start CXFS services on the client-only tiebreaker node.

3. Start CXFS services on the remaining client-only nodes.

Disable Reset Capability If You Remove Reset Lines

When reset is enabled, CXFS requires a r eset successf ul message before it moves
the metadata server. Therefore, if you have the reset capability enabled and you must
remove the reset lines for some reason, you must also disable the reset capability. See
"Modify a Node Definition with the GUI" on page 221, or "Create or Modify a Node
with cxfs_admi n" on page 272, or "Modify a Node with cngr " on page 322.

Be Aware of the Differences Between IRIX and Linux System Administration
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If you are migrating from a cluster with IRIX metadata servers to a cluster with SGI
ProPack metadata servers, you should understand the differences between IRIX and
Linux system administration.

The details of these differences are beyond the scope of this guide. For more
information, see the operating system documentation.
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See also:
e "SGI ProPack Limitations and Considerations" on page 110
e Chapter 14, "Administration and Maintenance" on page 373

e Chapter 19, "Migration from an IRIX Cluster to an SGI ProPack Cluster" on page
487

* Appendix D, "Operating System Path Differences" on page 601

Avoid Performance Problems with Unwritten Extent Tracking and Exclusive Write Tokens

Unwritten Extent Tracking

152

This section discusses performance problems with unwritten extent tracking and
exclusive write tokens.

When you define a filesystem, you can specify whether unwritten extent tracking is
on (unwritten=1) or off (unwri tten=0); it is on by default.

In most cases, the use of unwritten extent tracking does not affect performance and
you should use the default to provide better security.

However, unwritten extent tracking can affect performance when both of the
following are true:

* A file has been preallocated

¢ These preallocated extents are written for the first time with records smaller than
4 MB

For optimal performance with CXFS when both of these conditions are true, it may
be necessary to build filesystems with unwri t t en=0 (off).

Note: There are security issues with using unwri t t en=0. For more information, see
the IRIX Admin: Disks and Filesystems.
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Exclusive Write Tokens

For proper performance, CXFS should not obtain exclusive write tokens. Therefore,
use the following guidelines:

Preallocate the file.

Set the size of the file to the maximum size and do not allow it to be changed,
such as through truncation.

Do not append to the file. (That is, O APPEND is not true on the open.)
Do not mark an extent as wri tten.

Do not allow the application to do continual pr eal | ocat i on calls.

If the guidelines are followed and there are still performance problems, you may find
useful information by running the i crash st at command before, halfway through,
and after running the MPI job. For more information, see the i cr ash man page.

Note: You must run the si al scripts version of i cr ash commands. See "Kernel
Status Tools" on page 504.

Use the Appropriate Version of | crash for SGI ProPack

If you want to use | cr ash for troubleshooting on an SGI ProPack node, you must
use the version of | crash that is available from Supportfolio. Use the - X option to
load the CXFS ker nt ypes:

# | crash -x /boot/sgi-cxfs-kerntypes- kernelversion- architecturetype

Note: Do not use the version of | crash that is shipped with SLES 9.
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Chapter 10

Initial Setup of the Cluster

Caution: CXFS is a complex product. To ensure that it is installed and configured in

A an optimal manner, you must purchase initial setup services from SGI. You should
read through the following chapters, before attempting to install and configure a
CXFS cluster:

¢ Chapter 1, "Introduction to CXFS" on page 1

e Chapter 2, "SGI RAID for CXFS Clusters" on page 59
* Chapter 3, "Switches" on page 63

¢ Chapter 4, "CXFS License Keys" on page 69

* Chapter 5, "Preinstallation Steps" on page 89

¢ Chapter 6, "IRIX CXFS Installation" on page 97 and/or Chapter 7, "SGI ProPack
CXFS Installation" on page 109

e Chapter 8, "Postinstallation Steps" on page 123
¢ Chapter 9, "Best Practices” on page 131
* Chapter 10, "Initial Setup of the Cluster" on page 155

This chapter provides recommendations and a summary of the basic steps required to
initially configure a cluster. It contains the following;:

® 'Preliminary Cluster Configuration Steps" on page 156

¢ 'Initial Setup Using One of the Configuration Tools" on page 159
* "Configuring a Large Cluster" on page 179

* '"Testing the System" on page 182

You should also refer to the information in "Configuration Best Practices" on page 131
and you may wish to use the worksheet provided in Appendix G, "Initial
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Configuration Checklist" on page 617. If you are converting from an existing FailSafe
cluster, see "Set Up an Existing FailSafe Cluster for CXFS with the GUI" on page 209.

This chapter points to detailed descriptions in the task reference chapters and in the
XVM Volume Manager Administrator’s Guide.

For information about licenses, see Chapter 4, "CXFS License Keys" on page 69.

Preliminary Cluster Configuration Steps

Verify the License

Complete the following steps to ensure that you are ready to configure the initial
cluster:

® "Verify the License" on page 156

® "Verify that the Cluster Daemons are Running" on page 156
* "Gather the Required Information" on page 158

* "Configure for nsd Use (Optional)" on page 158

* "Verify that the chkconfi g Arguments are On" on page 158

During the course of configuration, you will see various information-only messages in
the log files. See "Normal Messages" on page 527.

Verify that you have the appropriate CXFS licenses by using the - d option to the
cxfslicense command on server-capable nodes (for server-side licensing) or on
any node (for client-side licensing). See "Verifying the License Keys with
cxfslicense" on page 80.

Verify that the Cluster Daemons are Running

156

When you first install the software, the following daemons should be running on all
administration nodes:

e fs2d

e cnond
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cad

crsd

To determine which daemons are running on an administration node, enter the
following:

IRIX:

irix# /etc/init.d/ cxfs status
clconfd i s running

irix# /etc/init.d/cluster status
fs2d is running

crmond is running

cad i s running

crsd is running

SGI ProPack:

[root @i nux64 root]# /etc/init.d/ cxfs status

clconfd i s running

[root @i nux64 root]# /etc/init.d/ cxfs_cluster status
fs2d is running.

crmond is running.

cad i s running.

crsd is running.

If you do not see these processes on an administration node, go to the logs to see
what the problem might be. Then restart the daemons by entering the following:

IRIX:

irix# /etc/init.d/cxfs start
irix# /etc/init.d/cluster start

SGI ProPack:

[root @inux64 root]# /etc/init.d/ cxfs start
[root @inux64 root]# /etc/init.d/ cxfs_cluster start

The cxfs_cl i ent daemon should be running on a client-only node. If it is not,
enter the following:

# /etc/init.d/cxfs _client start
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For more information, see "Stopping and Restarting Cluster Administration Daemons"
on page 557 and "Daemons” on page 563.

Gather the Required Information

You should know the fully qualified hostname of the machine from which you will
do CXFS administration, which should be the first node you define in the cluster
database. If you use one of the command-line configuration tools (either
cxfs_adm n or cngr, see "Initial Setup Using One of the Configuration Tools" on
page 159), you should use the hostname when defining the first node in the pool.
(This information is automatically supplied for you in the CXFS GUL)

You should also know the IP addresses and hostnames of the other machines that will
form the cluster and the name by which want to refer to the cluster.

Configure for nsd Use (Optional)

If your system uses nsd for hostname resolution, you must configure your system so
that local files are accessed before the network information service (NIS) or the
domain name service (DNS).

Verify that the chkconfi g Arguments are On
Ensure that the appropriate chkconf i g arguments are on. For more information, see
"CXFS chkconfi g Arguments" on page 387.

IRIX chkconfi g Verification
For an IRIX node, ensure that chkconfi g displays the following

irix# chkconfig | grep cluster
cluster on
cxfs_cluster on

If it does not, set the flags to on and reboot. For example:

irix# [etc/chkconfig cluster on
irix# /etc/chkconfig cxfs_cluster on
irix# init 6
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Or:

irix# init 1

irix# [etc/chkconfig cluster on
irix# /etc/chkconfig cxfs_cluster on
irix# init 2

SGI ProPack chkconfi g Verification

For an SGI ProPack node, use - -1 i st option to chkconfi g to verify that the
chkconfi g names are set to on for the site’s normal run levels. For example, if the
normal run levels were 3 and 5:

[root @i nux root]# chkconfig --list | grep cxfs
cxfs_cluster 0: of f 1: of f 2:of f 3:0n 4: of f 5:0n 6: of f
cxfs 0: of f 1:of f 2: of f 3:on 4: of f 5:0n 6: of f

Note: Your site’s normal run levels may differ.

If the normal run levels are set to of f, set them to on and reboot. For example:

[root @i nux root]# chkconfig cxfs_cluster on
[root @i nux root]# chkconfig cxfs on
[root @i nux root]# reboot

Initial Setup Using One of the Configuration Tools

You can create the cluster and its components using any one of the following tools,
which provide similar functionality:

e 'Initial Setup with the CXFS GUI" on page 160
e 'Initial Setup with the cxfs_adm n Command" on page 164

¢ 'Initial Setup with the cnrgr Command" on page 168

f Caution: You should only use one configuration tool at a time to make changes.
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The following procedures provide an overview of the basic steps to set up a cluster.
You will first define a server-capable node from which you perform administrative
tasks, and then the other components of the cluster.

Initial Setup with the CXFS GUI

Start the GUI

160

Note: For complete details about using the GUI, see "CXFS Tools Overview" on page
42 and Chapter 11, "Reference to GUI Tasks" on page 187.

To initially configure the cluster with GUI, do the following:

e "Start the GUI" on page 160

* "Set Up a New Cluster with the GUI" on page 162

e "Set Up a New CXFS Filesystem with the GUI" on page 163

The CXFS administration node to which you connect the GUI affects your view of the
cluster. You should wait for a change to appear in the view area before making
another change; the change is not guaranteed to be propagated across the cluster until
it appears in the view area. You should only make changes from one instance of the
GUI at any given time; changes made by a second GUI instance may overwrite
changes made by the first instance.

Start the CXFS Manager by entering the following:
# [ usr/ sbin/ cxfsmgr

You can also start the GUI from your web browser on a Microsoft Windows, Linux, or
other platform. To do this, enter ht t p: / / server/ CXFSManager / (where server is the
name of a CXFS administration node in the pool) and press Enter. At the resulting
webpage, click the CXFS Manager icon. This method of launching CXFS Manager
requires you to have enabled Java in your browser’s preferences and have installed
the appropriate Java plug-in. (After installing the plug-in, you must close any existing
Java windows and restart your browser.) The CXFS administration node must be
running a web server, such as Apache, and have the following software installed:

e IRIX: sysadm cxfs. sw. web

e SGI ProPack: cxfs-sysadm cxfs-web
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Note: If you load the GUI using Netscape on IRIX and then switch to another page in
Netscape, CXFS Manager GUI will not operate correctly. To avoid this problem, leave

the CXFS Manager GUI web page up and open a new Netscape window if you want
to view another page.

There are other methods of starting the GUI. For more information, see "Starting the
GUI" on page 188.

Supply the name of the CXFS administration node you wish to connect to and the
root password.

Figure 10-1 shows an example of the CXFS Manager window.

éﬁfe Edit Tasks Help

WooE 80 8 % @

4 -
Find r Cluster: Foo
) Cluster Mode: Normal
View: | MNodes and Cluster hd Cluster ID: 33
@ o Motification Command: (MNone)
Tie-Breaker Mode: (MNone)
@ mesagueen Cluster Status: Active
@ tableking
@ wallace Modes in Cluster:
Nodes in Pogl o Node | Cperating System | Status
@ mesagueen IR Up sl
@ tableking IR Up
@ wallace IR Up

CXFS Filesystems (2 mounted, 2 unmounted):

| Filesystem | Status | Server List

@f demort Mounted mesaqueen,tablekingwallace =
@3 lunBs2 Mot mounted  mesaqueen,wallace

@f lunBs5 Mounted mesaqueen,wallace

@3 lunBs7 Mot mounted  mesaqueen,wallace |

Applicable Tasks:
@ Define a Node =
@ Define a Cluster

@ A.dd or Remove Nodes in Cluster
[l I

CNI

Figure 10-1 CXFS Manager
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Set Up a New Cluster with the GUI

Note: Within the CXFS tasks, you can click any blue text to get more information
about that concept or input field. In every task, the cluster configuration will not
update until you click on OK.

The Set Up a New Cluster task in the Guided Configuration menu leads you
through the steps required to create a new cluster. It encompasses tasks that are
detailed elsewhere.

Do the following;:

162

1. Click Define a Node to define the CXFS administration node to which you are

connected. See "Define a Node with the GUI" on page 212.

Note: If you attempt to define a cluster or other object before the local node has
been defined, you will get an error message that says:

No nodes are registered on servername. You cannot define a cluster
until you define the node to which the GU is connected. To do so,
click "Continue" to launch the "Set Up a New O uster" task.

. (Optional) After the first node icon appears in the view area on the left, click step

2, Define a Node, to define the other nodes in the cluster. To use private network
failover, you must use the cxf s_admi n command’s cr eat e fail over_net
command to specify the network and mask or the cngr command’s add net
subcommand to group the NICs into networks; see "Network Failover Tasks with
cxfs_adm n" on page 296 or "Define a Node with cngr " on page 312. See
"Define a Node with the GUI" on page 212.

Note: Do not define another node until this node appears in the view area. If you
add nodes too quickly (before the database can include the node), errors will
occur.

Repeat this step for each node. For large clusters, define only the administration
nodes first; see "Configuring a Large Cluster”" on page 179.

Click Define a Cluster to create the cluster definition. See "Define a Cluster with
the GUI" on page 228. Verify that the cluster appears in the view area. Choose
View: Nodes and Cluster.
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4. After the cluster icon appears in the view area, click Add/Remove Nodes in
Cluster to add the nodes to the new cluster. See "Add or Remove Nodes in the
Cluster with the GUI" on page 220.

Click Next to move to the second screen of tasks.

5. (Optional) Click on Test Connectivity to verify that the nodes are physically
connected. See "Test Node Connectivity with the GUI" on page 227. (This test
requires the proper configuration; see "IRIX Modifications for CXFS Connectivity
Diagnostics" on page 108, "SGI ProPack Modifications for CXFS Connectivity
Diagnostics” on page 120.)

6. If you are using I/O fencing, define the switch in the cluster; see the release notes
for supported switches. I/O fencing is required for nodes without system
controllers; see "Requirements" on page 38.

7. Click Start CXFS Services. See "Start CXFS Services with the GUI" on page 231.

8. Click Close. Clicking on Close exits the task; it does not undo the task.

Set Up a New CXFS Filesystem with the GUI
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Note: Within the CXFS tasks, you can click any blue text to get more information
about that concept or input field. In every task, the cluster configuration will not
update until you click OK.

The Set Up a New CXFS Filesystem task leads you through the steps required to
create a new filesystem and mount it on all nodes in your cluster. It encompasses
tasks that are detailed elsewhere.

Do the following;:

1. Click Start CXFS Services if the services have not been started already. (The
current status is displayed beneath the task link.) See "Start CXFS Services with
the GUI" on page 231.

2. Click Label Disks.

Note: The disk must be initialized before being labeled. If your disk has not been
initialized during factory set-up, use the IRIX f x command or SGI ProPack
f di sk command to initialize the disk.
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Initial Setup with the
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For information about XVM tasks, see the XVM Volume Manager Administrator’s
Guide.

3. Create slices, which define the physical storage, on the labeled disk. Click Slice
Disks.

4. Create the type of filesystem you want: stripe, mirror, or concat.

5. Click Make the Filesystem. If you do not want to use the default options, click
Specify Sizes and go to the next page. For more information, see the mkf s man
page, the IRIX Admin: Disks and Filesystems guide, and the XVM Volume Manager
Administrator’s Guide.

6. Click Define a CXFS Filesystem. This task lets you define a new filesystem, set
the ordered list of potential metadata servers, and set the list of client nodes for
the filesystem. See "Define CXFS Filesystems with the GUI" on page 246.

7. Click Mount a CXFS Filesystem. This task lets you mount the filesystem on all
nodes in the cluster. See "Mount CXFS Filesystems with the GUI" on page 249.

Repeat these steps for each filesystem.

cxfs_adm n Command

Note: For the initial installation, SGI highly recommends that you use the GUI
guided configuration tasks. See "Initial Setup with the CXFS GUI" on page 160. For
complete details about using cxf s_admi n, see "CXFS Tools Overview" on page 42
andChapter 12, "Reference to cxf s_admni n Tasks" on page 259.

You can perform configuration with cxf s_adni n using normal mode (in which you
specify each command and attribute) or in prompting mode, in which cxf s_adm n
asks you for the information it requires.

To initially configure the cluster with cxf s_adni n, do the following (line breaks
shown here for readability). A simple example of prompting mode follows the steps.

1. "Preliminary Cluster Configuration Steps" on page 156.
2. Initialize the cluster database and start cxf s_admi n:

# cxfs_admin -s
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A\

3. Define the cluster name, where clustername is the logical name of the cluster:

cxfs_admi n> create cluster nane=clustername
For example:

cxfs_admi n> create cluster name=mycl uster

. Create the first server-capable node (normally the node on which you are

currently running cxf s_admi n). (You do not need to specify the node type
because it must be server _admi n.) If you use prompting mode, the name of the
local node is used as a default for nane.

Caution: It is critical that you enter the primary hostname for the first node
defined in the pool.

cxfs_adm n> create node nane=server_capable_hostname pri vat e_net =private_IPaddress

For example:

cxfs_adm n> create node nane=serverl private_net=10.11.20. 114

007-4016-025

5. Exit cxf s_adm n and restart the CXFS cluster services:

e IRIX:

# /etc/init.d/ cxfs stop
# /etc/init.d/cluster stop
# /etc/init.d/cluster start
# /etc/init.d/ cxfs start

e SGI ProPack:

# /etc/init.d/ cxfs stop
# /etc/init.d/ cxfs_cluster stop
# /etc/init.d/ cxfs cluster start
# /etc/init.d/ cxfs start

6. Restart cxfs_adni n:

# cxfs_admn
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7. (Optional) Create the failover networks:

cxfs_adm n:cluster> create fail over_net network=IPaddress1 mask=netmask
cxfs_adm n:cluster> create fail over_net network=IPaddress2 mask=netmask

For example:

cxfs_adm n: nycluster> create failover_net network=192.168. 0.0 mask=255. 255. 255.0
cxfs_adm n:nycluster > create failover_net network=10.0.0.0 mask=255. 255. 255.0

8. Create the switches:

cxfs_adm n: cluster> create sw tch nane=switch_hostname [ vendor =brocade | qlogic]
[ user =username passwor d=password)]

For example:
cxfs_adm n: nmycluster> create swi tch nane=nyswi tch vendor=qgl ogic
9. Create other CXFS nodes as required:

cxfs_adnmi n:nycl uster> create node nane=nodename 0s=OStype pri vat e_net =IPaddress
[type=server_admi n|client_only]

For example, for a server-capable node:

cxfs_adm n: nycl uster> create node name=server2 os=Li nux private_net=10.11. 20. 115 \
type=server_adnin

For example, for a client-only node, in this case running Windows:

cxfs_adm n: nycl uster> create node name=clientl os=W ndows private_net=10.11.20. 116 \

10. (Optional) Define one of the client-only nodes as the CXFS tiebreaker if using
multiple server-capable nodes:

cxfs_admi n: cluster> nmodi fy clustername ti ebr eaker =client_only_nodename
For example:
cxfs_admi n: mycluster> nodify nycluster tiebreaker=clientl

11. Create the CXFS filesystems (assumes XVM volumes are formatted):

cxfs_adm n: cluster> create fil esystem name=XVMuvolume [ nount poi nt =path]
[ opt i ons=mount_options]
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For example:
cxfs_adm n: cluster> create fil esystem nane=cxfsvol 1
12. (Optional) Create private network failover:
cxfs_admi n: cluster> net wor k=IPaddress mask=NetMask

For example, to create two private networks, one on the 192.168.0.x and the other
on the 10.0.0.x subnets:

cxfs_adm n: nycluster> create failover_net network=192.168. 0.0 mask=255. 255. 255.0
cxfs_adm n: nycluster > create failover_net network=10.0.0.0 mask=255. 255. 255.0

13. View the cluster status:
cxfs_adm n: cluster> st at us
Following is a simple example using prompting mode:

cxfsopusl4d: ~ # /usr/cluster/bin/cxfs_admn -s

Connecting to the | ocal CXFS server...

cxfs_adm n: (no cluster defined)> create cluster

Specify the attributes for create cluster:

name? mycl uster

cxfs_admi n: nycl uster> create node

Specify the attributes for create node:

name? cxfsopusl4

private_net? 10.11.20.114

Node "cxfsopusl4" has been created, waiting for it to join the cluster...
Pl ease restart all cxfs and cluster services on the server "cxfsopusi4g"
to nake
it join the cluster.
cxfs_adm n: mycluster> create fil esystem
Specify the attributes for create fil esystem

name? thunp

options?

forced _unmount ? fal se

nmount poi nt ? / mt/t hunp

nount ed? true

Fil esystem "t hunp" has been created, waiting for it to be nounted on all
assi gned nodes. ..
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For more information, see Chapter 12, "Reference to cxf s_admni n Tasks" on page 259
and the hel p command within cxf s_adnmni n.

Initial Setup with the cnmgr Command

Note: For the initial installation, SGI highly recommends that you use the GUI
guided configuration tasks. See "Initial Setup with the CXFS GUI" on page 160. For
complete details about cngr commands, see "CXFS Tools Overview" on page 42, the
cxfs_adm nman page and Chapter 13, "Reference to cngr Tasks" on page 305.

To initially configure the cluster with the cnmgr command, do the following:

1. Follow the directions in "Preliminary Cluster Configuration Steps" on page 156.

2. Define the nodes that are eligible to be part of the cluster. The

A\

hostname /IP-address pairings and priorities of the networks must be the same
for each node in the cluster. See "Define a Node with cngr " on page 312.

For large clusters, SGI recommends that you define only the first three CXFS
administration nodes and then continue on to the next step; add the remaining
nodes after you have a successful small cluster.

The following example sequence defines three nodes. (To use the default value
for a prompt, press the Ent er key. The Ent er key is not shown in the examples
in this guide.)

To define the first node, named cxf s6, enter the following:

Caution: It is critical that you enter the primary name for the first node defined
in the pool.

cxfs6 # /usr/cluster/bin/cngr -p

Wel cone to SA@ duster

crmgr > define node cxfs6

Manager Command-Line Interface

Ent er commands, you may enter "done" or "cancel" at any tine to exit

Host name[ optional] ?

Is this a Fail Safe node <true|fal se> ? fal se
Is this a CXFS node <true|false> ? true
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Operating System <I Rl X| Li nux32| Li nux64| Al X] HPUX| Sol ari s| MacOSX] W ndows> ? iri X
Node Function <server_adm n|client_admin|client_only> ? server_admn
Node | D[ optional]?

Partition I D optional] ? (0)

Do you wish to define failure hierarchy[y/n]:n

Reset type <powerCycle|reset|nmi> ? (powerCycle)

Do you wi sh to define systemcontroller info[y/n]:y

Sysctrl Type <nsc|msc||1|12> ? (msc)

Sysctrl Password[optional] ? ()

Sysctrl Status <enabl ed| di sabl ed> ? enabl ed

Sysctrl Omner ? cxfs8

Sysctrl Device ? /dev/ttyd2

Sysctrl Oaner Type <tty|network> ? (tty)

Nurmber of Network Interfaces ? (1)

NIC 1 - I P Address ? cxfs6

NIC 1 - Heartbeat HB (use network for heartbeats) <true|false> ? true
NIC 1 - (use network for control messages) <true|false> ? true

NNC 1 - Priority <1,2,...>1

Successful |l y defined node cxfs6
To define the second node, named cxf s7, enter the following:

crmgr > define node cxfs7
Ent er commands, you nmay enter "done" or "cancel" at any tine to exit

Host name[ optional] ?

Is this a Fail Safe node <true|fal se> ? fal se

Is this a CXFS node <true|false> ? true

Node Function <server_adm n|client_admin|client_only> ? server_admn
Operating System <I Rl X| Li nux32| Li nux64| Al X] HPUX| Sol ari s| MacOSX] W ndows> ? iri X
Node | D optional] ?

Partition I D optional] ? (0)

Do you wish to define failure hierarchy[y/n]:n

Reset type <powerCycle|reset|nmi> ? (powerCycle)

Do you wish to define systemcontroller info[y/n]:y

Sysctrl Type <nsc|msc|| 2> ? (nsC)

Sysctrl Password[optional] ? ()

Sysctrl Status <enabl ed| di sabl ed> ? enabl ed

Sysctrl Omner ? cxfs6
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Sysctrl Device ? /dev/ttyd2

Sysctrl Oaner Type <tty|network> ? (tty)

Nurmber of Network Interfaces ? (1)

NIC 1 - I P Address ? cxfs7

NIC 1 - Heartbeat HB (use network for heartbeats) <true|false> ? true
NIC 1 - (use network for control messages) <true|false> ? true

NNC 1 - Priority <1,2,...>1

Successful |l y defined node cxfs7
To define the third node, named cxf s8, enter the following:

crmgr > define node cxfs8
Ent er commands, you nmay enter "done" or "cancel" at any tine to exit

Host name[ optional] ?

Is this a Fail Safe node <true|fal se> ? fal se

Is this a CXFS node <true|false> ? true

Node Function <server_adm n|client_admin|client_only> ? server_admn
Operating System <I Rl X| Li nux32| Li nux64| Al X] HPUX| Sol ari s| MacOSX] W ndows> ? iri X
Node | D[ optional] ?

Partition I Dl optional] ? (0)

Do you wish to define failure hierarchy[y/n]:n

Reset type <powerCycle|reset|nmi> ? (powerCycle)

Do you wish to define systemcontroller info[y/n]:y

Sysctrl Type <nsc| msc|| 2> ? (nsC)

Sysctrl Password[optional] ? ()

Sysctrl Status <enabl ed| di sabl ed> ? enabl ed

Sysctrl Omner ? cxfs7

Sysctrl Device ? /dev/ttyd2

Sysctrl Oaner Type <tty|network> ? (tty)

Nurber of Network Interfaces ? (1)

NIC 1 - I P Address ? cxfs8

NIC 1 - Heartbeat HB (use network for heartbeats) <true|false> ? true
NIC 1 - (use network for control messages) <true|false> ? true

NNC 1 - Priority <1,2,...>1

Successful |l y defined node cxfs8
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You now have three nodes defined in the pool. To verify this, enter the following:

cmgr > show nodes in pool

3 Machi ne(s) defined
cxfsb6
cxfs7
cxfs8

To show the contents of node cxf s6, enter the following:

cmgr > show node cxfs6

Logi cal Machi ne Nanme: cxfs6

Host nanme: cxfs6. anmericas. sgi.com
Operating System irix

Node |s Fail Safe: false

Node |'s CXFS: true

Node Function: server_adm n

Nodei d: 13203

Partition id: O

Reset type: powerCycle

System Control ler: msc

System Control | er status: enabl ed
System Control | er owner: cxfs8
System Control | er owner device: /dev/ttyd2
System Control | er owner type: tty
Control Net | paddr: cxfs6

Control Net HB: true

Control Net Control: true

Control Net Priority: 1

3. Define the cluster and add the nodes to it. See "Define a Cluster with cngr " on
page 333.

For example, to define a cluster named cxf s6- 8 and add the nodes that are
already defined, enter the following:

crmgr > define cluster cxfs6-8
Ent er commands, you nmay enter "done" or "cancel" at any tine to exit

Is this a Fail Safe cluster <true|fal se> false ?
Is this a CXFS cluster <true|false> true ?
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C uster
C uster
C uster
C uster

Notify Crd [optional] ?

Notify Address [optional] ?

node <nor mal | experi nent al >[ opti onal ]
ID ? 22

No nodes in cluster cxfs6-8

Add nodes to or renpve nodes fromcluster cxfs6-8
Enter "done" when conpleted or "cancel" to abort

cxfs6-8 ~

cxfs6-8

cxfs6-8 ~

cxfs6-8

? add node cxfs6
? add node cxfs7
? add node cxfs8
? done

Successfully defined cluster cxfs6-8

Added node <cxfs6> to cluster <cxfs6-8>
Added node <cxfs7> to cluster <cxfs6-8>
Added node <cxfs8> to cluster <cxfs6-8>
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The fail action hierarchy is the set of instructions that determines which method
is used in case of failure. If you set a hierarchy including fencing, you could
define the switch at this point. For more information, see "Switches and 1/O
Fencing Tasks with crgr " on page 360.

To define a list of private networks that can be used in case the highest priority
network (consisting by default of the priority 1 NICs) fails, use the add net
command; see "Define a Node with cngr " on page 312.

For more information, see "Define a Cluster with cngr " on page 333.
To verify the cluster and its contents, enter the following:

cmgr > show clusters

1 Cluster(s) defined
cxfs6-8

cmgr > show cl uster cxfs6-8
Cluster Name: cxfs6-8
Cluster |Is Fail Safe: fal se
Cluster Is CXFS: true
Cluster ID 22
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Cluster CX node: nor mal

Cluster cxfs6-8 has follow ng 3 nachine(s)
cxfs6
cxfs7
cxfs8

CXFS Fai | over Networks:
default network 0.0.0.0, nmsk 0.0.0.0

For an example of this step using a script, see "Script Example"” on page 365.

. Start CXFS services for each node in the cluster by entering the following:

start cx_services for cluster clustername

For example:

crmgr> start cx_services for cluster cxfs6-8

CXFS services have been activated in cluster cxfs6-8

This action starts CXFS services and sets the configuration so that CXFS services
will be restarted automatically whenever a node reboots.

Note: If you stop CXFS services using either the GUI or cngr, the automatic
restart capability is turned off. You must start CXFS services again to reinstate the
automatic restart capability.

To verify that CXFS services have been started in the cluster and there is a
membership formed, you can use the following cngr command:

show status of cluster clustername

For example:

crmgr > show status of cluster cxfs6-8

Cluster (cxfs6-8) is not configured for Fail Safe

CXFS cluster state is ACTI VE.
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You can also use the cl conf _i nf o command. For example:

cxfs6 # /usr/cluster/bin/clconf_info
Event at [2004-04-16 09:20: 59]

Merber shi p since Fri 16 09:20:56 2004

Apr

Node Nodel D St at us Age Cell'I D
cxfs7 12812 up 0 1
cxfs6 13203 up 0 0
cxfs8 14033 up 0 2

0 CXFS Fil eSystens

For more information, see "Display a Cluster with cngr " on page 340.

. Obtain a shell window for one of the CXFS administration nodes in the cluster

and use the IRIX f Xx(1M) command or the Linux part ed(8) command to create a
volume header on the disk drive. For information, see the man pages, IRIX
Admin: Disks and Filesystems, and Linux Configuration and Operations Guide.

. Create the XVM logical volumes. In the shell window, use the xvmcommand line

interface. For information, see the XVM Volume Manager Administrator’s Guide.

. Make the filesystems. In the shell window, use the nkf s command. For

information, see the XVM Volume Manager Administrator’s Guide and IRIX Admin:
Disks and Filesystems.

. Define the filesystems by using the defi ne cxfs_fil esyst emsubcommand to

cngr . See "CXFS Filesystem Tasks with cngr " on page 347.

The following example shows two potential metadata servers for the f s1
filesystem; if cxf s6 (the preferred server, with rank 0) is not up when the cluster
starts or later fails or is removed from the cluster, then cxf s7 (rank 1) will be
used. It also shows the filesystem being mounted by default on all nodes in the
cluster (Def aul t Local Status enabl ed) but explicitly not mounted on

cxf s8.
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Note: Although the list of metadata servers for a given filesystem is ordered, it is
impossible to predict which server will become the server during the boot-up
cycle because of network latencies and other unpredictable delays.

Do the following;:

cmgr> define cxfs_filesystemfsl in cluster cxfs6-8
(Enter "cancel" at any tine to abort)

Devi ce ? /dev/cxvm d761 unOsO

Mount Point ? /mts/fsl

Mount Options[optional] ?

Use Forced Unmount ? <true|false> ? fal se

Def ault Local Status <enabl ed| di sabl ed> ? (enabl ed)

DEFI NE CXFS FI LESYSTEM OPTI ONS

0) Modify Server.

1) Add Server.

2) Renove Server.

3) Add Enabl ed Node.

4) Renove Enabl ed Node.

5) Add Di sabl ed Node.

6) Renove Di sabl ed Node.

7) Show Current |nformation.

8) Cancel. (Aborts command)

9) Done. (Exits and runs command)

Enter option:1
No current servers

Server Node ? cxfs6
Server Rank ? 0O

0) Modify Server.

1) Add Server.

2) Renove Server.

3) Add Enabl ed Node.
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4)
5)
6)
7)
8)
9)

Renove Enabl ed Node.

Add Di sabl ed Node.

Renove Di sabl ed Node.

Show Current |nformation.
Cancel . (Aborts conmmand)

Done. (Exits and runs comrand)

Enter option:1
Node ? cxfs7
Rank ? 1

Server
Server

0)
1)
2)
3)
4)
5)
6)
7)
8)
9)

Modi fy Server.

Add Server.

Renmove Server.

Add Enabl ed Node.

Renove Enabl ed Node.

Add Di sabl ed Node.

Renove Di sabl ed Node.

Show Current |nformation.
Cancel . (Aborts conmand)

Done. (Exits and runs command)

Enter option:5

No di sabled clients

Di sabl ed Node ? cxfs8

0)
1)
2)
3)
4)
5)
6)
7)
8)
9)

Modi fy Server.

Add Server.

Remove Server.

Add Enabl ed Node.

Renove Enabl ed Node.

Add Di sabl ed Node.

Renove Di sabl ed Node.

Show Current |nformation.
Cancel . (Aborts conmmand)

Done. (Exits and runs comrand)

Enter option:7
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Current settings for filesystem (fsl)

CXFS servers:
Rank 0O Node cxfs6
Rank 1 Node cxfs7

Default local status: enabled
No explicitly enabled clients

Explicitly disabled clients:
Di sabl ed Node: cxfs8

0) Modify Server.

1) Add Server.

2) Renobve Server.

3) Add Enabl ed Node.

4) Renove Enabl ed Node.

5) Add Di sabl ed Node.

6) Renove Di sabl ed Node.

7) Show Current |nformation.
8) Cancel. (Aborts command)

9) Done. (Exits and runs command)

Enter option:9

Successfully defined cxfs_filesystemfsl

cmgr> define cxfs_filesystemfs2 in cluster cxfs6-8

(Enter "cancel" at any tine to abort)

Device ? /dev/cxvm d771 un0sO
Mount Point ? /mts/fs2
Mount Options[optional] ?

Use Forced Unmount ? <true|false> ? fal se
Def aul t Local Status <enabl ed| di sabl ed> ? (enabl ed)

DEFI NE CXFS FI LESYSTEM OPTI ONS

0) Modify Server.
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1) Add Server.

2) Renove Server.

3) Add Enabl ed Node.

4) Renove Enabl ed Node.

5) Add Di sabl ed Node.

6) Renove Di sabl ed Node.

7) Show Current |nformation.

8) Cancel. (Aborts command)

9) Done. (Exits and runs command)

Enter option:1

Server Node ? cxfs8
Server Rank ? 0O

0) Modify Server.

1) Add Server.

2) Renove Server.

3) Add Enabl ed Node.

4) Renove Enabl ed Node.

5) Add Di sabl ed Node.

6) Renove Di sabl ed Node.

7) Show Current |nformation.

8) Cancel. (Aborts command)

9) Done. (Exits and runs command)

Enter option:7
Current settings for filesystem (fs2)

CXFS servers:
Rank 0O Node cxfs8

Default |ocal status: enabled
No explicitly enabled clients
No explicitly disabled clients

0) Modify Server.
1) Add Server.
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2) Renove Server.

3) Add Enabl ed Node.

4) Renove Enabl ed Node.

5) Add Di sabl ed Node.

6) Renove Di sabl ed Node.

7) Show Current |nformation.

8) Cancel. (Aborts command)

9) Done. (Exits and runs command)

Enter option:9
Successfully defined cxfs_fil esystemfs2

To see the modified contents of cluster cxf s6- 8, enter the following:

crmgr > show cxfs_filesystens in cluster cxfs6-8

fsl
fs2

9. Mount the filesystems on all nodes in the cluster by using the admi n
cxfs_mount cxfs_fil esyst emsubcommand to chgr. See "Mount a CXFS
Filesystem with crgr " on page 354. For example:

cmgr> adm n cxfs_mount cxfs_filesystemfsl in cluster cxfs6-8
cxfs_mount operation successful

cmgr> admin cxfs_mount cxfs_filesystemfs2 in cluster cxfs6-8
cxfs_mount operation successful

10. To quit out of cngr, enter the following;:
cngr> quit
Configuring a Large Cluster

When configuring a large cluster, you should ensure that a small cluster containing
just the server-capable administration nodes is fully functional before adding
client-only nodes. By building up the cluster with client-only nodes in small groups,
you will minimize concurrent operational issues and use the database most efficiently.
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Do the following;:
1. Create the initial cluster with just the server-capable nodes and test it:
a. Define all of the server-capable administration nodes.
b. Define the cluster.
c. Add all of the server-capable administration nodes to the cluster.

d. Create the filesystems as described in "Set Up a New CXFS Filesystem with
the GUI" on page 163.

e. Verify that the nodes are all part of the cluster membership and that the
filesystems are mounted and fully functional.

2. Add the client-only nodes to the database:
a. Define all client-only nodes.
b. Add all client-only nodes to the cluster.

3. Gradually build up the functional cluster with subsets of client-only nodes:
a. Start CXFS services on a subset of four client-only nodes.

b. Ensure that the nodes are part of the cluster membership and that the
filesystems are fully functional.

4. Repeat step 3 as needed to complete the cluster membership.

Following is an example cxfs_admni n script to configure a cluster. The first node
line creates the first server-capable node; you can copy and repeat the second node
line for each remaining server-capable or client-only node in the cluster:

create cluster name=clustername

creat e node nane=nodename pri vat e_net =IPaddress

creat e node name=nodename 0s=0S privat e_net =IPaddress  [copy and repeat]

create fil esystem name=filesystemname for ced_unnmount =f al se nount poi nt =/ mt / nodename nount ed=true [copy and repeat]

Following is an example cngr script for configuring a one-node cluster that can be
copied and repeated for the number of nodes required:

#!/usr/cluster/bin/cnmgr -f
# Node nodename definition
defi ne node nodename
set hostnane to nodename
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set operating_systemto OS
set node_function to server_admin | client_admin | client_only
set is failsafe to fal se
set is cxfs to true
set nodeid to nodelD#
set hierarchy to [system][fence][reset][fencereset][shutdown]
set reset_type to powerCyclelreset | nmi
add ni ¢ IP address or nodename
set heartbeat to true
set ctrl_nsgs to true
set priority to 1
done
done
# Define cluster and add nodes to the cluster
define cluster clustername
set is failsafe to fal se
set is cxfs to true
set cx_node to nornal
set clusterid to clusterID#
done
modi fy cl uster clustername
add node nodename
done
set cluster clustername
define cxfs_fil esystem filesystemname
set device_nane to /dev/cxvm volumename
set nount_point to /mountpoint
set force to fal se
set dflt _local _status to enabled
add cxfs_server serverl, server, etc
set rank to O
done
done
# Setting CXFS paraneters
nodi fy cx_paraneters
set tie breaker to none
done
start cx_services for cluster clustername
qui t
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For cxf s_adm n, the script would be:

create cluster nane=clustername

creat e node nane=nodename pri vat enet =IPaddress

create fil esyst em nanme=filesystemname for ced_unnmount =f al se nmount poi nt =/ mt / nodename
nount ed=t r ue

After adding one client node to the cluster, use the bui | d_cngr_scri pt command
to generate a script that can be used as a template for adding more client-only nodes
to the cluster. The bui | d_crgr _scri pt will generate a script for defining the entire
cluster. The commands for generating the single client-only node can be easily
extracted, replicated, and modified in a new script to define the remaining client-only
nodes. Using scripts to define the client-only nodes in a large cluster is highly
recommended.

For more information about using scripts and the cnmgr command, see Chapter 13,
"Reference to cngr Tasks" on page 305

Testing the System
This section discusses the following:
* 'Private Network Interface" on page 182
* "System Reset Connection for CXFS Administration Nodes" on page 183

* '"Testing Serial Connectivity for the L2 on Altix 350 Systems" on page 185

Private Network Interface

For each private network on each node in the pool, enter the following, where
nodelPaddress is the IP address of the node:

# ping -c 3 nodelPaddress
Typical pi ng output should appear, such as the following;:

PI NG | Paddress (190.x.x.x: 56 data bytes

64 bytes from 190. x. x. x: icnp_seq=0 tt1=254 tine=3 ns
64 bytes from 190. x. x. x: icnp_seq=1 tt1=254 tine=2 ns
64 bytes from 190. x. x. x: icnp_seq=2 tt1=254 tine=2 ns
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If pi ng fails, follow these steps:

1. Verify that the network interface was configured up by using i f confi g. For
example:

# ifconfig ec3
ec3: flags=c63<UP, BROADCAST, NOTRAI LERS, RUNNI NG, FI LTMULTI , MULTI CAST>
inet 190.x.x.x netrmask Oxffffff00 broadcast 190. x. X. X

The UP in the first line of output indicates that the interface was configured up.
2. Verify that the cables are correctly seated.

Repeat this procedure on each node.

System Reset Connection for CXFS Administration Nodes
To test the system reset connections if you are using cngr, do the following:
1. Ensure that the nodes and the serial port multiplexer are powered on.

2. Ensure that the MODULES LQADED ON_BQOOT variable in
[ etc/sysconfi g/ kernel contains the i oc4_seri al module. This module
must be loaded in order for the devices to be present.

3. Start the cnmgr command on one of the CXFS administration nodes in the pool:
# cngr
4. Stop CXFS services on the entire cluster:

stop cx_services for cluster clustername

For example:
crmgr > stop cx_services for cluster cxfs6-8

Wait until the node has successfully transitioned to inactive state and the CXFS
processes have exited. This process can take a few minutes.

5. Test the serial connections by entering one of the following:
* To test the whole cluster, enter the following:

test serial in cluster clustername
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For example:

crmgr> test serial in cluster cxfs6-8

Status: Testing serial lines ...

Status: Checking serial lines using crsd (cluster reset services) from node cxfs8
Success: Serial ping command OK

Status: Checking serial lines using crsd (cluster reset services) from node cxfs6
Success: Serial ping comrmand OK

Status: Checking serial lines using crsd (cluster reset services) from node cxfs7
Success: Serial ping command OK

Notice: overall exit status:success, tests failed:0, total tests executed:1

¢ To test an individual node, enter the following:

test serial in cluster clustername node machinename

For example:

cmgr> test serial in cluster cxfs6-8 node cxfs7

Status: Testing serial lines ...

Status: Checking serial lines using crsd (cluster reset services) from node cxfs6
Success: Serial ping command OK

Notice: overall exit status:success, tests failed:0, total tests executed:1
* To test an individual node using just a pi ng, enter the following:

adm n pi ng node nodename

For example:

cmgr > adnmi n pi ng node cxfs7

pi ng operation successful

6. If a command fails, make sure all the cables are seated properly and rerun the
command.

7. Repeat the process on other nodes in the cluster.
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Testing Serial Connectivity for the L2 on Altix 350 Systems
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You can use the cu(l) command to test the serial reset lines if you have installed the
uucp RPM.

The cu command requires that the device files be readable and writable by the user
uucp. The command also requires the / var/ | ock directory be writable by group
uucp.

Perform the following steps:

1. Change ownership of the serial devices so that they are in group uucp and
owned by user uucp.

Note: The ownership change may not be persistent across reboots.

For example, suppose you have the following TTY devices on the 1010:

# 1s -1 /dev/ttyl OC*

Crwrw--- 1 root uucp 204, 50 Sep 15 16:20 /dev/ttyl OCO
Crwrw--- 1 root uucp 204, 51 Sep 15 16:20 /dev/ttyl OCl1
Crwrw--- 1 root uucp 204, 52 Sep 15 16: 20 /dev/ttyl OC2
Crwrw--- 1 root uucp 204, 53 Sep 15 16:20 /dev/ttyl OC3

To change ownership of them to uucp, you would enter the following:
# chown uucp. uucp /dev/ttyl OC

2. Determine if group uucp can write to the / var /| ock directory and change
permissions if necessary.

For example, the following shows that group uucp cannot write to the directory:

#1s -1d /var/lock
drwxr-xr-t 5 root uucp 88 Sep 19 08:21 /var/lock

The following adds write permission for group uucp:
# chnod g+w /var/ | ock

3. Join the uucp group temporarily, if necessary, and use cu to test the line.
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For example:

# newgrp uucp

# cu -1 /dev/ttyl OCO -s 38400

Connect ed
nodeA- 001- L2>cf g

L2 192.168.0.1: - 001 (LOCAL)

L1 192.0.1.133:0:0
L1 192.0.1.133:0:1
L1 192.0.1.133:0:5
L1 192.0.1.133:0:6

001c04.1
001i 13.1
001c07. 2
001i 02. 2

For more information, see the cu(l) man page and the documentation that comes

with the uucp RPM.
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Reference to GUI Tasks

This chapter discusses the CXFS Manager graphical user interface (GUI). It contains
detailed information about CXFS tasks and an overview of XVM tasks. (For details
about XVM tasks, see the XVM Volume Manager Administrator’s Guide.)

This chapter contains the following sections:

* "GUI Overview" on page 187

* "Guided Configuration Tasks" on page 209

* "Node Tasks with the GUI" on page 211

® "Cluster Tasks with the GUI" on page 227

® "Cluster Services Tasks with the GUI" on page 231

e "Switches and I/O Fencing Tasks with the GUI" on page 238
* 'Filesystem Tasks with the GUI" on page 242

e 'Privileges Tasks with the GUI" on page 252

Note: CXFS requires a license key to be installed on each server-capable node. If you
install the software without properly installing the license key, you will get an error
and will not be able to use the CXFS Manager GUI For more information about
licensing, see Chapter 4, "CXFS License Keys" on page 69.

The GUI lets you set up and administer CXFS filesystems and XVM logical volumes.
It also provides icons representing status and structure.

This section provides an overview of the GUL
e 'Starting the GUI"
e "GUI Windows" on page 193
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e "GUI Features" on page 195
e "Key to Icons and States" on page 205

Note: CXFS is incompatible with the Red Hat cluster manager available in the Red
Hat Advanced Server product.

Starting the GUI

There are several methods to start the GUI and connect to a node.

Starting the GUI on IRIX
To start the GUI, use one of the following methods:

¢ On an IRIX system where the CXFS GUI-client software
(sysadm cxfs. sw. client) and desktop support software
(sysadm cxfs. sw. deskt op) are installed, do one of the following:

Note: SGI does not recommend this method across a wide-area network (WAN) or
virtual private network (VPN), or if the IRIX system has an R5000 or earlier CPU
and less than 128-MB memory.

— Enter the following command line:
# [ usr/sbin/cxfsngr

(The cxdet ai | and cxt ask commands on IRIX administration nodes perform
the identical function as cxf sngr ; these command names are kept for
historical purposes.)
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Starting the GUI on SGI ProPack

Choose the following from the Toolchest:

System
> CXFS Manager

You must restart the Toolchest after installing CXFS in order to see the CXFS
entry on the Toolchest display. Enter the following commands to restart the
Toolchest:

# killall tool chest
# [usr/bin/X11/tool chest &

If you are using WAN or VPN, see "Running the Web-based Version" on page 189.

To start the GUI on an SGI ProPack system where the CXFS GUI-client software
(cxf s-sysadm cxfs-client) is installed, do the following:

1. Obtain and install the J2SE 1.4.2 (latest patch) software available from
http:/ /java.sun.com

2. Enter the following command line:

# [ usr/sbin/cxfsngr

Running the Web-based Version
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If you want to use a web-based version of the GUI, do the following:

1. Ensure that the following subsystems are installed on the CXFS administration
nodes that you will connect to (by means of a Java-enabled web browser running
on any platform) for performing administrative operations:

IRIX:

sysadm xvm sw. web
sysadm cxfs. sw. web

SGI ProPack:

cxfs-sysadm xvm web
cxf s-sysadm cxf s-web

These subsystems are part of the software normally installed with CXFS.
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. Ensure that a Web server is installed and running:

o IRIX:
- sgi _apache. sw. server (preferred)
- nss_enterprise. sw server (from the Netscape CD-ROM)

If one of these subsystems is not already installed, you must load the
appropriate CD-ROM and install the subsystem.

¢ SGI ProPack requires an apache server

. On a PC, install the Java2 v1.4.2 or v1.5 plug-in.

On an IRIX machine that launches the GUI client from a web browser that
supports Java, install the j ava_pl ugi n subsystem from the IRIX 6.5.x CD. This
is the Runtime Plug-in for IRIX, Java Edition 1.4.1, which supports JRE 1.4.1.
(However, launching the GUI from a web browser is not the recommended
method on IRIX. On IRIX, running the GUI client from the desktop is preferred.)

. Add the following to your ht t pd. conf file:

<Locati on "/ CXFSManager " >
Options | ncludes ExecCA Fol | owSynii nks
Di rectoryl ndex index. htm index.shtn

</ Locati on>

. Close all browser windows and restart the browser.

. Enter the URL ht t p: / / server/ CXFSManager / where server is the name of a

CXFS administration node in the pool

. At the resulting webpage, click the CXFS Manager icon.

Note: This method can be used on IRIX systems, but it is not the preferred
method unless you are using WAN or VPN. If you load the GUI using Netscape
on IRIX and then switch to another page in Netscape, CXFS Manager GUI will not
operate correctly. To avoid this problem, leave the CXFS Manager GUI web page
up and open a new Netscape window if you want to view another web page.

007-4016-025



CXFS™ Administration Guide for SGI® InfiniteStorage

Running as a Non-Root User on IRIX

Running the CXFS Manager graphical user interface (GUI) from a login other than
root requires the sysadndeskt op package, which is installed by default when you
install IRIX. This package provides commands that allow you to give users privileges,
including the privileges required to run the CXFS commands. sysadndeskt op
(located on the Applications CD 1 of 2 for 6.5.x) installs the following subsystems:

sysadndeskt op. man. base
sysadndeskt op. man. r el not es
sysadndeskt op. sw. base
sysadndeskt op. sw. dat a
sysadndeskt op. sw. sysadm

Running the GUI from an IRIX Desktop Outside the Cluster

A\

Summary of GUI Platforms
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If you want to run the GUI client from an IRIX desktop outside of the cluster, install
the following subsystems on that machine:

j ava2_eoe. sw

j ava2_eoe. sw32

sysadm base. man

sysadm base. sw. cl i ent
sysadm cl uster.sw. client
sysadm cxfs. man

sysadm cxfs. sw. client
sysadm cxf s. sw. deskt op
sysadm xvm sw. cl i ent
sysadm xvm sw. deskt op

Caution: The GUI on IRIX only operates with Java2 v1.4.1 Execution Environment
(Sun JRE v1.4.1). This is the version of Java that is provided with the supported IRIX
6.5.x release.

The SGI website also contains Javal. However, you cannot use this version of Java
with the GUI. Using a Java version other than 1.4.1 will cause the GUI to fail.

Table 11-1 describes the platforms where the GUI may be started, connected to, and
displayed.
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Table 11-1 GUI Platforms

Where the GUI

GUI Mode Where You Start the GUI Where You Connect the GUI  Displays

cxfsmyr Any IRIX system (such as an SGI The CXFS administration The system where
2000 series or SGI O2 workstation)  node in the pool that you the GUI was
with sysadm cxfs. sw. cl i ent want to use for cluster invoked
and sysadm cxfs. sw. deskt op administration
software installed
An SGI ProPack system with
cxfs-sysadm cxfs-client
installed

Toolchest Any IRIX system (such as an SGI The CXFS administration The system where
2000 series or SGI O2 workstation)  node in the pool that you the GUI was
with sysadm cxfs. sw. cl i ent want to use for cluster invoked
and sysadm cxfs. sw. deskt op administration
software installed

Web Any system with a web browser The CXFS administration The same system
and Java2 1.4.1 or 1.4.2 plug-in node in the pool that you with the web
installed and enabled want to use for cluster browser

administration
Logging In

192

To ensure that the required GUI privileges are available for performing all of the tasks,
you should log in to the GUI as r oot . However, some or all privileges can be granted
to any other user using the GUI privilege tasks; see "Privileges Tasks with the GUI" on
page 252. (Under IRIX, this functionality is also available with the Privilege Manager,
part of the IRIX Interactive Desktop System Administration sysadndeskt op
product. For more information, see the Personal System Administration Guide.)

A dialog box will appear prompting you to log in to a CXFS host. You can choose
one of the following connection types:

¢ Local runs the server-side process on the local host instead of going over the

network

* Direct creates a direct socket connection using the t cprmux TCP protocol (t cprux

must be enabled)
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Making Changes Safely

GUI Windows
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* Remote Shell connects to the server via a user-specified command shell, such as
rsh or ssh. For example:

ssh -1 root servername

Note: For secure connection, choose Remote Shell and type a secure connection
command using a utility such as ssh. Otherwise, the GUI will not encrypt
communication and transferred passwords will be visible to users of the network.

* Proxy connects to the server through a firewall via a proxy server

Do not make configuration changes on two different administration nodes in the pool
simultaneously, or use the CXFS GUI, cxf s_adm n, cngr, and xvmcommands
simultaneously to make changes. You should run one instance of the cxfs_admi n
command, cngr command, or the CXFS GUI on a single administration node in the
pool when making changes at any given time. However, you can use any node in the
pool when requesting status or configuration information. Multiple CXFS Manager
windows accessed via the File menu are all part of the same application process; you
can make changes from any of these windows.

The CXFS administration node to which you connect the GUI affects your view of the
cluster. You should wait for a change to appear in the view area before making
another change; the change is not guaranteed to be propagated across the cluster until
it appears in the view area. (To see the location of the view area, see Figure 11-1 on
page 194.) The entire cluster status information is sent to every CXFS administration
node each time a change is made to the cluster database.

Figure 11-1 shows the CXFS Manager window displaying information for a specific
component in the details area. For information about using the view area to monitor
status and an explanation of the icons and colors, see "Cluster Status" on page 474.
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Command buttons
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Figure 11-1 CXFS Manager GUI Showing Details for a Node

Figure 11-2 shows an example of the pop-up menu of applicable tasks that appears
when you click the right mouse button on a selected item; in this example, clicking on
the node name t ri ni ty displays a list of applicable tasks.
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GUI Features
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éfﬂe Edit Tasks Help
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Figure 11-2 Pop-up Menu that Appears After Clicking the Right Mouse Button

The CXFS Manager GUI allows you to administer the entire CXFS cluster from a

single point. It provides access to the tools that help you set up and administer your

CXFS cluster:

¢ Tasks let you set up and monitor individual components of a CXFS cluster,

including XVM volumes. For details about XVM tasks, see XVM Volume Manager
Administrator’s Guide.

*  Guided configuration tasks consist of a group of tasks collected together to
accomplish a larger goal. For example, Set Up a New Cluster steps you through

the process for creating a new cluster and allows you to launch the necessary

individual tasks by clicking their titles.
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This section discusses the following:

GUI Window Layout

"GUI Window Layout" on page 196

"File Menu" on page 197

"Edit Menu" on page 197

"Tasks Menu" on page 197

"Help Menu" on page 198

"Shortcuts Using Command Buttons" on page 198
"View Menu" on page 200

"Performing Tasks" on page 201

"Using Drag-and-Drop" on page 202

"Analyzing 1/O Performance with Performance Co-Pilot on an IRIX Node" on
page 202

"Structuring Volume Topologies" on page 203
"Configuring Disks" on page 204
"Getting More Information" on page 204

"Important GUI and xvmCommand Differences" on page 204

By default, the window is divided into two sections: the view area and the details area
(see Figure 11-1 on page 194). The details area shows generic overview text if no item
is selected in the view area. You can use the arrows in the middle of the window to
shift the display.
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File Menu

Edit Menu

Tasks Menu

007-4016-025

The File menu lets you display the following;:

Multiple windows for this instance of the GUI
System log file:

— IRIX:/var/adm SYSLOG

— SGI ProPack: / var /| og/ messages
System administration log file:

— IRIX:/var/sysadm sal og

— SGI ProPack: /var/|i b/ sysadm sal og

The sal og file shows the commands run directly by this instance of the GUI or
some other instance of the GUI running commands on the system. (Changes
should not be made simultaneously by multiple instances of the GUI or the GUI
and cxfs_adni n or cngr.)

The File menu also lets you close the current window and exit the GUI completely.

The Edit menu lets you expand and collapse the contents of the view area. You can
choose to automatically expand the display to reflect new nodes added to the pool or
cluster. You can also use this menu to select all items in the view menu or clear the
current selections.

The Tasks menu contains the following;:

Guided Configuration, which contains the tasks to set up your cluster, define
filesystems, create volumes, check status, and modify an existing cluster

Nodes, which contains tasks to define and manage the nodes
Cluster, which contains tasks to define and manage the cluster

Cluster Services, which allows you to start and stop CXFS services, set the CXFS
tiebreaker node, set the log configuration, and revoke or allow CXFS kernel
membership of the local node
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* Switches and I/O Fencing, which contains tasks to configure switch definitions
and manage 1/O fencing

e Disks, which contains XVM disk administration tasks

* Volume Elements, which contains tasks to create, delete, modify, and administer
XVM volume elements

¢ Filesystems, which contains tasks to define and manage filesystems and relocate a
metadata server

¢ Privileges, which lets you grant or revoke access to a specific task for one or more
users

¢ Find Tasks, which lets you use keywords to search for a specific task

Help Menu

The Help menu provides an overview of the GUI and a key to the icons. You can also
get help for certain items in blue text by clicking on them.

Shortcuts Using Command Buttons

The command buttons along the top of the GUI window provide a method of
performing tasks quickly. When you click a button, the corresponding task executes
using default values, usually without displaying a task window. To override the
defaults, launch the task from the Tasks menu. Table 11-2 summarizes the shortcuts
available; for details about these tasks, see the XVM Volume Manager Administrator’s
Guide.
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Table 11-2 Command Buttons

Button

Task
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Labels selected unlabeled disks. If the selected disks include
foreign and/or labeled disks, the Label Disks task will be run.

Brings up the Slice Disk task with the selected disks as default

inputs

Creates a concat with a temporary name

Creates a mirror with a temporary name

Creates a stripe with a temporary name

Creates a volume with a temporary name

Creates a subvolume with a temporary name
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View Menu

200

Button Task

Starts the Performance Co-Pilot XVM I/O monitor pmgxvmon the

.

Q’ administration station

IRIX server, displaying via X Windows to your local

Detaches the selected volume elements from their current parents

Deletes the selected non-slice volume elements or unlabels the

the selected component

®

selected disks directly, or brings up the appropriate delete task for

Choose what you want to view from the View menu:

Nodes and cluster
Filesystems

Cluster volume elements
Local volume elements
Disks

Switches

Users

Task privileges

Selecting Items to View or Modify

You can use the following methods to select items:

Click to select one item at a time

Shi f t +click to select a block of items
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Performing Tasks
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e Ctrl +click to toggle the selection of any one item

Another way to select one or more items is to type a name into the Find text field
and then press Ent er or click the Find button.

Viewing Component Details

To view the details on any component, click its name in the view area; see "Selecting
Items to View or Modify" on page 200.

The configuration and status details for the component will appear in the details area
to the right. At the bottom of the details area will be the Applicable Tasks list, which
displays tasks you may wish to launch after evaluating the component’s configuration
details. To launch a task, click the task name; based on the component selected,
default values will appear in the task window.

To see more information about an item in the details area, select its name (which will
appear in blue); details will appear in a new window. Terms with glossary definitions
also appear in blue.

To perform an individual task, do the following:

1. Select the task name from the Task menu or click the right mouse button within
the view area. For example:

Task
> Guided Configuration
> Set Up a New Cluster

The task window appears.

As a shortcut, you can right-click an item in the view area to bring up a list of
tasks applicable to that item; information will also be displayed in the details area.

Note: You can click any blue text to get more information about that concept or
input field.

2. Enter information in the appropriate fields and click OK to complete the task.
(Some tasks consist of more than one page; in these cases, click Next to go to the
next page, complete the information there, and then click OK.)
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Using Drag-and-Drop

Analyzing I/O Performance

202

Note: In every task, the cluster configuration will not update until you click OK.

A dialog box appears confirming the successful completion of the task.

3. Continue launching tasks as needed.

The GUI lets you use drag-and-drop to do the following;:
* Move nodes between the pool and the cluster
® Structure volume topologies

e  Administer XVM disks

Caution: Always exercise care when restructuring volume elements with
drag-and-drop because data that resides on the volume element can be lost. The GUI
attempts to warn the user when it can predict that there is a high likelihood of data
loss. However, when a volume is not associated with a mounted filesystem, neither
the xvmcommand nor the GUI can determine whether that volume holds important
data.

To select multiple GUI icons, select the first icon by clicking the left mouse button,
then press the Ct r| button while clicking on the additional icons. To select
consecutive icons, select the first icon and press shift while selecting the last icon.

You cannot drag and drop between two GUI windows. You cannot drag and drop
between the CXFS Manager and the IRIX Interactive Desktop Personal System
Administration windows. You cannot drag and drop items onto shortcut command
buttons.

See the XVM Volume Manager Administrator’s Guide for more information about using
drag-and-drop to structure volume topologies and configure disks.
with Performance Co-Pilot on an IRIX Node

To analyze performance on an IRIX node, click the button to launch Performance
Co-Pilot; see "Shortcuts Using Command Buttons" on page 198. The resulting
Performance Co-Pilot window shows all volumes, with colored LEDs indicating read
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and write I/O activity. Position the cursor over any LED and press the spacebar to
view a window showing the value-color legend for the LED and the current value of
the read or write rate for the corresponding XVM volume or volume element.
Middle-mouse-click any LED to get a menu from which you can launch additional
tools to show XVM read and write 1/0O activity charts and a 3D graphical view of
disk activity.

Structuring Volume Topologies
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To reconfigure a logical volume, do the following;:
¢ Select the view you want:
View
> Cluster Volume Elements
or
View
> Local Volume Elements
* Select a volume element icon
¢ Drag the icon and drop it on another volume element icon

Icons turn blue as you drag to indicate when it is valid to drop upon them. When
you drag, if the mouse cursor reaches the top or the bottom of the view area, the
display will scroll automatically.

You can use drag-and-drop to operate on multiple volume elements of different types.
For example, you can detach several types of volume elements by selecting items and
dragging them to any Unattached heading, even if no selected item belongs to that
category. You can select multiple items of different types and attach them to a parent.
For example, you can select two concats and a stripe and use drag-and-drop to attach
them to a parent concat.

You can rename volume elements by clicking a selected (highlighted) volume element
and typing a new name into the text field.
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Configuring Disks

Getting More Information

To label or unlabel disks using drag-and-drop, select the following:

View
> Disks

Select an unlabeled disk then drag and drop it on the Labeled Disks heading, or
select a labeled disk then drag and drop it on the Unlabeled Disks heading.

You can give away a disk using the task menu or drag-and-drop. In the Disks view,
select a disk and then drag and drop it on the Cluster Disks heading.

Note: Giving away a disk presents less risk of data loss than stealing a disk.

You can label a disk by clicking a selected (highlighted) disk and typing a name into
the resulting name text field.

For more information, see the XVM Volume Manager Administrator’s Guide.

Click blue text to launch tasks or display one of the following;:
* Term definitions

* Input instructions

¢ Item details

e The selected task window

Important GUI and xvmCommand Differences
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When volume elements other than volumes are created or detached, the system
automatically creates a volume and a subvolume that are associated with the volume
element. You can explicitly name this generated volume, in which case the volume
name is stored in label space and persists across machine reboots.

The GUI does not display volumes and subvolumes that were not named explicitly.
The GUI displays the children of these volumes and subvolumes as available for use
or as unattached. In contrast, the xvmcommand shows all volumes and subvolumes.
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The GUI displays filesystems that are on volumes that were not named explicitly, but
lists the volumes as None. Volumes and subvolumes that the system generated
automatically with temporary names are mentioned in the full paths of unattached
volume elements (for example, / vol 96/ dat av), but the GUI ignores them otherwise.

To reduce the risk of data loss, SGI recommends that you name volumes explicitly
when using the GUL If you have created volumes using the xvmcommand that you
did not name explicitly, you can use the xvmtool to assign these volumes permanent
names before proceeding. This can reduce the risk of data loss.

Key to Icons and States
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The following tables show keys to the icons and states used in the CXFS Manager
GUL

Table 11-3 Key to Icons

Icon Entity

IRIX node (server-capable or client-only)

SGI ProPack node (server-capable or client-only)

AIX, Linux third-party, Mac OS X, Solaris, or Windows node

(client-only)

Cluster

Expanded tree in view area

@%@@i}
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Entity

Sy ot

AT

Collapsed tree in view area

Switch

XVM disk

Unlabeled disk

Foreign disk

Slice

Volume

Subvolume

Concat
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Icon Entity

Mirror

Stripe

Slot

Local filesystem

CXFS filesystem

Copy on write

Repository

Snapshot

User account

& & @ ,H € © 9
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Icon Entity

i35
9

GUI task for which execution privilege may be granted or revoked

Privileged command executed by a given GUI task

Table 11-4 Key to States

Icon State

(grey icon) Inactive, unknown, offline — CXFS services may not be
active

(blue icon) Enabled for mount — CXFS services may not be active

(blue icon) Online, ready for use, up, or mounted without error

[
i
=

(green swatch) Open, in use
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Icon State

(blinking orange arrow) Mirror reviving

B
i

(red icon) Error detected, down or mounted with error

Guided Configuration Tasks

This section discusses the following guided configuration tasks:

* "Set Up an Existing FailSafe Cluster for CXFS with the GUI" on page 209
¢ "Make Changes to Existing Cluster" on page 210

¢ "Fix or Upgrade Cluster Nodes" on page 211

Also see "Set Up a New Cluster with the GUI" on page 162, "Set Up a New CXFS
Filesystem with the GUI" on page 163, and "Check Cluster Status with the GUI" on
page 474. For information about XVM guided configuration tasks, see the XVM
Volume Manager Administrator’s Guide.

Set Up an Existing FailSafe Cluster for CXFS with the GUI
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Note: Within the CXFS tasks, you can click any blue text to get more information
about that concept or input field. In every task, the cluster configuration will not
update until you click OK.

The Set Up an Existing FailSafe Cluster for use with CXFS task leads you through
the steps required to convert existing IRIS FailSafe nodes and cluster to CXFS. It
encompasses tasks that are detailed elsewhere. This task appears on the CXFS GUI
only if you also have FailSafe installed.

There is a single database for FailSafe and CXFS. If a given node applies to both
products, ensure that any modifications you make are appropriate for both products.
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Do the following;:

1. Click Convert a FailSafe Cluster for use with CXFS. This will change the cluster
type to CXFS and Fai | Saf e. See "Convert a FailSafe Cluster for use with CXFS
with the GUI" on page 230.

2. Stop high availability (HA) services on the nodes to be converted using the
FailSafe GUI. See the FailSafe Administrator’s Guide for SGI InfiniteStorage.

3. Add the second heartbeat and control NIC (for FailSafe use) to the node
definitions using the CXFS GUL See "Modify a Node Definition with the GUI" on
page 221.

4. Click Convert a FailSafe Node for use with CXFS to convert the local node (the
node to which you are connected). A converted node will be of type CXFS and
Fai | Saf e or CXFS. See "Convert a FailSafe Node for use with CXFS with the
GUI" on page 225.

5. Click Convert a FailSafe Node for use with CXFS to convert another node.
Repeat this step for each node you want to convert.

6. Click Start CXFS Services.

Make Changes to Existing Cluster
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This task lists different ways to edit an existing cluster. You can make changes while
the CXFS services are active, such as changing the way the cluster administrator is
notified of events; however, your must first stop CXFS services before testing
connectivity. You must unmount a file system before making changes to it.

See the following;:

* "Modify a Cluster Definition with the GUI" on page 229

* "Set Up a New CXFS Filesystem with the GUI" on page 163

¢ "Modify a CXFS Filesystem with the GUI" on page 248

* '"Define a Node with the GUI" on page 212

® "Test Node Connectivity with the GUI" on page 227

* "Add or Remove Nodes in the Cluster with the GUI" on page 220
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Fix or Upgrade Cluster Nodes

This task leads you through the steps required to remove an administration node
from a cluster. It covers the following steps:

¢ "Stop CXFS Services with the GUI" on page 232.

® Perform the necessary maintenance on the node. Only if required, see "Reset a
Node with the GUI " on page 221.

e "Start CXFS Services with the GUI" on page 231.

* Monitor the state of the cluster components in the view area. See "Check Cluster
Status with the GUI" on page 474.

When shutting down, resetting, or restarting a CXFS client-only node, do not stop
CXEFS services on the node. (Stopping CXFS services is more intrusive on other nodes
in the cluster because it updates the cluster database. Stopping CXFS services is
appropriate only for a CXFS administration node.) Rather, let the CXFS shutdown
scripts on the node stop CXFS when the client-only node is shut down or restarted.

Node Tasks with the GUI
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This section discusses the following:

* '"Define a Node with the GUI" on page 212

¢ "Examples of Defining a Node with the GUI" on page 218

* "Add or Remove Nodes in the Cluster with the GUI" on page 220

* '"Reset a Node with the GUI " on page 221

* "Modify a Node Definition with the GUI" on page 221

* "Convert a FailSafe Node for use with CXFS with the GUI" on page 225
® '"Delete a Node with the GUI" on page 226

® "Test Node Connectivity with the GUI" on page 227

¢ "Display a Node with the GUI" on page 227
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Note: The Set Up a New Cluster guided configuration task leads you through the
tasks required to set up the cluster and nodes. See "Set Up a New Cluster with the
GUI" on page 162.

Define a Node with the GUI

Note: Within the CXFS tasks, you can click any blue text to get more information
about that concept or input field. In every task, the cluster configuration will not
update until you click OK.

To define a node, do the following:

1. Hostname: Enter the hostname of the node you are defining. You can use a
simple hostname, such as | i | | y, if it can be resolved by the name server or
/ et c/ host s on all nodes in the cluster; otherwise, use a fully qualified domain
name such as | i | | y. myconpany. com Use the pi ng command to display the
fully qualified hostname. Do not enter an IP address.

If you attempt to define a cluster or other object before the local node has been
defined, you will get an error message that says:

No nodes are registered on servername. You cannot define a cluster
until you define the node to which the GU is connected. To do so,
click "Continue" to launch the "Set Up a New O uster" task.

2. Logical Name: Enter the simple hostname (such as | i | | y) or an entirely
different name (such as nodeA). If you entered in the simple hostname for the
Hostname field, the same name will be entered into the Logical Name field by
default. Logical names cannot begin with an underscore (_) or include any
whitespace characters, and can be at most 255 characters.

Note: To rename a node, you must delete it and then define a new node.

3. Operating System: Choose the name of the operating system that is running on
the node being defined. Choose Windows for Windows 2000, Windows 2003, or
Windows XP. Choose Linux 64 when defining an x86_64 or ia64 architecture. (Use
the uname -i command to determine the architecture type.)

212 007-4016-025



CXFS™ Administration Guide for SGI® InfiniteStorage

An IRIX node or an SGI ProPack node can be a server-capable administration
node or a CXFS client-only node, depending upon the node function selected and
the software installed. AIX, Linux third-party, Mac OS X, Solaris, and Windows
nodes are always CXFS client-only nodes. (An IRIX client administration node is
only supported when used for FailSafe coexecution.)

If you select a fail action that includes reset, you will be given an opportunity to
provide reset information on a second page. Any potential metadata server
should include reset in its fail action hierarchy.

You cannot later modify the operating system for a defined node. To change the
operating system, you would have to delete the node and then define a new node
with the new name.

4. Node Function: Select one of the following:

¢ Server-capable Admin is an IRIX or SGI ProPack node on which you will
execute cluster administration commands and that you also want to be a CXFS
metadata server. (You will use the Define a CXFS Filesystem task to define
the specific filesystem for which this node can be a metadata servers.) Use this
node function only if the node will be a metadata servers. You must install the
cl ust er_adm n product on this node.

* Client Admin is an IRIX node on which you will execute cluster
administration commands but that you do not want to use as a CXFS
metadata server. Use this node function only if the node will run FailSafe but
you do not want it to be a metadata server. You must install the
cl ust er_adm n product on this node.

¢ Client-only is a node that shares CXFS filesystems but on which you will not
execute cluster administration commands and that will not be a CXFS
metadata server. Use this node function for all nodes other than those that will
be metadata servers, or those that will run FailSafe without being a metadata
server. You must install the product on this node. This node can run AIX,
IRIX, HP-UX, Linux third-party, SGI ProPack, Mac OS X, Solaris, or Windows.
(Nodes other than IRIX and SGI ProPack are required to be client-only nodes.)
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5. Networks for Incoming Cluster Messages: Do the following:

e Network: Enter the IP address or hostname of the NIC. (The hostname must
be resolved in the / et ¢/ host s file.) The priorities of the NICs must be the
same for each node in the cluster. For information about why a private
network is required, see "Private Network" on page 19.

FailSafe requires at least two NICs.
e Messages to Accept: Select Heartbeat and Control.

You can use the None setting if you want to temporarily define a NIC but do
not want it to accept messages. For more information, see "Cluster
Environment" on page 9.

e (lick Add to add the NIC to the list.

If you later want to modify the NIC, click the NIC in the list to select it, then
click Modify.

To delete a NIC from the list, click the NIC in the list to select it, then click
Delete.

By default, the priority 1 NICs are used as the private network; they must be on
the same subnet. To allow one network to fail over to another, you must group
the NICs into failover networks manually by using the cxf s_adni n or cngr
commands. See Chapter 12, "Reference to cxf s_admi n Tasks" on page 259 and
Chapter 13, "Reference to cngr Tasks" on page 305.

. Node ID: (Optional for administration nodes) An integer in the range 1 through

32767 that is unique among the nodes in the pool. If you do not specify a number
for an administration node, CXFS will calculate an ID for you.

For administration nodes, the default ID is a 5-digit number based on the
machine’s serial number and other machine-specific information; it is not
sequential. For client-only nodes, you must supply the node ID.

You must not change the node ID number after the node has been defined. (There
is no default CXFS tiebreaker; for more information, see "CXFS Kernel
Membership, Quorum, and Tiebreaker" on page 580.)

. Partition ID: (Optional) Uniquely defines a partition in a partitioned Origin 3000

system, Altix 3000 series system, or Altix 4700 system. If your system is not
partitioned, leave this field empty. Use the IRIX nmkpart command or the SGI
ProPack pr oc command to determine the partition ID value (see below).
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Click Next to move to the next screen.

. Fail Action: Specify the set of actions that determines what happens to a failed

node: the second action will be followed only if the first action fails; the third
action will be followed only if the first and second fail.

The available actions depend upon the operating system value selected for the
node:

Fence: disables access to the SAN from the problem node. Fencing provides
faster recovery of the CXFS kernel membership than reset.

FenceReset: performs a fence and then, if the node is successfully fenced, also
performs an asynchronous reset of the node via a system controller (according
to the chosen reset method); recovery begins without waiting for reset
acknowledgement.

Note: A server-capable node should also include Reset in its fail action
hierarchy (unless it is the only server-capable node in the cluster).

Reset: performs a system reset via a system controller. A server-capable node
should include Reset in its fail action hierarchy.

Shutdown: tells the other nodes in the cluster to wait for a period of time (long
enough for the node to shut itself down) before reforming the CXFS kernel
membership. (However, there is no notification that the node’s shutdown has
actually taken place.) The default fail action hierarchy for IRIX or SGI ProPack
nodes is Reset, Shutdown. The default for other nodes is Shutdown.

Caution: There are issues when using Shutdown with server-capable nodes;
for more information and for a list of valid failure policy sets, see "Isolating
Failed Nodes: Failure Policies" on page 28. If you are using dynamic heartbeat
monitoring, you must not use the Shutdown setting on a client-only node. For
information about heartbeat monitoring, see "Heartbeat Monitoring" on page
27. To specify a fail policy without Shutdown you must define or modify the
node with cxfs_adni n or cngr. See Chapter 12, "Reference to cxfs_admi n
Tasks" on page 259 or Chapter 13, "Reference to cngr Tasks" on page 305.
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Note: If the failure hierarchy contains Reset or FenceReset, the reset might be
performed before the system kernel core-dump can complete, resulting in an
incomplete core-dump.

9. If you have chosen a failure hierarchy that includes Reset or FenceReset, provide
the following information.

e This node:

— DPort Type: select one of the following:

L1 (Origin/Onyx 300/350, Origin/Onyx 3200C)

L2 (Any Altix with an L2, Prism, Origin/Onyx 3000 series, Origin
300/350)

MSC (Origin 200, Onyx2 Deskside, SGI 2100/2200 deskside systems)
MMSC (Rackmount SGI 2400/2800, Onyx2).

— Reset Method: The type of reset to be performed:

Power Cycle shuts off power to the node and then restarts it

Reset simulates the pressing of the reset button on the front of the
machine

NMI (nonmaskable interrupt) performs a core-dump of the operating
system kernel, which may be useful when debugging a faulty machine

— DPort Password: The password for the system controller port, not the
node’s r oot password or PROM password. On some nodes, the system
administrator may not have set this password. If you wish to set or change
the system controller port password, consult the hardware manual for your
node.

— Temporarily Disable Port: If you want to provide reset information now
but do not want to allow the reset capability at this time, check this box. If
this box is checked, CXFS cannot reset the node.

e Owner (node that sends the reset command):

— Logical Name: Name of the node that sends the reset command. If you
use serial cables, they must physically connect the node being defined and

216
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the owner node through the system controller port. At run time, the node
must be defined in the CXFS pool.

You can select a logical name from the pull-down list or enter the logical
name of a node that is not yet defined. However, you must define the
node in CXFS before you run the node connectivity diagnostics task.

TTY Device: Name of the terminal port (TTY) on the owner node to which
the system controller is connected (the node being reset). / dev/ttyd2 is
the most commonly used port, except on Origin 300 and Origin 350
systems (where / dev/ t t yd4 is commonly used) and Altix 350 systems
(where / dev/ttyl OC0 is commonly used). The other end of the cable
connects to this node’s (the node being reset) system controller port, so the
node can be controlled remotely by the owner node.

Note: Check the owner node’s specific hardware configuration to verify
which tty device to use.

10. Click OK.

Note: Do not add a second node until the first node icon appears in the view area.
The entire cluster status information is sent to each CXFS administration node each
time a change is made to the cluster database; therefore, the more CXFS
administration nodes in a configuration, the longer it will take.

You can use the IRIX mkpart command to determine the partition ID:

The - n option lists the partition ID (which is 0 if the system is not partitioned).

The -1 option lists the bricks in the various partitions (use rack#.slot# format in the

On SGI ProPack, you can find the partition ID by reading the pr oc file. For
example:

[root @i nux64 root]# cat /proc/sgi_sn/partition_id

The 0 indicates that the system is not partitioned. If the system is partitioned, the
number of partitions (such as 1, 2, etc.) is displayed.

217



11: Reference to GUI Tasks

For example (output truncated here for readability):

# nkpart -n
Partition id
# nkpart -1

partition: 3 = brick: 003c10 003c13 003c16 003c21 ...
partition: 1 = brick: 001cl10 001c13 001c16 001c21 ...

1]
=

You could enter one of the following for the Partition ID field:

1
001. 10

Examples of Defining a Node with the GUI
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The following figures show an example of defining a new node.
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Figure 11-3 Example Node Definition
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Configure how this node will be reset.

When a CXFS node is not responding or is responding incerrectly to other CXFS cluster nodes,

another CXFS node can reset the offending node by sending a message to its system controller
port To allow this node to be reset, you must provide information about both this nede and the

node that can reset it

Mode mynode

Port Type: |[M3C  «
Reset Method: | Power Cycle «
Port Password:

Temporarily Disable Port: [

Crwner (Node that Sends Reset Command)

Logical Mame: [cxfs3| ﬂ

TTY Device: [/dev/ttyde

[ < |

QK H Cancel H Help

Figure 11-4 Example System Reset Settings

Add or Remove Nodes in the Cluster with the GUI
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After you have added nodes to the pool and defined the cluster, you can indicate
which nodes to include in the cluster.

Note: Do not add or remove nodes until the cluster icon appears in the view area; set
the View selection to Nodes and Cluster.
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Do the following;:
1. Add or remove the desired nodes:

* To add a node, select its logical name from the Available Nodes pull-down
menu and click Add. The node name will appear in the Nodes to Go into
Cluster list. To select all of the available nodes, click Add All.

* To delete a node, click its logical name in the Nodes to Go into Cluster screen.
(The logical name will be highlighted.) Then click Remove.

2. Click OK.

Reset a Node with the GUI

You can use the GUI to reset IRIX or SGI ProPack nodes in a cluster. This sends a
reset command to the system controller port on the specified node. When the node is
reset, other nodes in the cluster will detect the change and remove the node from the
active cluster. When the node reboots, it will rejoin the CXFS kernel membership.

To reset a node, do the following:

1. Node to Reset: Choose the node to be reset from the pull-down list.
2. Click OK.

Modify a Node Definition with the GUI

To rename a node or change its operating system, you must delete it and then define
a new node.

To modify other information about a node, do the following:

1. Logical Name: Choose the logical name of the node from the pull-down list.
After you do this, information for this node will be filled into the various fields.

007-4016-025 221



11: Reference to GUI Tasks

222

2. Networks for Incoming Cluster Messages: The priorities of the NICs must be the

same for each node in the cluster.

* Network: To add a NIC for incoming cluster messages, enter the IP address or
hostname into the Network text field and click Add.

* To modify a NIC that is already in the list, click the network in the list in order
to select it. Then click Modify. This moves the NIC out of the list and into the
text entry area. You can then change it. To add it back into the list, click Add.

* To delete a NIC, click the NIC in the priority list in order to select it. Then
click Delete.

¢ To change the priority of a NIC, click the NIC in the priority list in order to
select it. Then click the up and down arrows in order to move it to a different
position in the list.

You can use the None setting if you want to temporarily define a NIC but do
not want it to accept messages. For more information, see "Cluster
Environment" on page 9.

By default, the priority 1 NICs are used as the private network; they must be on
the same subnet. To allow the one network to fail over to another, you must
group the NICs into networks manually by using the cxf s_admi n or cngr
command. See Chapter 12, "Reference to cxf s_admni n Tasks" on page 259 or
Chapter 13, "Reference to cngr Tasks" on page 305.

Click Next to move to the next page.

. Partition ID: (Optional) Uniquely defines a partition in a partitioned Origin 3000

system, Altix 3000 series system, or Altix 4700 system. If your system is not
partitioned, leave this field empty. You can use the IRIX nmkpart command or the
SGI ProPack pr oc command to determine the partition ID value; see below.

. Fail Action: Specify the set of actions that determines what happens to a failed

node: the second action will be followed only if the first action fails; the third
action will be followed only if the first and second fail.

The available actions depend upon the operating system value selected for the
node:

¢ Fence: disables access to the SAN from the problem node. Fencing provides
faster recovery of the CXFS kernel membership than reset.
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FenceReset: performs a fence and then, if the node is successfully fenced, also
performs an asynchronous reset of the node via a system controller (according
to the chosen reset method); recovery begins without waiting for reset
acknowledgement.

Note: A server-capable node should also include Reset in its fail action
hierarchy (unless it is the only server-capable node in the cluster).

Reset: performs a system reset via a system controller. A server-capable node
should include Reset in its fail action hierarchy.

Shutdown: tells the other nodes in the cluster to wait for a period of time (long
enough for the node to shut itself down) before reforming the CXFS kernel
membership. (However, there is no notification that the node’s shutdown has
actually taken place.) The default fail action hierarchy for IRIX or SGI ProPack
nodes is Reset, Shutdown. The default for other nodes is Shutdown.

Caution: There are issues when using Shutdown with server-capable nodes;
for more information and for a list of valid failure policy sets, see "Isolating
Failed Nodes: Failure Policies" on page 28. If you are using dynamic heartbeat
monitoring, you must not use the Shutdown setting on a client-only node. For
information about heartbeat monitoring, see "Heartbeat Monitoring" on page
27. To specify a fail policy without Shutdown you must define or modify the
node with cxfs_adni n or cngr. See Chapter 12, "Reference to cxfs_admi n
Tasks" on page 259 or Chapter 13, "Reference to cngr Tasks" on page 305.

5. If you have chosen a failure hierarchy that includes Reset or FenceReset, provide
the following information.

This node:
— DPort Type: select one of the following:
¢ L1 (Origin/Onyx 300/350, Origin/Onyx 3200C)

¢ L2 (Any Altix with an L2, Prism, Origin/Onyx 3000 series, Origin
300/350)

¢ MSC (Origin 200, Onyx2 Deskside, SGI 2100/2200 deskside systems)
* MMSC (Rackmount SGI 2400/2800, Onyx2).
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Reset Method: The type of reset to be performed:
* Power Cycle shuts off power to the node and then restarts it

* Reset simulates the pressing of the reset button on the front of the
machine

¢ NMI (nonmaskable interrupt) performs a core-dump of the operating
system kernel, which may be useful when debugging a faulty machine

Port Password: The password for the system controller port, not the
node’s r oot password or PROM password. On some nodes, the system
administrator may not have set this password. If you wish to set or change
the system controller port password, consult the hardware manual for your
node.

Temporarily Disable Port: If you want to provide reset information now
but do not want to allow the reset capability at this time, check this box. If
this box is checked, CXFS cannot reset the node.

e Owner (node that sends the reset command):

Logical Name: Name of the node that sends the reset command. Serial
cables must physically connect the node being defined and the owner node
through the system controller port. At run time, the node must be defined
in the CXFS pool.

You can select a logical name from the pull-down list or enter the logical
name of a node that is not yet defined. However, you must define the
node in CXFS before you run the node connectivity diagnostics task.

TTY Device: Name of the terminal port (TTY) on the owner node to which
the system controller is connected. / dev/ttyd2 is the most commonly
used port, except on Origin 300 and Origin 350 systems (where

/ dev/ttyd4 is commonly used) and Altix 350 systems (where

/ dev/ttyl O is commonly used). The other end of the cable connects to
this node’s system controller port, so the node can be controlled remotely
by the other node.

6. Click OK.
You can use the IRIX mkpart command to determine the partition ID value:

The - n option lists the partition ID (which is 0 if the system is not partitioned).
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¢ The -1 option lists the bricks in the various partitions (use rack#.slot# format in the
GUI).

For example (output truncated here for readability):

# nkpart -n
Partition id
# nkpart -1

partition: 3 = brick: 003c10 003c13 003c16 003c21 ...
partition: 1 = brick: 001cl10 001c13 001c16 001c21 ...

1]
=

You could enter one of the following for the Partition ID field:

1
001. 10

On SGI ProPack, you can find the partition ID by reading the pr oc file. For example:

[root @i nux64 root]# cat /proc/sgi_sn/partition_id
0

The 0 indicates that the system is not partitioned. If the system is partitioned, the
number of partitions (such as 1, 2, etc.) is displayed.

Convert a FailSafe Node for use with CXFS with the GUI

This task appears on the CXFS GUI only if you also have FailSafe installed. It applies
only to CXFS administration nodes.

You can convert an existing FailSafe node (of type Fai | Saf ) to either of the
following types:

e CXFS and Fail Saf e
e CXFS
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Do the following;:

1. Stop HA services on the node to be converted using the FailSafe GUL See the
FailSafe Administrator’s Guide for SGI InfiniteStorage.

2. Add the second Heartbeat and Control NIC (for FailSafe use) to the node
definition using the CXFS GUL See "Modify a Node Definition with the GUI" on
page 221.

3. Enter the following information:
¢ Logical Name: Choose the logical name of the node from the pull-down list.
* Keep FailSafe Settings:
— To convert to type CXFS and Fai | Saf e, click the checkbox
— To convert to type CXFS, leave the checkbox blank
¢ Click OK.

Note: If you want to rename a node, you must delete it and then define a new node.

To change other parameters, see "Modify a Node Definition with the GUI" on page
221. Ensure that modifications you make are appropriate for both FailSafe and CXFS.

To convert a CXFS node so that it applies to FailSafe, use the cnmgr command or the
FailSafe GUI. For information about the FailSafe GUI, see the FailSafe Administrator’s
Guide for SGI InfiniteStorage.

Delete a Node with the GUI

You must remove a node from a cluster before you can delete the node from the pool.
For information, see "Modify a Cluster Definition with the GUI" on page 229.

To delete a node, do the following:

1. Node to Delete: Select the logical name of the node to be deleted from the
pull-down list.

2. Click OK.
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Test Node Connectivity with the GUI

The Test Node Connectivity screen requires r sh access between hosts. The
/. rhost s file must contain the hosts and local host between which you want to test
connectivity.

To test connectivity, do the following from the CXFS Manager:

1. Choose whether to test by network or serial connectivity by clicking the
appropriate radio button.

2. Choose a node to be tested from the pull-down list and add it to the test list by
clicking Add.

To delete a node from the list of nodes to be tested, click the logical name to
select it and then click Delete.

3. To start the tests, click Start Tests. To stop the tests, click Stop Tests.

4. To run another test, click Clear Output to clear the status screen and start over
with step 3.

5. To exit from the window, click Close.

Display a Node with the GUI

After you define nodes, you can use the View selection in the view area to display
the following:

¢ Nodes and Cluster shows the nodes that are defined as part of a cluster or as part
of the pool (but not in the cluster)

Click any name or icon to view detailed status and configuration information.

Cluster Tasks with the GUI
This section discusses the following:
* '"Define a Cluster with the GUI" on page 228
* "Modify a Cluster Definition with the GUI" on page 229
* "Convert a FailSafe Cluster for use with CXFS with the GUI" on page 230
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® '"Delete a Cluster with the GUI" on page 231

¢ "Display a Cluster with the GUI" on page 231

Note: The Set Up a New Cluster guided configuration task leads you through the
tasks required to set up the cluster and nodes. See "Set Up a New Cluster with the
GUI" on page 162.

Define a Cluster with the GUI

228

A cluster is a collection of nodes coupled to each other by a private network. A cluster
is identified by a simple name. A given node may be a member of only one cluster.

To define a cluster, do the following;:

1. Enter the following information:

Cluster Name: The logical name of the cluster. Logical names cannot begin
with an underscore (_) or include any whitespace characters, and can be at
most 255 characters. Clusters must have unique names.

Cluster ID: A unique number within your network in the range 1 through
255. The cluster ID is used by the operating system kernel to make sure that it
does not accept cluster information from any other cluster that may be on the
network. The kernel does not use the database for communication, so it
requires the cluster ID in order to verify cluster communications. This
information in the kernel cannot be changed after it has been initialized;
therefore, you must not change a cluster ID after the cluster has been defined.
Clusters must have unique IDs.

Cluster Mode: Usually, you should set the cluster to the default Nor mal mode.

Setting the mode to Experi ment al turns off heartbeating in the CXFS kernel
membership code so that you can debug the cluster without causing node
failures. For example, this can be useful if you just want to disconnect the
network for a short time (provided that there is no other cluster networking
activity, which will also detect a failure even if there is no heartbeating) or if
you want to enter the kernel debugger (which stops heartbeat) on a CXFS
node. You should only use Experi ment al mode when debugging.
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¢ Notify Administrator (of cluster and node status changes):

— By e-mail: This choice requires that you specify the e-mail program
(/'usr/sbi n/ Mai | by default) and the e-mail addresses of those to be
identified. To specify multiple addresses, separate them with commas.
CXFS will send e-mail to the addresses whenever the status changes for a
node or cluster. If you do not specify an address, notification will not be
sent.

— By other command: This choice requires that you specify the command to
be run whenever the status changes for a node or cluster.

— Never: This choice specifies that notification is not sent.

2. Click OK.

Modify a Cluster Definition with the GUI
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To change how the cluster administrator is notified of changes in the cluster’s state,
do the following:

1. Enter the following information:
¢ Cluster Name: Choose from the pull-down list.

® Cluster Mode: Usually, you should set the cluster to the default Nor mal
mode. See "Define a Cluster with the GUI" on page 228, for information about
Experi ment al mode.

¢ Notify Administrator: Select the desired notification. For more information,
see "Define a Cluster with the GUI" on page 228.

2. Click OK.

To modify the nodes that make up a cluster, see "Add or Remove Nodes in the
Cluster with the GUI" on page 220.
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Note: If you want to rename a cluster, you must delete it and then define a new
cluster. If you have started CXFS services on the node, you must either reboot it or
reuse the cluster ID number when renaming the cluster.

However, be aware that if you already have CXFS filesystems defined and then
rename the cluster, CXFS will not be able to mount the filesystems. For more
information, see "Cannot Mount Filesystems" on page 520.

Convert a FailSafe Cluster for use with CXFS with the GUI
This task appears on the CXFS GUI only if you also have FailSafe installed.

To convert the information from an existing IRIS FailSafe cluster (that is, of type
Fai | Saf e) to create a cluster that applies to CXFS (that is, of type
CXFS and Fai | Saf e or of type CXFS), do the following:

1. Enter the following information:
¢ Cluster Name: Choose from the pull-down list.

¢ Cluster ID: Enter a unique number within your network in the range 1
through 255. The cluster ID is used by the operating system kernel to make
sure that it does not accept cluster information from any other cluster that may
be on the network. The kernel does not use the database for communication,
so it requires the cluster ID in order to verify cluster communications. This
information in the kernel cannot be changed after it has been initialized;
therefore, you must not change a cluster ID after the cluster has been defined.

2. Click OK.

The cluster will apply to both IRIS FailSafe and CXFS. To modify the nodes that make
up a cluster, see "Add or Remove Nodes in the Cluster with the GUI" on page 220.

Note: If you want to rename a cluster, you must delete it and then define a new
cluster.
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Delete a Cluster with the GUI

You cannot delete a cluster that contains nodes; you must move those nodes out of
the cluster first. For information, see "Add or Remove Nodes in the Cluster with the
GUI" on page 220.

To delete a cluster, do the following;:
1. Cluster to Delete: The name of the cluster is selected for you.

2. Click OK.

Display a Cluster with the GUI

From the View selection, you can choose elements to examine. To view details of the
cluster, click the cluster name or icon; status and configuration information will
appear in the details area on the right.

Cluster Services Tasks with the GUI
This section discusses the following:
e "Start CXFS Services with the GUI" on page 231
e "Stop CXFS Services with the GUI" on page 232
* "Set Tiebreaker Node with the GUI" on page 233
e "Set Log Configuration with the GUI" on page 234
* "Revoke Membership of the Local Node with the GUI" on page 236
e "Allow Membership of the Local Node with the GUI" on page 237

Start CXFS Services with the GUI

To start CXFS services, and set the configuration to automatically restart CXFS
services whenever the system is rebooted, do the following:

1. Node(s) to Activate: Select Al | Nodes or the individual node on which you
want to start CXFS services.
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2. Click OK.

Stop CXFS Services with the GUI

232

When CXFS services are stopped on a node, filesystems are automatically unmounted
from that node.

To stop CXFS services temporarily (that is, allowing them to restart with a reboot if so
configured), use the following command line in a shell window outside of the GUI:

e IRIX:

# /etc/init.d/cluster stop(onan admin node)
# /etc/init.d/ cxfs stop (on an admin node)

# /etc/init.d/cxfs_client stop (on a client-only node)

e SQGI ProPack:

# /etc/init.d/ cxfs_cluster stop (onan admin node)
# letc/init.d/ cxfs stop (on an admin node)

# /etc/init.d/cxfs_client stop (on a client-only node)

You can stop CXFS on a specified node or cluster, and prevent CXFS services from
being restarted by a reboot, by performing the following steps:

Note: If you stop CXFS services using this method, they will not restart when the
node is rebooted.

1. Enter the following information:

¢ Force: If you want to forcibly stop CXFS services even if there are errors
(which would normally prevent the stop operation), click the Force checkbox.

e Node(s) to Deactivate: Select Al | Nodes or the individual node on which
you want to stop CXFS services.

If you stop CXFS services on one node, that node will no longer have access to
any filesystems. If that node was acting as the metadata server for a
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filesystem, another node in the list of potential metadata servers will be
chosen. Clients of the filesystem will experience a delay during this process.

2. Click OK. It may take a few minutes to complete the process.

After you have stopped CXFS services on a node, the node is no longer an active
member of the cluster. CXFS services will not be restarted when the system reboots.

Caution: You should stop CXFS services before using the shut down or r eboot
commands. If you execute shut down or r eboot when CXFS services are active, the
remaining nodes in the cluster will view it as a node failure and be forced to run
recovery against that node.

Set Tiebreaker Node with the GUI

A\
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A CXFS tiebreaker node determines whether a CXFS kernel membership quorum is
maintained when exactly half of the server-capable nodes are up and can
communicate with each other. There is no default CXFS tiebreaker. For more
information, see "CXFS Kernel Membership, Quorum, and Tiebreaker" on page 580.

Caution: If one of the server-capable nodes is the CXFS tiebreaker in a two
server-capable cluster, failure of that node or stopping the CXFS services on that node
will result in a cluster-wide forced shutdown. Therefore SGI recommends that you
use client-only nodes as tiebreakers so that either server could fail but the cluster
would remain operational via the other server.

To ensure data integrity, SGI recommends that you use system reset for all potential
metadata servers and reset or or I/O fencing for all client-only nodes; reset is
required for IRIS FailSafe.

The current CXFS tiebreaker node is shown in the detailed view of the cluster.
To set the CXFS tiebreaker node, do the following:

1. Tie-Breaker Node: Select the desired node from the list. If there currently is a
CXFS tiebreaker, it is selected by default.

To unset the CXFS tiebreaker node, select None.
2. Click OK.
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Set Log Configuration with the GUI

CXFS maintains logs for each of the CXFS daemons. CXFS logs both normal
operations and critical errors to individual log files for each log group and the system
log file:

e IRIX:/var/adm SYSLOG
e SGI ProPack: /var/| og/ messages

You can customize the logs according to the level of logging you wish to maintain.

Caution: Do not change the names of the log files. If you change the names, errors
can occur.

When you define a log configuration, you specify the following information:

* Log Group: A set of one or more CXFS processes that use the same log
configuration. A log group usually corresponds to one CXFS daemon, such as
crsd.

* Log Level: A number controlling the amount of log messages that CXFS will write
into an associated log group’s log file.

* Log File: The file in which to log messages.

See also "Status in Log Files" on page 472.

Display Log Group Definitions with the GUI

234

To display log group definitions, do the following:
1. Log Group: Choose the log group to display from the menu.

The current log level and log file for that log group will be displayed in the task
window, where you can change those settings if you desire.

2. Click OK.
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Configure Log Groups with the GUI

To configure a log group, do the following in the Set Log Configuration task:

1. Enter the appropriate information:

Log Group: Select the log group from the pull-down list. A log group is a set
of processes that log to the same log file according to the same logging
configuration. Each CXFS daemon creates a log group. Settings apply to all
nodes in the pool for the cl i and crsd log groups, and to all nodes in the
cluster for the cl conf d and di ags log groups.

Log Level: Select the log level, which specifies the amount of logging.

Caution: The Default log level is quite verbose; using it could cause space
issues on your disk. You may wish to select a lower log level. Also see "Log
File Management" on page 406, "cad. opti ons on CXFS Administration
Nodes" on page 124, and "f s2d. opt i ons on CXFS Administration Nodes" on
page 126.

The values are as follows:
- Off gives no logging

— Minimal logs notifications of critical errors and normal operation (these
messages are also logged to the IRIX / var/ adm’ SYSLOG and SGI ProPack
[ var /| og/ nessages file)

- Info logs Minimal notifications plus warnings
— Default logs all Info messages plus additional notifications

— Debug 0 through Debug 9 log increasingly more debug information,
including data structures

The cngr command uses a set of numbers to indicate these log levels. See
"Configure Log Groups with cngr " on page 344.

2. Log File: Do not change this value.

3. Click OK.
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Revoke Membership of the Local Node with the GUI

You should revoke CXFS kernel membership of the local node only in the case of
error, such as when you need to perform a forced CXFS shutdown (see "Shutdown of
the Database and CXFS" on page 399).
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To revoke CXFS kernel membership for the local node, do the following:

1. Local Node: Verify the name of the local node, which will be displayed in the
pop-up window.

2. Click OK to complete the task.

This result of this task will be considered as a node failure by the rest of the cluster.
The rest of the cluster may then fail due to a loss of CXFS kernel membership
quorum, or it may decide to reset the failed node. To avoid the reset, you can modify
the node definition to disable the system controller status.

Allow Membership of the Local Node with the GUI
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You must allow CXFS kernel membership for the local node (the node to which the
GUI is connected) after fixing the problems that required a forced CXFS shutdown;
doing so allows the node to reapply for CXFS kernel membership in the cluster. A
forced CXFS shutdown can be performed manually or can be triggered by the kernel.
For more information, see "Shutdown of the Database and CXFS" on page 399.

You must actively allow CXFS kernel membership of the local node in the following
situations:

* After a manual revocation as in "Revoke Membership of the Local Node with the
GUI" on page 236.

¢ When instructed to by an error message on the console or in system log file:
- IRIX: /var/adn SYSLOG
— SGI ProPack: / var /| og/ messages

* After a kernel-triggered revocation. This situation is indicated by the following
message in system log file (IRIX / var / adm SYSLOG or SGI ProPack
/var/ | og/ nessages):

Mermber ship lost - withdrawing from cluster
To allow CXFS kernel membership for the local node, do the following:

1. Local Node: Verify the name of the local node, which will be displayed in the
pop-up window.

2. Click OK to complete the task.
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Switches and I/0O Fencing Tasks with the GUI

This section discusses the following:

"Define a Switch with the GUI" on page 238

"Modify a Switch Definition with the GUI" on page 240

"Update Switch Port Information with the GUI" on page 241

"Delete a Switch Definition with the GUI" on page 241

"Raise the I/O Fence for a Node with the GUI" on page 241

"Lower the I/O Fence for a Node with the GUI" on page 241

See the release notes for supported switches.

Note: Nodes without system controllers require I/O fencing to protect data integrity.

Define a Switch with the GUI

This task lets you define a new Brocade switch to support 1/O fencing in a cluster.

Do the following;:

238

1. Enter the following information:

Switch Name: Enter the hostname of the switch; this is used to determine the
IP address of the switch.

Username: Enter the user name to use when sending a t el net message to
the switch. By default, this value is admi n.

Password: Enter the password for the specified Username field.
Mask: Enter one of the following:

— A list of ports in the switch that will never be fenced. The list has the
following form, beginning with the # symbol and separating each port
number with a comma:

#port, port, port. . .
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Each port is a decimal integer in the range 0 through 1023. Use a hyphen to
specify an inclusive range. For example, the following indicates that port
numbers 2, 4, 5, 6, 7, and 23 will never be fenced:

#2,4-7,23

A hexadecimal string that represents the list of ports in the switch that will
never be fenced.

Ports are numbered from zero. If a given bit has a binary value of 0, the
port that corresponds to that bit is eligible for fencing operations; if 1, then
the port that corresponds to that bit will always be excluded from any
fencing operations. For example, Figure 11-5 shows that a mask of FFO3
for a 16-port switch indicates that only ports 2-7 are eligible for fencing
(because they have binary values of 0). Similarly, it shows that a mask of
A4 for an 8-port switch allows fencing only on ports 0, 1, 3, 4, and 6 (the
port numbers corresponding to binary 0) — ports 2, 5, and 7 will never be
fenced (the port numbers corresponding to the nonzero value).

16-port Switch (1= never fence, 0= may fence)

Port # 15 14 13 12| 11 10 9 8 765413210

Binary 111 11111 000O0|0OT1T1

Hexadecimal F F 0 3

8-port Switch

Port # 7 6 5 4 3210
Binary 1010 0100
Hexadecimal A 4

Figure 11-5 Bit Mask Representation for I/O Fencing
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CXFS administration nodes automatically discover the available HBAs and,
when fencing is triggered, will fence off all of the Fibre Channel HBAs when
the Fence or FenceReset fail action is selected. However, masked HBAs will
not be fenced. Masking allows you to prevent the fencing of devices that are
attached to the SAN but are not shared with the cluster, to ensure that they
remain available regardless of CXFS status. You would want to mask HBAs
used for access to tape storage, or HBAs that are only ever used to access local
(nonclustered) devices.

e Vendor: Select the name of the switch vendor or enter the vendor name
manually if not found in the list.

2. Click OK to complete the task.

Modify a Switch Definition with the GUI

This task lets you modify an existing Brocade switch definition.

Note: To modify the definition of another type of switch, such as QLogic, you must
use the haf ence(1M) command. See "Using haf ence to Manipulate a Switch" on
page 385.

Do the following;:
1. Enter the following information:
e Switch Name: Select the hostname of the switch to be modified.

* Username: Enter the user name to use when sending a t el net message to
the switch. By default, this value is admi n.

¢ Password: Enter the password for the specified Username field.

* Mask: Enter a list of port numbers or a hexadecimal string that represents the
list of ports in the switch that will not be fenced. For more information, see
"Define a Switch with the GUI" on page 238.

2. Click OK to complete the task.

Note: You cannot modify the vendor name for a switch. To use a different vendor,
delete the switch and redefine it.
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Update Switch Port Information with the GUI

This task lets you update the mappings between the host bus adapters (HBAs) and
switch ports. You should run this command if you reconfigure any switch or add
ports. Click OK to complete the task.

Delete a Switch Definition with the GUI
This task lets you delete an existing switch definition. Do the following:
1. Switch Name: Select the hostname of the Fibre Channel switch to be deleted.

2. Click OK to complete the task.

Raise the I/0 Fence for a Node with the GUI

This task lets you raise the I/O fence for a node. Raising an I/O fence isolates the
node from the SAN; CXFS sends a messages via the t el net protocol to the switch
and disables the port. After the node is isolated, it cannot corrupt data in the shared
CXFS filesystem.

Do the following;:

1. Raise Fence for Node: Select the name of the node you want to isolate. Only
nodes that have been configured with a Fence or FenceReset fail action can be
selected.

2. Click OK to complete the task.

Lower the I/O Fence for a Node with the GUI

This task lets you lower the I/O fence for a given node by reenabling the port.
Lowering an I/0 fence allows the node to reconnect to the SAN and access the
shared CXFS filesystem.

Do the following;:

1. Lower Fence for Node: Select the node you want to reconnect. Only nodes that
have been configured with a Fence or FenceReset fail action can be selected.

2. Click OK to complete the task.
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Filesystem Tasks with the GUI

The following tasks let you configure CXFS filesystems as shared XVM volumes.
These shared volumes can be directly accessed by all nodes in a CXFS cluster. Each
volume is identified by its device name. Each volume must have the same mount
point on every node in the cluster.

Note: The Set Up a New CXFS Filesystem guided configuration task leads you
through the steps required to set up a new CXFS filesystem. See "Set Up a New CXFS
Filesystem with the GUI" on page 163.

This section discusses the following:

"Make Filesystems with the GUI" on page 242

"Grow a Filesystem with the GUI" on page 244

"Define CXFS Filesystems with the GUI" on page 246
"Modify a CXFS Filesystem with the GUI" on page 248
"Mount CXFS Filesystems with the GUI" on page 249
"Unmount CXFS Filesystems with the GUI" on page 250
"Mount a Filesystem Locally" on page 250

"Unmount a Local Filesystem" on page 251

"Delete a CXFS Filesystem with the GUI" on page 251
"Remove Filesystem Mount Information" on page 251

"Relocate a Metadata Server for a CXFS Filesystem with the GUI" on page 252

Make Filesystems with the GUI

This task lets you create a filesystem on a volume that is online but not open. To
create filesystems on multiple volume elements, use the Browse button.

f Caution: Clicking OK will erase all data that exists on the target volume.

242
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To make a filesystem, do the following:

1.

Enter the following information:

¢ Domain: Select the domain that will own the volume element to be created.
Choose Local if the volume element or disk is defined for use only on the
node to which the GUI is connected, or choose Cluster if it is defined for use
on multiple nodes in the cluster.

* Volume Element: Select the volumes on which to create the filesystem or
select the volume elements whose parent volumes will be used for the
filesystems. The menu lists only those volume elements that are available.
(When volume elements other than volumes are created or detached, the
system automatically creates a volume and a subvolume that are associated
with the volume element. If you did not explicitly name an automatically
generated volume, the GUI will display its children only.)

¢ Specify Sizes: Check this box to modify the default options for the filesystem,
including data region size, log size, and real-time section size.

By default, the filesystem will be created with the data region size equal to the
size of the data subvolume. If the volume contains a log subvolume, the log
size will be set to the size of the log subvolume. If the volume contains a
real-time subvolume, the real-time section size will be set to the size of the
real-time subvolume.

If you checked the Specify Sizes box, click Next to move to page 2. On page 2,
enter the following information. For more information about these fields, see the
IRIX nkfs_xfs or SGI ProPack nkf s. xf s man page.

* Block Size: Select the fundamental block size of the filesystem in bytes.

* Directory Block Size: Select the size of the naming (directory) area of the
filesystem in bytes.

¢ Inode Size: Enter the number of blocks to be used for inode allocation, in
bytes. The inode size cannot exceed one half of the Block Size value.

¢ Maximum Inode Space: Enter the maximum percentage of space in the
filesystem that can be allocated to inodes. The default is 25%. (Setting the
value to 0 means that the entire filesystem can become inode blocks.)

¢ Flag Unwritten Extents: Check this box to flag unwritten extents. If unwritten
extents are flagged, filesystem write performance will be negatively affected
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for preallocated file extents because extra filesystem transactions are required
to convert extent flags for the range of the file.

You should disable this feature (by unchecking the box) if the filesystem must
be used on operating system versions that do not support the flagging
capability.

Data Region Size: Enter the size of the data region of the filesystem as a
number of 512-byte blocks. This number is usually equal to the size of the
data subvolume. You should specify a size other than 0 only if the filesystem
should occupy less space than the size of the data subvolume.

Use Log Subvolume for Log: Check this box to specify that the log section of
the filesystem should be written to the log subvolume of the XVM logical
volume. If the volume does not contain a log subvolume, the log section will
be a piece of the data section on the data subvolume.

Log Size: Enter the size of the log section of the filesystem as a number of
512-byte blocks. You should specify a size other than 0 only if the log should
occupy less space than the size of the log subvolume.

Real-Time Section Size: Enter the size of the real-time section of the
filesystem as a number of 512-byte blocks. This value is usually equal to the
size of the real-time subvolume, if there is one. You should specify a size other
than 0 only if the real-time section should occupy less space than the size of
the real-time subvolume.

Note: XVM on SGI ProPack does not support real-time subvolumes.

3. Click OK.

Grow a Filesystem with the GUI

244

This task lets you grow a mounted filesystem.

Note: In order to grow a filesystem, you must first increase the size of the logical
volume on which the filesystem is mounted. For information on modifying XVM
volumes, see the XVM Volume Manager Administrator’s Guide.

To grow a filesystem, do the following:
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1. Enter the following information:

Filesystem: Select the name of the filesystem you want to grow. The list of
available filesystems is determined by looking for block devices containing
XFS superblocks.

Specify Sizes: Check this option to modify the default options for the
filesystem, including data region size and (if already present for the
filesystem) log size and real-time section size.

By default, the filesystem will be created with the data region size equal to the
size of the data subvolume. If the volume contains a log subvolume, the log
size will be set to the size of the log subvolume. If the volume contains a
real-time subvolume, the real-time section size will be set to the size of the
real-time subvolume.

2. If you checked the Specify Sizes box, click Next to move to page 2. For more
information about these fields, see the IRIX nkf s_xf s or SGI ProPack nkfs. xfs
man page.

Data Region Size: Enter the size of the data region of the filesystem as a
number of 512-byte blocks. This number is usually equal to the size of the
data subvolume. You should specify a size other than 0 only if the filesystem
should occupy less space than the size of the data subvolume.

Log Size: Enter the size of the log section of the filesystem as a number of
512-byte blocks. You should specify a size other than 0 only if the log should
occupy less space than the size of the log subvolume. This option only
appears if the filesystem has a log subvolume.

Real-Time Section Size: Enter the size of the real-time section of the
filesystem as a number of 512-byte blocks. This value is usually equal to the
size of the real-time subvolume, if there is one. You should specify a size other
than 0 only if the real-time section should occupy less space than the size of
the real-time subvolume. This option only appears if the filesystem has a
real-time subvolume.

Note: XVM on SGI ProPack does not support real-time subvolumes.

3. Click OK.
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Define CXFS Filesystems with the GUI

246

This task lets you define one or more CXFS filesystems having the same ordered list
of potential metadata servers and the same list of client nodes.

Note: If you select multiple device names, the path you enter for the mount point
will be used as a prefix to construct the actual mount point for each filesystem.

This task assumes that you have created volume headers on your disk drives, created
the XVM logical volumes, and made the filesystems. "Initial Setup with the CXFS
GUI" on page 160.

To define filesystems, do the following;:

1. Enter the following information:

Device Name: Select the device names of the XVM volumes on which the
filesystems will reside.

Mount Point: The directory on which the specified filesystem will be
mounted. This directory name must begin with a slash (/). The same mount
point will be used on all the nodes in the cluster. For example, if you select
the device name / dev/ cxvni cxf s1 and want to mount it at / mount / cxf s1,
you would enter / mount / cxf s1 for the Mount Point value.

If you selected multiple device names in order to define multiple CXFS
filesystems, the mount point path will be constructed using the mount point
you enter as a prefix and the name of each device name (not including the

/ dev/ cxvmportion) as the suffix. For example, if you select two volume
device names (/ dev/ cxvni cxf sl and / dev/ cxvni cxf s2) and enter a
mount point of / mount /, then the CXFS filesystems will be mounted as

/ mount / cxf s1 and / mount / cxf s2, respectively. If instead you had entered
/ mount for the mount point, the filesystems would be mounted as

/ mount cxfs1 and / nount cxf s2.

For more information, see the mount man page.

(Optional) Mount Options: These options are passed to the mbunt command
and are used to control access to the specified XVM volume. Separate multiple
options with a comma. For a list of the available options, see the f st ab man

page.
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Force Unmount: Select the default behavior for the filesystem. This option
controls what action CXFS takes if there are processes that have open files or
current directories in the filesystems that is to be unmounted. If you select
On, the processes will be killed and the unmount will occur. If you select Off,
the processes will not be killed and the filesystem will not be unmounted. SGI
recommends that you set Force Unmount to On in order to improve the
stability of the CXFS cluster. This value can be overridden when you perform a
manual unmount; see "Unmount CXFS Filesystems with the GUI" on page 250.

Metadata Servers: A list of administration nodes that are able to act as
metadata servers. All potential metadata servers within a cluster must run the
same type of operating system (that is, all IRIX or all SGI ProPack).

To add a CXFS administration node to the list of servers, choose a name from
the pull-down node list and click Add. To select all nodes listed, click Add All.

Note: Relocation is disabled by default. Recovery and relocation are
supported only when using standby nodes. Therefore, you should only define
multiple metadata servers for a given filesystem if you are using the standby
node model. See "Relocation” on page 20.

To remove a node from the list of servers, click the name in the list to select it
and then click Remove.

Note: The order of servers is significant. The first node listed is the preferred
metadata server. Click a logical name to select it and then click the arrow
buttons to arrange the servers in the order that they should be used.

However, it is impossible to predict which server will actually become the
server during the boot-up cycle because of network latencies and other
unpredictable delays. The first available node in the list will be used as the
active metadata server.

Enable Mount on: A choice of either all nodes in the cluster or a list of
selected CXFS administration nodes that you specify on a second page. (The
filesystem is always mounted on the current metadata server.)

If Nodes are Added to the Cluster Later: This option permits the filesystem
to be mounted on all nodes that might be added to the cluster at some later
date. This option is selected by default.
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If you chose Only Selected Nodes above, click Next to move to the second
page of the task.

Selected Nodes: You can select the desired nodes from the Node list. You can
also click Add All to select all nodes, which is the same as selecting All Nodes
Currently in Cluster.

2. Click OK.

After defining the filesystems, you can mount them on the specified client nodes in
the cluster by running the Mount CXFS Filesystems task.

Note: After a filesystem has been defined in CXFS, running nkf s on it (or using the
"Make Filesystems with the GUI" on page 242 task) will cause errors to appear in the
system log file. To avoid these errors, run nkf s before defining the filesystem in
CXFS, or delete the CXFS filesystem before running nkfs. See "Delete a CXFS
Filesystem with the GUI" on page 251.

Modify a CXFS Filesystem with the GUI

248

Note: You cannot modify a mounted filesystem.

To modify an existing filesystem, do the following:

1. Enter the following information:

Filesystem to Modify: Choose a filesystem from the pull-down menu. This
displays information for that filesystem in the various fields.

Mount Point and Mount Options: Change the information displayed for the
selected filesystem as needed. To erase text, backspace over the text or select
the text and type over it.

(Optional) Mount Options: These options are passed to the mbunt command
and are used to control access to the specified XVM volume. For a list of the
available options, see the f st ab man page.

Metadata Servers:

— To delete a node from the list of servers, click its name and then click
Delete.
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— To add a new CXFS administration node to the list of servers, select it from
the pull-down list and click Add. To select all CXFS administration nodes,
select Add All. The list for a given filesystem must consist of nodes
running the same operating system.

— To rearrange the priority of a server, select it by clicking its name and then
click the arrow buttons as needed.

¢ Enable Mount on: A choice of either all nodes in the cluster or a list of
selected nodes that you specify on a second page. (The filesystem is always
mounted on the current metadata server.)

e If Nodes are Added to the Cluster Later:This option permits the filesystem to
be mounted on all nodes that might be added to the cluster at some later date.
This option is selected by default.

* If you chose Only Selected Nodes above, click Next to move to the second
page of the task.

Selected Nodes: You can select the desired nodes from the Node list. You can
also click Add All to select all nodes, which is the same as selecting All Nodes
Currently in Cluster.

2. Click OK.

Mount CXFS Filesystems with the GUI
To mount existing filesystems on all of their client nodes, do the following;:
1. Filesystem to Mount: Choose the filesystem to be mounted.
2. Click OK.

If CXFS services are not active, mounting a filesystem will not completely succeed.
The filesystem will be marked as ready to be mounted and a warning message will be
displayed in the Mount a Filesystem task. The filesystem will not actually be
mounted until you have started CXFS services. For information, see "Start CXFS
Services with the GUI" on page 231.

007-4016-025 249



11: Reference to GUI Tasks

Unmount CXFS Filesystems with the GUI
To unmount filesystems from all of their client nodes, do the following:
1. Enter the following information:
* Filesystem to Unmount: Choose the filesystems to be unmounted.

* Force Unmount : Click On to force an unmount for all selected filesystems (no
matter how they have been defined) or Default to force an unmount for those
filesystems that have the forced unmount option set in their definition.

This option controls what action CXFS takes if there are processes that have
open files or current directories in the filesystems that are to be unmounted. If
forced is used (by selecting On or by selecting Default if force is the default
behavior), the processes will be killed and the unmount will occur. If you
select Off, the processes will not be killed and the filesystem will not be
unmounted. The option is set to Default by default.

2. Click OK.

Mount a Filesystem Locally

This task lets you mount a filesystem only on the node to which the GUI is connected
(the local node).

To mount a filesystem locally, do the following:
1. Enter the following information:

¢ Filesystem to Mount: Select the filesystem you wish to mount. The list of
available filesystems is determined by looking for block devices containing
XFS superblocks.

¢ Mount Point: Specify the directory on which the selected filesystem will be
mounted.

* (Optional) Mount Options: Specify the options that should be passed to the
mount command. For more information about available options, see the
f st ab man page.

2. By default, the filesystem will remount every time the system starts. However, if
you uncheck the box, the mount will take place only when you explicitly use this
task.
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3. Click OK.

For more information, see the nount man page.

Unmount a Local Filesystem
To unmount a filesystem from the local node, do the following:
1. Enter the following information:
* Filesystem to Unmount: Choose the filesystem to be unmounted.

* Remove Mount Information: Click the check box to remove the mount point
from the / et ¢/ f st ab file, which will ensure that the filesystem will remain
unmounted after the next reboot. This item is available only if the mount
point is currently saved in / et ¢/ f st ab.

2. Click OK.

Delete a CXFS Filesystem with the GUI

You cannot delete a filesystem that is currently mounted. To unmount a filesystem,
see "Unmount CXFS Filesystems with the GUI" on page 250.

To permanently delete an unmounted filesystem, do the following:

1. Filesystem to Delete: Choose the name of the filesystem from the pull-down list.

2. Click OK.

Remove Filesystem Mount Information

This task lets you delete a local filesystem’s mount information in / et ¢/ f st ab.

Note: The filesystem will still be present on the volume.
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Do the following;:

1. Filesystem Name: Select the filesystem for which you want to remove mount
information. The list of available filesystems is determined by looking for block
devices containing XFS superblocks.

2. Click OK.

Relocate a Metadata Server for a CXFS Filesystem with the GUI

If relocation is explicitly enabled in the kernel with the cxfs_r el ocati on_ok
systune, you can relocate the metadata server for a filesystem to any other potential
metadata server in the list (see "Relocation” on page 20). The filesystem must be
mounted on the system to which the GUI is connected.

1. Enter the following information:
* Filesystem: Select the desired filesystem from the list.

¢ Current Metadata Server: The current metadata server will be displayed for
you.

¢ New Metadata Server: Select the desired node from the list.

The selected server will assume responsibility for moderating access to the
selected filesystem after you run the Start CXFS Services task; see "Start CXFS
Services with the GUI" on page 231.

2. Click OK to complete the task.

CXFS kernel membership is not affected by relocation. However, users may experience
a degradation in filesystem performance while the metadata server is relocating.

Privileges Tasks with the GUI

The privileges tasks let you grant specific users the ability to perform specific tasks
and to revoke those privileges.

Note: You cannot grant or revoke tasks for users with a user ID of 0.

This section discusses the following:
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* "Grant Task Access to a User or Users" on page 253

* '"Revoke Task Access from a User or Users" on page 256

Grant Task Access to a User or Users

You can grant access to a specific task to one or more users at a time.

Note: Access to the task is only allowed on the node to which the GUI is connected;
if you want to allow access on another node in the pool, you must connect the GUI to
that node and grant access again.

Do the following;:

1. Select the user or users for whom you want to grant access. You can use the
following methods to select users:

e (lick to select one user at a time
e Shi f t +click to select a block of users

e Ctrl +click to toggle the selection of any one user, which allows you to select
multiple users that are not contiguous

e (lick Select All to select all users
Click Next to move to the next page.

2. Select the task or tasks to grant access to, using the above selection methods.
Click Next to move to the next page.

3. Confirm your choices by clicking OK.

Note: If more tasks than you selected are shown, then the selected tasks run the
same underlying privileged commands as other tasks, such that access to the
tasks you specified cannot be granted without also granting access to these
additional tasks.

To see which tasks a specific user can access, select View: Users. Select a specific user
to see details about the tasks available to that user.
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To see which users can access a specific task, select View: Task Privileges. Select a
specific task to see details about the users who can access it and the privileged
commands it requires.

Granting Access to a Few Tasks

Suppose you wanted to grant user di ag permission to define, modify, and mount
CXEFS filesystems. You would do the following;:

1. Select di ag and click Next to move to the next page.
2. Select the tasks you want di ag to be able to execute:
a. Qrl +click Define CXFS Filesystem
b. Cirl +click Modify CXFS Filesystem
c. Crl +click Mount CXFS Filesystem
Click Next to move to the next page.
3. Confirm your choices by clicking OK.

Figure 11-6 shows the tasks that di ag can now execute. This screen is displayed
when you select View: Users and click di ag to display information in the details
area of the GUI window. The privileged commands listed are the underlying
commands executed by the GUI tasks.
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file Edit Tasks Help

I NI
q -
Find 3 ( O Login Name: diag =
@ Full Name: Hardware Diagnostics
View: | Privileged Users - -" Account Type: Local
T B UserID: 0
—@ diag Primary Group: 936
7@ guest
" This user has access to the following tasks:
—@ linuxadm
7@ Ip | Task Name
@ Define CHFS Filesystem -
—@ NOACCESS
@ Modify CxFS Filesystem
7@ nobody
@ Mount CXFS Filesystem
—@ nuucp
7@ ptools =
—@ rcu
7@ reloh The above tasks require access to the following privileged commands. The privileges to
P nun these commands have been granted to this user:
— @ riindd
Privilege |
7@ [ec 'QL cxfsfilesystemtodify -
_@ ity 'QL cfsfilesystemilount
7@ scotth
—@ sgismmsp
7@ sgiweb A
—@ sshd
7@ sys Applicable Tasks:
_@ sysadm El Grant Task Access to a User or Users
7@ ucp El Revoke Task Access from a User or Users E
—@ wessmith

Figure 11-6 Task Privileges for a Specific User

Granting Access to Most Tasks

Suppose you wanted to give user Sys access to all tasks except changing the cluster
contents (which also implies that sys cannot delete the nodes in the cluster, nor the

cluster itself). The easiest way to do this is to select all of the tasks and then deselect
the few you want to restrict. You would do the following;:

1. Select sys and click Next to move to the next page.
2. Select the tasks you want sys to be able to execute:
a. Click Select All to highlight all tasks.

b. Deselect the task to which you want to restrict access. Ct r | +click
Add/Remove Nodes in Cluster.
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Click Next to move to the next page.

3. Confirm your choices by clicking OK.

Revoke Task Access from a User or Users

You can revoke task access from one or more users at a time.

Note: Access to the task is only revoked on the node to which the GUI is connected;
if a user has access to the task on multiple nodes in the pool, you must connect the
GUI to those other nodes and revoke access again.

Do the following;:

1. Select the user or users from whom you want to revoke task access. You can use
the following methods to select users:

e (lick to select one user at a time
e Shi f t +click to select a block of users

e Ctrl +click to toggle the selection of any one user, which allows you to select
multiple users that are not contiguous

e (lick Select All to select all users
Click Next to move to the next page.

2. Select the task or tasks to revoke access to, using the above selection methods.
Click Next to move to the next page.

3. Confirm your choices by clicking OK.

Note: If more tasks than you selected are shown, then the selected tasks run the
same underlying privileged commands as other tasks, such that access to the
tasks you specified cannot be revoked without also revoking access to these
additional tasks.

To see which tasks a specific user can access, select View: Users. Select a specific user
to see details about the tasks available to that user.
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To see which users can access a specific task, select View: Task Privileges. Select a
specific task to see details about the users who can access it.
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Chapter 12

Reference to cxfs_adm n Tasks

For an overview of the tasks that must be performed to configure a cluster, see "Initial
Setup with the cxf s_adm n Command" on page 164.

You can also use the ¢l conf _i nf o tool to view status. See Chapter 18, "Monitoring
Status" on page 471.

For help with error messages, see "cxf s_admi n Errors" on page 550.
This chapter discusses the following:

e '"cxfs_adm n Overview" on page 259

¢ "Node Tasks with cxf s_admi n" on page 272

¢ "Cluster Tasks with cxfs_adm n" on page 284

® "CXEFS Filesystem Tasks with cxf s_admi n" on page 288

¢ "Network Failover Tasks with cxfs_admi n" on page 296

¢ "Switch Tasks with cxf s_adm n" on page 297

¢ "Saving and Recreating the Current Configuration with cxfs_admni n" on page 301

cxfs_adm n Overview
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To use the cxfs_adm n command, you must be logged in as r oot on a
server-capable node that has permission to access the CXFS cluster database. See
"Setting cxf s_adm n Access Permissions" on page 270.

Note: For the steps to create a cluster for the first time, see "Initial Setup with the
cxfs_adm n Command" on page 164.

This section discusses the following:
* "Command Syntax Overview" on page 260

* "Getting Help" on page 262
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* "Making Changes Safely" on page 263

* '"Basic and Advanced Mode" on page 264

¢ "Using Prompting Mode" on page 266

¢ "Command History" on page 266

* "Waiting for Commands to Complete" on page 267

¢ '"Entering cxfs_admi n Commands on the Command Line" on page 267
* "Using Script Files" on page 268

¢ "Setting cxf s_adni n Defaults" on page 270

¢ "Setting cxf s_admi n Access Permissions" on page 270

e '"Exiting from cxfs_adm n" on page 272

Command Syntax Overview

260

Some cxfs_adm n commands affect the cxfs_adm n operating environment itself,
some display status information, and others affect objects or classes. Within
cxfs_adm n, an object is a specific item that is configured in the CXFS cluster and a
class contains a group of similar objects. For example, the filesystem names f s1 and
f s2 would both be objects within the fi | esyst emclass.

Within a class, all objects must have unique names. If all objects in the cluster have
unique names, you can abbreviate some commands by omiting the class name.
However, if two or more objects in the cluster database have the same name, you
must specify the class in order to uniquely identify the object.

The basic command syntax is:
command [[class:]object] [attributes]
where attributes takes a number of forms depending on the context:

attribute
attribute=value
attribute=valuel value2,value3...
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cxfs_admi n: mycl ust er >
Required attributes:

nanme= :

Optional attributes:
nnmount = :

forced u
nount ed=
nount poi
options=

cxfs_admi n: mycl ust er >

Al X

007-4016-025

A string

nt =

IRl X

The actual syntax components for any given command varies, based on the needs of
the command. For example, the following command requires no parameters to see a
summary of the cluster:

cxfs_adm n: nycl ust er> show

If an object name is unique within the cluster database, you can omit its class name.
For example, if the name nodeA is unique within the database:

cxfs_adm n: nmycl ust er> show nodeA

However, if there were multiple objects named pr oduct i on, you must enter the
class name:

cxfs_adm n: mycl ust er > show node: producti on

Classes and objects may include the following shell-style wildcard characters:

*
?

[..-]

You can see possible attributes by pressing the <TAB> key after entering the
command or object. For example:

create fil esystem <TAB>

True/fal se or enabl ed/ di sabl ed (default is "fal se")
True/fal se or enabl ed/di sabl ed (default is "true")
A pat hnane

Not hi ng, one or nore strings (can be enpty)

The required attributes are listed first followed by optional attributes. The list of
attributes will differ depending upon whether you are in basic or advanced mode; see
"Basic and Advanced Mode" on page 264.

Partially typing in the attribute name and pressing <TAB> will complete the attribute
name if unique, or show a list of matching attribute names. To see what kind of
values are required for an attribute, press <TAB> after the = sign. For example:

create node 0s=<TAB>
Li nux Mac OsX Sol aris W ndows
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Getting Help

262

Use $ to refer to the object in the last command.
For example, to delete nodeA, if it has a unique name within the cluster database:

cxfs_admi n: nycl ust er > di sabl e nodeA
cxfs_adm n: mycluster> delete $

To specify multiple objects, separate them with a comma. For example:
cxfs_adm n: mycl ust er > show nodeA, nodeB

With the showand confi g commands, you can use a * character in place of the
object to apply the command to entire cluster. If you do not specify any attributes,
you can omit the * character.

You can abbreviate commands, objects, and attributes by entering in the first character
or two followed by pressing the <TAB> key. If more than one match is available,
cxfs_adm n shows a list of the possible matches.

At any time, you can enter hel p or ? to see help text.

To see help for a given topic:

hel p topicname

For example, to see help about the cr eat € command:
cxfs_admi n: nycluster> help create

To see all of the available help topics, press the <TAB> key:
cxfs_adm n: nmycl uster> hel p <TAB>

To see a list of available commands for an object, such as a class like fi | esyst emor
a specific instance of a class like the filesystem nyf s, use the ops command:

ops object
For example:

cxfs_admi n: mycluster> ops fil esystem
Commands for "filesysteni:

config, create, ops, show
cxfs_adm n: mycl uster> ops nyfs
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Commands for "fil esystem nyfs":
config, delete, nodify, nmount, ops, relocate, show, unmount

Making Changes Safely

The cxf s_adni n tool only allows one user to use cxfs_adm n to make changes to
the cluster database at a time. If you are the first person to invoke cxf s_admi n, you
automatically get the lock. If someone else already has the lock, you will enter in
read-only mode. If you are in read-only mode, it is reflected in the cxfs_admi n
prompt.

To forcefully obtain the lock from someone else, you can use the st eal attribute with
the | ock command. For example:

cxfs_admi n: nycluster (read only) > lock

The administration lock is already held by root @ode2 (pid=48449)
cxfs_adm n: nmycluster (read only) > |ock steal =true

The admi nistration | ock has been stolen from root @ode2 (pi d=48449)
cxfs_admi n: mycl ust er >

If someone holds the lock while you are using cxf s_admni n but later drops it, there
is no need to steal the lock.

If you want to manually enter read-only mode, use the unl ock command. For
example:

cxfs_adm n: mycl ust er > unl ock
cxfs_adm n: nycluster (read only) >

Caution: The cxfs_adm n lock does not prevent other users from using the CXFS

A GUI or the cngr command while cxf s_admi n is running. You should make
database changes with only one instance of the CXFS GUI, cngr, or locked
cxfs_adm n commands at any one time.
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Basic and Advanced Mode
The cxf s_adm n operates in two modes:

* Basic, which only shows the common options and attributes in show output,
<TAB> key completion, and prompting mode. For example, the following output
shows only the basic-mode information:

cxfs_adm n: nmycl ust er> show node2
node: node2:

cellid=0
enabl ed=t rue
os=IRI X

private_net:
192.168. 0. 168
st at us:
connect ed=true
f enci ng=St abl e
license:
have | i cense=unknown
sunmar y=St abl e
version=4.0.0.1
WWNS:
210000e08b053566
t ype=server_adni n

* Advanced, which allows <TAB> key completion, prompts for all possible fields,
displays all attributes, and includes debugging information in output.

Note: You should only use the commands and attributes available in advanced
mode at the advice of SGI support. Using the advanced mode commands or
changing advanced mode attributes may induce unexpected behavior.

For example, the following output shows all information that is available in
advanced mode for node2:

cxfs_adm n: nmycl ust er> show node2
adm n_node=t rue
cell'id=0
cl ust er name=mycl ust er
enabl ed=t rue
fail policy=Fence, Reset, Shut down
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host name=node. myconpany. com
nodei d=1
os=IRI X
private_net:
192. 168. 0. 168
reset:
comrs=
devi ce=
nmet hod=power Cycl e
node=
port=
st at us=di sabl ed
server _capabl e=true
st at us:
bui | d=12: 38: 07 Jan 12 2006
connect ed=true
fenci ng=St abl e
license:
have | i cense=unknown
nmenber =t r ue
stabl e=true
sunmar y=St abl e
version=4.0.0.1
WWNS:
210000e08b053566
t ype=server _adni n

You can enter advanced mode by using cxfs_adnmi n -a on the command line or by
entering the following cxf s_adm n command:

cxfs_adm n: mycl ust er > set node=advanced
To return to basic mode:
cxfs_adm n: mycl uster> set node=basic

If a command or attribute is available only in advanced mode, it will not be available
with the <TAB> completion shortcut and will not be included in prompts when you
are in basic mode. However, you can still manually enter in an advanced attribute if
you know it, even in basic mode.

The advanced commands and attributes are noted in their help topics.
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Using Prompting Mode

Some cxfs_adnm n commands will prompt you for required attributes if you press
ENTER after the command name. To see information about the legal values for an
attribute, press <TAB> after a question.

For example:

cxfs_adm n: nycluster> create
What do you want to create? The followi ng can be used:

failover net,
create what ? node

filesystem node, switch

Specify the attributes for create node:

name? nynode
0s? <TAB>

Al X IR X
0s?

Command History

266

Li nux Mac OsX Sol aris W ndows

In basic mode, you are only prompted for required parameters. To be prompted for
all possible parameters, use advanced mode. See "Basic and Advanced Mode" on
page 264.

Depending upon the context, cxf s_adm n prompts will vary based upon your
answers to previous prompts. For example, if you specify that a node’s 0s value is
MacOSX, cxf s_admi n will not prompt you for the t ype because Mac OS X nodes
are required to be client-only nodes.

To exit from prompt mode, sent an interrupt signal (typically, press Ct r| - C).

The hi st ory command displays a list of commands that have been used in
cxf s_adm n since it was started:

¢ Display all of the commands (up to the previous 1000 commands):
hi story
* Limit the commands to the last specified number of items:

hi st ory numenumber_of_items
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For example, to display only the last 10 commands:
cxfs_adm n: nmycl uster> history 10
¢ C(Clear the history:
hi story cl ear
* Send the history to a file (you must enter the full pathname of the file):
hi st ory out put =full_pathname
For example, to send the history output to the file / t np/ nyhi st ory and then
clear the history:

cxfs_admi n: mycl uster> history out put=/tnp/nyhistory clear

Waiting for Commands to Complete

Some commands in cxf s_admi n take a noticeable period of time to complete.
cxfs_adm n displays informational updates as a command progresses or a period
character if nothing has changed within 2 seconds.

After 1 minute without change, a command will terminate. This may happen when
there is a problem in creating or modifying a node or filesystem. The update message
shows the problem status.

To interrupt a command, send an interrupt signal (usually Gt r | - C).

Entering cxfs_adm n Commands on the Command Line

You can enter cxf s_adn n commands directly from the cxf s_adm n command line
by using the following format:

# cxfs_admin -c "cxfs_admin_commands"
For example, to display information about the cluster:

# /usr/cluster/bin/cxfs admin -c "show cluster"
Connecting to the CXFS server for the "mycluster" cluster...
cxfs:cluster:
nmycl uster:
access:
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adni n=server, renpteA

noni t or =
failover net:
(none)
filesystem
nyfs
node:
nodel, node2, node3
st at us:

filesystens:
sunmar y=St abl e
l'icenses:
(none)
nodes:
sunmar y=St abl e
sunmar y=st abl e
switch:
swi t chO
ti ebreaker =nodel

Using Script Files

You can execute a series of cxf s_adm n commands by using the - f option and
specifying an input file:

# cxfs_admin -f command_file
For example, suppose the file / t mp/ showre contains the following:

cxfs6# nore /tnp/showre
show cl uster
show fil esystem

You can execute the following command, which will yield the indicated output:

# /usr/cluster/bin/cxfs_admin -f /tnp/showe
Connecting to the CXFS server for the "mycluster" cluster...
cxfs:cluster:
nmycl uster:
access:
adni n=server, renpteA
noni t or =
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failover net:
(none)
filesystem
nyfs
node:
nodel, node2, node3
st at us:
filesystens:
sunmar y=St abl e
i censes:
(none)
nodes:
sunmar y=St abl e
sunmar y=st abl e
switch:
swi t chO
ti ebreaker =nodel
filesystem
nyfs:
forced _unmount =f al se
nmount =t r ue
nmount poi nt =/ mt / nyf s
nodes:
nodel, node2, node3
opti ons=i node64, noati ne

servers:
node3, node2
st at us:
free=284.86 GB
nodes:

nodel=nount ed
node2=nount ed
node3=nount ed
server =node3
si ze=543.93 GB
sunmar y=Mount ed
utilization=47 %
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Setting cxfs_adm n Defaults

You can use the set command to change the behaviors for cxf s_adni n:

set
[ editor=vi|emacs] (emacs)
[1ine_wap=true|fal se] (true)
[ mode=basi c| advanced] (basic)

[stop_on_error=true|fal se] (true)
For example, to change to vi :
cxfs_adm n: nycl uster> set editor=vi
Usage notes:
e editor specifies the editor style (vi or emacs). The default is emacs.

¢ |ine_w ap specifies the ability to wrap a line at the edge of the current window
(true) or no line wrap (f al se). The default is t r ue.

* node determines whether all values (advanced) or only those values that are
required (basi c). The default is basi c. See "Basic and Advanced Mode" on page
264.

e stop_on_error will abort a command upon encountering an error (t r ue) or
keep going (f al se). The default is t r ue.

Setting cxfs_adm n Access Permissions

The access command allows you to specify hosts that have permission to modify
the cluster configuration and hosts that have permission to monitor the cluster state:

access
al | ow=hostname_list
per ni ssi on=admi n| moni t or (monitor)
deny=hostname_list

By default, all server-capable nodes in the cluster are granted adm n access (without
using the access command).

For example, to grant r enot ehost A and r enot ehost B permission to modify the
cluster configuration:

cxfs_admi n: nmycl uster > access al | ow=r enpt ehost A, r enot ehost B per m ssi on=adni n

270
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To grant read-only rights in order to monitor to the cluster configuration and status
(moni t or is the default access level):

cxfs_adm n: nmycl ust er > access al | ow=r enpt ehost A

To revoke all access to the cluster database for a host that was previously granted
some level of access, use the following command:

cxfs_admi n: nycl ust er > access deny=renot ehost A, r enot ehost B
To view the current access rights, use the following command:
show access
For example:

cxfs_admi n: mycl ust er > show access
access:

adm n=server

noni t or =cl ust er

Usage notes:

¢ al | owspecifies the hosts to be granted the specified permission. These hosts must
be on the same private network as the cluster nodes. To specify multiple hosts,
use a comma-separated list. There are three reserved hostnames:

— cluster denotes any node defined in the cluster

— server denotes any server-capable node, even one that is disabled from CXFS
membership (see "Disable a Node with cxfs_admni n" on page 281)

— any denotes any system that is on the private network

® perm ssi on specifies read/write access (admi n) or read-only access (moni t or ).
The default is moni t or.

¢ deny specifies the hosts to be denied all access to the cluster database (for hosts
that were previously granted some level of access). To specify multiple hosts, use
a comma-separated list. The same reserved hostnames as al | ow apply.
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Exiting from cxfs_adm n
To exit from prompt mode, sent an interrupt signal (typically, press Ct r| - C).

To exit out of the cxf s_adni n session, enter exi t or quit at the cxfs_adni n
command line:

cxfs_adm n: nycluster> exit

Node Tasks with cxfs_adm n
This section discusses the following:
¢ "Create or Modify a Node with cxf s_adm n" on page 272
® '"Delete a Node with cxf s_admi n" on page 280
¢ "Enable a Node with cxf s_adni n" on page 280
¢ '"Disable a Node with cxfs_adm n" on page 281

* "Show Node Information with cxf s_admi n" on page 281

Note: The entire cluster status information is sent to each CXFS administration node
each time a change is made to the cluster database; therefore, the more CXFS
administration nodes in a configuration, the longer it will take.

Create or Modify a Node with cxfs_adm n

To define a node, use the following command and attributes (line breaks shown here
for readability, defaults in parentheses):

create node
nane=nodename
0s=Al X| I RI X| Li nux| MacOSX| Sol ari s| W ndows
private_net private_network_IPaddress_list | hostname_list

type=client_adnin|client_only|server_adnmin (client_only)
Advanced-mode:
enabl ed=true| f al se (true)
fail policy=FenceReset, Fence, Reset, Shut down (Fence,Shutdown)
host name=logical_hostname (fully_qualified_domain_name_of_nodename)
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nodei d=nodelD (assigned by cxfs_admin)

partition_i d=partition_number

reset _net hod=nni | power Cycl e| r eset (powerCycle)

reset_port=l1|I12| nsc| msc (12 for Linux nodes, no default for IRIX)
reset _passwor d=password

reset _st at us=enabl ed| di sabl ed (enabled)

reset _node=node_sending_reset_command
reset _comms=tty| network
reset _devi ce=port | IP_address_or_hostname_of L2

When you create a client-only node, it will by default automatically be enabled and
join the cluster. When adding the first server-capable node, you must restart it or
restart CXFS services and cluster services on the node:

e IRIX:

# /etc/init.d/ cxfs stop
# /etc/init.d/cluster stop
# /etc/init.d/cluster start
# /etc/init.d/ cxfs start

e SQGI ProPack:

# /etc/init.d/ cxfs stop
# /etc/init.d/ cxfs_cluster stop
# /etc/init.d/ cxfs cluster start
# /etc/init.d/ cxfs start

To use prompting mode, press <ENTER>. To obtain information about legal values,
press <TAB>.

For example, to create a client-only node, you could do the following, pressing the
<TAB> key to see the list of operating system values:

cxfs_admi n: nycl uster> create node
Specify the attributes for create node:
name? newnode

0s? <TAB>
Al X I Rl X Li nux Mac OSX Sol aris W ndows
0S? irix

private_net? 192.168.0.178
type? client_only
Node "newnode" has been created, waiting for it to join the cluster...
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Wai ting for node newnode, current status: |nactive

Wai ting for node newnode, current status: Establishing nenbership
Waiting for node newnode, current status: Probing XVM vol unes
Operation conpl eted successfully

Note: A cluster can have server-capable nodes of only one operating system type:
either all IRIX or all Linux. Therefore, if you are adding a new node to an existing
cluster that already contains Linux server-capable nodes, cxf s_admi n assumes that
any IRIX node added must be a client-only node. Similarly, if the cluster already
contained IRIX server-capable nodes, then cxf s_admi n assumes that a new Linux
node must be a client-only node, but it must prompt you for the t ype value for a new
IRIX node, because that node could be server-capable or client-only, as shown above.

To create a server-capable administration node using the defaults, you must delete the
client _only default for t ype and enter ser ver _admi n. For example:

cxfs_admi n: nycl uster> create node

Specify the attributes for create node:

name? newnode

0s? irix

private_net? 192.168.0.178

type? server_admin

Node "newnode" has been created, waiting for it to join the cluster...

Pl ease restart all cxfs and cluster services on the server "newnode" to nake it
join the cluster.

To create a server-capable administration node in advanced mode, which can prompt
you to set additional values, such as for r eset _net hod and f ai | pol i cy:

cxfs_adm n: mycl uster> set npbde=advanced
cxfs_admi n: nycl uster> create node
Specify the attributes for create node:

name? newnode

0s? irix

private_net? 192.168.0.178

type? server_admin

host name? newnode. nyconpany. com

enabl ed? true

fail policy? Reset, Shutdown

nodei d? 1

partition_id?
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reset _net hod? reset

reset_port? |2

reset _password?

reset _status? enabl ed

reset _node? node2

reset _coms? network

reset _devi ce? | 2. company. com

Node "newnode" has been created, waiting for it to join the cluster...

Pl ease restart all cxfs and cluster services on the server "newnode" to nmake it
join the cluster.

To modify the f ai | pol i cy to eliminate Shut down:
cxfs_adm n: nycl uster> nodi fy newnode fail policy=Reset, Fence
Basic-mode usage notes:

* nane is a simple hostname (such as | i | | y) or a fully qualified domain name
(such as lilly. myconpany. com or an entirely different name (such as nodel).
It cannot begin with a number or an underscore (_), or include any whitespace
characters, and can be at most 255 characters.

* 0s is one of the following;:

Al X

I RI X

Li nux (SGI ProPack or Linux third-party)
Mac OSX

Sol ari s

W ndows

e private_net is the IP address or hostname of the private network. (The
hostname must be resolved in the / et ¢/ host s file.) SGI requires that this
network be private; see "Private Network" on page 19.

There can be up to 8 network interfaces. There is no default.

For more information about using the hostname, see "Hostname Resolution and
Network Configuration Rules" on page 89.

¢ type specifies the function of the node. Enter one of the following:

— client_only is a node that shares CXFS filesystems but will never be a CXFS
metadata server. Most nodes should be client-only nodes. AIX, Solaris, Mac OS
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X, and Windows nodes are automatically specified as cl i ent - onl y and you
will not be prompted for this value for these operating systems.

— server_adm n is an IRIX or Linux node that is a potential CXFS metadata
server. (You will use the create fil esyst emcommand to define the specific
filesystem for which this node can be a metadata server.)

— client_adm n is an IRIX node that runs FailSafe but that will never be a
CXFS metadata server. This is provided for backwards compatibility purposes
for FailSafe administration nodes.

Advanced-mode usage notes:

enabl ed determines if a node will be able to obtain CXFS membership (t r ue) or
not (f al se). By default, the new node is enabled (t r ue). To enable a command
created with enabl ed=f al se, use the enabl e command. See "Enable a Node
with cxf s_adm n" on page 280.

fail policy determines what happens to a failed node. You can specify up to
three methods. The second method will be completed only if the first method fails;
the third method will be completed only if both the first and second options fail.
Separate options by commas (not whitespace). The option choices are as follows:

- Fence disables access to the SAN from the problem node. Fencing provides
faster recovery of the CXFS kernel membership than reset.

- FenceReset performs a fence and then, if the node is successfully fenced, also
performs an asynchronous reset of the node via a system controller; recovery
begins without waiting for reset acknowledgement.

Note: SGI recommends that a server-capable node include Reset in its
fail policy (unless it is the only server-capable node in the cluster). See
"Isolating Failed Nodes: Failure Policies" on page 28.

The FenceReset and Fence policies are mutually exclusive.

— Reset performs a system reset via a system controller. This action requires a
reset _met hod value; see "Requirements” on page 38.

— Shut down tells the other nodes in the cluster to wait for a period of time (long
enough for the node to shut itself down) before reforming the CXFS kernel
membership. (However, there is no notification that the node’s shutdown has
actually taken place.)
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Caution: Because there is no notification that a shutdown has occurred, if you
have a cluster with no tiebreaker, you must not use the shut down setting for
any server-capable node in order to avoid multiple clusters being formed. See
"Shutdown" on page 35.

You should not use the Shut down failure policy on client nodes if you choose
dynami ¢ heartbeat monitoring for the cluster.

Note: If the failure hierarchy contains r eset or f encer eset, the reset might be
performed before the system kernel core-dump can complete, resulting in an
incomplete core-dump.

For a list of valid failpolicy sets, see "Isolating Failed Nodes: Failure Policies" on
page 28.

For example, to perform a reset only if a fencing action fails, specify the following:

fail policy=Fence, Reset

Note: If you do not specify Shut down and all of the other methods fail, the node
attempting to deliver the CXFS kernel membership will stall delivering the
membership until either the failed node attempts to re-enter the cluster or the
system administrator intervenes using cns_i nt er vene. Objects held by the
failed node stall until membership finally transitions and initiates recovery.

To perform a fence and an asynchronous reset, specify the following:
fail policy=FenceReset

host nane is by the fully qualified hostname. Use the pi ng to display the fully
qualified hostname. Do not enter an IP address. The default for host nane is the
fully qualified domain name for the value of nare.

nodei d is an integer in the range 1 through 32767 that is unique among the nodes
in the cluster. If you change this value after a node has been defined, you must
reboot the affected node. You do not normally need to specify this attribute
because cxf s_admni n will calculate an ID for you.

277



12: Reference to cxfs_adm n Tasks

278

partition_id uniquely defines a partition in a partitioned Origin 3000 system,
Altix 3000 series system, or Altix 4700 system. For a non-partitioned system, this
attribute is not required (the default unassigned).

Note: For an Origin 3000 series system, use the mkpart command to determine
this value:

— The - n option lists the partition ID (which is 0 if the system is not partitioned).
— The -1 option lists the bricks in the various partitions (use rack#.slot# format in
cxfs_adm n)

For example (output truncated here for readability):

# nmkpart -n
Partition id
# mkpart -1

partition: 3 = brick: 003c10 003c13 003c16 003c21 003c24 003c29 ...
partition: 1 = brick: 001c10 001c13 001c16 001c21 001c24 001c29 ...

1]
=

To unset the partition ID, use a value of O.

For an Altix 3000, you can find the partition ID by reading the pr oc file. For
example:

[root@inux root]# cat /proc/sgi_sn/partition_id
0

The 0 indicates that the system is not partitioned. If the system is partitioned, the
number of partitions (such as 1, 2, etc.) is displayed.

reset _met hod can be one of the following:
— power Cycl e shuts off power to the node and then restarts it
— reset simulates the pressing of the reset button on the front of the machine

— nm (nonmaskable interrupt) performs a core-dump of the operating system
kernel, which may be useful when debugging a faulty machine

The default is power Cycl e.

reset _port is the system controller port type based on the node hardware, as
show in Table 12-1 on page 280.
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reset _passwor d is the password for the node’s system controller port (not the
node’s r oot password or PROM password). On some nodes, the system
administrator may not have set this password. If you wish to set or change the
system controller password, consult the hardware manual for your node.

reset _st at us specifies if the system reset capability is turned on (enabl ed) or
turned off (di sabl ed). Using di sabl ed allows you to provide information about
the system controller but temporarily disable reset (meaning that CXFS cannot
reset the node). The default for nodes with system controllers is enabl ed, for
nodes without system controllers, the default is di sabl ed; see "Requirements" on
page 38.

reset _node specifies the node that is to send the reset command. If you use
reset _comms=tty, serial cables must physically connect the node being defined
and the owner node through the system controller port. The node must be a
member of the cluster.

reset _conms is either tty for TTY serial devices or net wor k for network reset
(available for systems with L2 system controllers).

reset _devi ce is one of the following:

— The port used for systems with serial ports (r eset _comms=t t y). This is the
name of the terminal port (TTY) on the owner node to which the system
controller is connected (the node being reset). / dev/ ttyd2 is the most
commonly used port, except on Origin 300 and Origin 350 systems (where
/ dev/ ttyd4 is commonly used) and Altix 350 systems (where
/ dev/ttyl OC0 is commonly used). The other end of the cable connects to this
node’s (the node being reset) system controller port, so the node can be
controlled remotely by the owner node.

Note: Check the owner node’s specific hardware configuration to verify which
tty device to use.

— The IP address or hostname of the L2 controller for systems that use

reset _comms=net wor Kk, such as for Altix systems with an L2.

— For example, for an Origin 3000 series system:

reset_comrs=tty reset_devi ce=/dev/ttyd2
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— For an SGI Altix 3000 Bx2 system:
reset _comrs=net work reset_devi ce=l 2. conpany. com
— For an Altix 350 system without an L2:

reset_comms=tty reset_devi ce=/dev/ttyl OCO

Table 12-1 System Controller Types

1 |2 msC mrsc
Origin/Onyx Any Altix with an  Origin 200 Rackmount SGI
300/350 L2 2400/2800
Origin/Onyx Prism Onyx2 Deskside Onyx2
3200C

Origin/Onyx 3000  SGI 2100/2200

series deskside systems

Origin 300/350

Delete a Node with cxfs_adm n

To delete a node from the cluster and the cluster database, use the following
command:

del et e [ node: ] nodename

If the node is enabled (which is the default), you must disable it before you delete it.
For example, if mynode is a unique name in the cluster database:

cxfs_admi n: nycl ust er> di sabl e nynode
cxfs_admi n: nmycl uster > del ete nynode

Enable a Node with cxfs_adm n
To allow a disabled node to join the cluster, enter the following:

enabl e [ node: ] nodename
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For example, if nodel is a unique name in the cluster database:

cxfs_adm n: nycl uster> enabl e nodel

Disable a Node with cxfs_adm n

A\

To prevent a node from joining the cluster, enter the following:
di sabl e [ node: ] nodename
For example, if nodel is a unique name in the cluster database:

cxfs_admi n: nycl ust er > di sabl e nodel

Note: This procedure is only recommended as needed for a CXFS server-capable
node because it updates the cluster database and is therefore intrusive to other nodes.
When shutting down a CXFS client-only node, do not disable it. Rather, let the CXFS
services stop by themselves when the client-only node is shut down.

After you have disabled a node, the node is no longer an active member of the cluster.

Caution: If you disable a node, it will be marked as Di sabl ed and it will therefore
not rejoin the cluster after a reboot. To allow a node to rejoin the cluster, you must
enable the node. See "Enable a Node with cxfs_admi n" on page 280.

Show Node Information with cxfs_adm n

007-4016-025

You can display a node’s parameters with the following command:
show [ node: ] nodename
For example, if nodel is a unique name in the cluster database:

cxfs_adm n: nmycl ust er> show nodel
node: nodel:

cellid=1
enabl ed=t rue
os=IRI X

private_net:
192. 168. 0. 204
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stat us:

client=stable
connect ed=true
f enci ng=St abl e
filesystenms=up
i cense:

cpu_count =1
have |icense=true
oen¥none

os=I Rl X64
version=4.0.0.2

nmenber shi p=up
sunmar y=St abl e
version=4.0.0.2
WWNS:

210000e08b081f 23

XVIMEUP
type=client_only

You can see a list of all of the nodes that have been defined with the following

command:
show node

For example:

cxfs_adm n: mycl ust er> show node

node:
nodel:
cellid=1
enabl ed=true
os=I Rl X

private_net:

192. 168. 0. 204

status:

client=stable
connect ed=true
fenci ng=St abl e
filesystenms=up
license:
cpu_count =1
have |icense=true
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oem=none

os=I Rl X64

version=4.0.0.2
nmenber shi p=up
sunmar y=St abl e
version=4.0.0.2

node2:

WS
210000e08b081f 23
XVIMEUp
type=client_only
cellid=2
enabl ed=true
os=I Rl X

private_net:
192. 168. 0. 186
st at us:
connect ed=true
fenci ng=St abl e
i cense:

have | i cense=unknown

sunmar y=St abl e
version=4.0.0.1
WWNS:
210000e08b0ead8c
type=server _adni n

newnode:

cell'id=0

enabl ed=t rue

os=I R X

private_net:
128.162. 232. 79

st at us:
connect ed=f al se
sunmar y=I nacti ve

type=client_only
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Cluster Tasks with cxfs_adm n

This section discusses the following:

® "Create or Modify a Cluster with cxf s_admi n" on page 284
® "Create a Tiebreaker with cxfs_admi n" on page 286

® '"Delete a Cluster with cxf s_admi n" on page 286

e '"Display a Cluster with cxf s_admi n" on page 287

Create or Modify a Cluster with cxfs_adm n

284

To create the cluster, use the following command (line breaks shown here for
readability, defaults in parentheses):

create cluster name=clustername
Advanced-mode:
hear t beat _noni t or =dynamic | static ~ (static)
i d=clusterID

For example:
cxfs_adnmin: > create cluster nane=nycl uster

You can use the nodi f y command to add a tiebreaker node or change the heartbeat
monitor type. (You cannot change the cluster’s name or ID.)

nmodi fy clustername

ti ebr eaker =client_only_nodename
Advanced-mode:

hear t beat _noni t or =dynamic | static

For example, if mycl ust er is a unique name in the cluster database, to make the
client-only node cl i ent A the CXFS tiebreaker:

cxfs_admi n: mycluster> nodi fy nycluster tiebreaker=clientA
Basic-mode usage notes:

* clustername is the logical name of the cluster. It cannot begin with a number or an
underscore (_), or include any whitespace characters, and can be at most 255
characters.
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Note: In basic mode, you are not prompted for a device name. Instead,
cxfs_adm n uses the value for nanme and prepends / dev/ cxvni to it.

ti ebreaker specifies the CXFS tiebreaker. See "Create a Tiebreaker with
cxfs_adm n" on page 286.

Advanced-mode usage notes:

heart beat _noni t or specifies how cluster membership is monitored. All nodes
send heartbeat messages once per second. If a node does not receive a heartbeat
within a defined period, that node loses membership and is denied access to the
cluster’s filesystems. The defined period is one of the following:

— static: Monitors constantly at 1-second intervals and declares a timeout after
5 consecutive missed seconds (default).

— dynami c: Starts monitoring only when the node is processing a message from
another node (such as for token recall or XVM multicast) or when the client
monitors the server because it has a message pending (for example, a token
acquire or metadata operation). Once monitoring initiates, it monitors at
1-second intervals and declares a timeout after 5 consecutive missed seconds,
just like static monitoring. Dynamic heartbeat monitoring is appropriate for
clusters that have clients with heavy workloads; using it avoids inappropriate
loss of membership. However, it may take longer to recover a client’s tokens
and other state information when there is an actual problem.

Note: You should not use the Shut down failure policy on client nodes if you
choose dynarmi ¢ heartbeat monitoring for the cluster.

i d is a unique number within your network in the range 1 through 255. The
cluster ID is used by the operating system kernel to make sure that it does not
accept cluster information from any other cluster that may be on the network. The
kernel does not use the database for communication, so it requires the cluster ID
in order to verify cluster communications. This information in the kernel cannot
be changed after it has been initialized; therefore, you cannot change a cluster ID
after the cluster has been defined. Clusters must have unique IDs.
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Create a Tiebreaker with cxfs_adm n

A\

Delete a Cluster with

286

The CXFS tiebreaker node determines whether a CXFS kernel membership quorum is
maintained when exactly half of the server-capable nodes can communicate with each
other. There is no default CXFS tiebreaker.

Caution: SGI recommends that you use client-only nodes as tiebreakers to ensure that
the cluster remains operational. cxfs_admi n will only let you specify a
server-capable node as a tiebreaker if the cluster contains four or more server-capable
nodes, and an even number of server-capable nodes.

The reset capability or I/O fencing with switches is mandatory to ensure data
integrity for all nodes. Clusters should have an odd number of server-capable nodes.
If you have an even number of server-capable administration nodes, define a CXFS
tiebreaker node. (See "CXFS Recovery Issues in a Cluster with Only Two
Server-Capable Nodes " on page 594.)

To set the CXFS tiebreaker node, use the modi f y command as follows:
nmodi fy [cluster:] clustername ti ebreaker =client_nodename

For example:

cxfs_admi n: nycluster> nodify mycluster tiebreaker=nyclient

To unset the CXFS tiebreaker node, do not supply a value for ti ebr eaker . For
example:

cxfs_admi n: nycluster> nodi fy nmycluster tiebreaker=

cxfs_adm n

To delete a cluster, use the following command:

del et e [cl uster:] clustername

For example, if mycl ust er is a unique name in the cluster database:
cxfs_adm n: nycl uster> del ete mycl uster

However, you cannot delete an active cluster; you must first unmount and delete the
filesystems, disable and delete the nodes, and so on.
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Display a Cluster with cxfs_adm n
To display the cluster, use the following command:
show cl uster
For example:

cxfs_adm n: mycl uster> show cl uster
cxfs:cluster:
nycl uster:
access:
adn n=server, renpteA
noni t or =
failover net:
(none)
filesystem
nyfs
node:
nodel, node2, newnode
st at us:
filesystens:
sunmar y=St abl e
licenses:
(none)
nodes:
sunmar y=newnode: | nactive
sunmar y=node(s) not stable
switch:
swi t chO
ti ebreaker=nodel

This output says that cluster mycl ust er has three nodes, one of which is inactive.
All sever-capable administration nodes within the cluster plus the external node

r enpt eA can use cxf s_admi n to make changes to the cluster database. There is one
filesystem, which is in stable condition (which means that all nodes that should have
the filesystem mounted do in fact have the filesystem mounted; a nodes may correctly
not have the filesystem mounted because it is disabled, not in membership, have it
explicitly unmounted, or explicitly not allowed to mount it).
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CXFS Filesystem Tasks with cxfs_adm n

The fi | esyst emclass represents the clustered XVM volumes that can be mounted
by CXFS nodes. Before you can create a filesystem definition, you must create the
clustered XVM volume and make the filesystem with nkf s.

By default, the filesystem:

* Uses the XVM device of the same name

* Enables all nodes to mount the filesystem

¢ Mounts the filesystem in / mt /

¢ Is not managed by GRIOv2

To override these defaults, use the optional attributes listed below.

This section discusses the following:

¢ "Create or Modify a CXFS Filesystem with cxfs_admi n" on page 288
* "Mount a CXFS Filesystem with cxfs_adm n" on page 293

¢ "Unmount a CXFS Filesystem with cxf s_adni n" on page 293

® '"Determine the Active Metadata Server" on page 294

* '"Relocate the Metadata Server for a Filesystem with cxfs_admi n" on page 294
® '"Delete a CXFS Filesystem with cxf s_adm n" on page 295

e "Show a CXFS Filesystem" on page 295

Create or Modify a CXFS Filesystem with  cxfs_adm n

288

Use the following commands to define a filesystem and the nodes on which it may be
mounted (line breaks shown here for readability, defaults in parentheses):

create fil esyst em name=filesystemname
[ opt i ons=mount_options]

[forced_unmount =t rue|fal se] (false)
[ mount poi nt =mountpoint] (/mnt/filesystemname)
[ mount ed=t rue| f al se] (true)

Advanced-mode:
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[ devi ce=devicename] (filesystemname)

[ server s=server_list] (all servers are potential MDS)
[ nodes=nodes_that_can_mount] (all nodes can mount)

[ mount _new _nodes=true| f al se] (true)
[grio_managed=true|fal se] (false)

[ grio_qual _bandw dt h=qualified_bandwidth]

Note: Relocation is disabled by default. Recovery and relocation are supported only
when using standby nodes. Therefore, you should only define multiple metadata
servers for a given filesystem if you are using the standby node model. See
"Relocation" on page 20.

Basic-mode usage notes:

¢ name specifies the name of the filesystem. It cannot begin with a number or an
underscore (_), or include any whitespace characters, and can be at most 255
characters.

Note: Within the GUI, the default is to use the last portion of the device name; for
example, for a device name of / dev/ cxvm d76l un0s0, the GUI will
automatically supply a logical filesystem name of d761 un0s0. The GUI will
accept other logical names defined with cxf s_admi n but the GUI will not allow
you to modify a logical name; you must use cxf s_admni n or cngr to modify the
logical name.

* options specifies the mount options that are passed to the mount operating
system command. These mount options control access to the specified filesystem.
For a list of supported mount options, see the CXFS MultiOS Client-Only Guide for
SGI InfiniteStorage. By default, this is unassigned.

Specify multiple mount options as a comma-separated list. For example, the
following specifies that the nyf s filesystem uses i node64 allocation and does not
update the access time stamps for files and directories:

cxfs_adm n: nycluster> create fil esystem nane=nyfs opti ons=i node64, noati ne

Note: No validation is done on the mount options in cxfs_admni n, so an invalid
option may prevent the filesystem mounting on all nodes.
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f or ced_unnount controls the action that CXFS takes if there are processes that
have open files or directories in the filesystem to be unmounted:

— If set to t r ue, the processes will be killed and the unmount will occur

— If set to f al se, the processes will not be killed and the filesystem will
unmount only after all references to the filesystem have been closed (default)

mount ed specifies whether a new filesystem is mounted on all nodes in the
cluster (t r ue) or not mounted on any nodes (f al se). By default, the new
filesystem is mounted on all nodes (t r ue).

mount poi nt specifies a mount point for the filesystem. The mount point is a
directory to which the XVM volume is attached. This directory name must begin
with a slash (/). The default is / mt / filesystemname.

For example, to create a filesystem named nyf s and use the default mount point
of / mt/ nyfs:

cxfs_admi n: nycluster> create fil esystem name=nyfs

To create the myf s filesystem but use a mount point of / t np/ nyf s:

cxfs_admi n: nycluster> create fil esystem nane=nyfs nount poi nt =/t np/ nyfs

Advanced-mode usage notes:

devi ce is the device name for an XVM volume. The default is the filesystem
name.

Note: Specify only the XVM volume name itself. Do not include / dev/ cxvni .

For example, to create a device name of nydev for the nyf s filesystem:

cxfs_adm n: nycluster> create fil esystem nane=nyfs devi ce=nydev

server s specifies the potential metadata servers that can serve the filesystem to
the cluster. To specify multiple server capable nodes, use a comma-separated list
of node names. The default is all server-capable nodes in the cluster.

For example, to specify that either node2 or node3 could be the metadata server,
with node2 being the primary server, for the nyf s filesystem:

cxfs_admi n: mycluster> create fil esystem name=nyfs servers=node2, node3
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nodes specifies the only nodes that can mount the filesystem as a specified
comma-separated list. If you do not specify nodes on the cr eat e command, all
nodes can mount the filesystem. If you restrict the nodes on the cr eat e
command line, you can later mount all nodes by specifying all of them with the
nodes attribute.

For example, to restrict mounting the nyf s filesystem to nodes nodel and node2:
create nyfs nodes=nodel, node2

To add node3:

nmodi fy nyfs nodes=nodel, node2, node3

mount _new_nodes specifies whether a newly created node will automatically
mount the filesystem when it gets membership (t r ue) or will not mount the
filesystem (f al se). By default, new nodes mount all defined filesystems.

For example, to create filesystem nyf s that is not automatically mounted by new
nodes, use the following command:

cxfs_admi n: mycluster> create fil esystem name=nyfs nount_new _nodes=f al se

To later mount the filesystem on node3 after it has been created, use the following
command:

cxfs_admi n: nycl ust er> nount nyfs nodes=node3
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gri o_managed specifies whether a filesystem is managed by GRIOv2 (t r ue) or
not (f al se). The default is f al se. Setting gri o_nmanaged to f al se disables
GRIO management for the specified filesystem, but it does not reset the

gri o_qual _bandw dt hvalue. In this case, gri o_qual _bandwi dt h is left
unmodified in the cluster database and ignored.

gri o_qual _bandwi dt h specifies a filesystem’s qualified bandwidth in bytes (B
suffix), kilobytes (KB), megabytes (MB), or gigabytes (GB), where the units are
multiples of 1024. The default is MB for 4000 or less, B for 4001 or greater. If the
filesystem is GRIO-managed, you must specify a qualified bandwidth with this
attribute. You can modify the qualified bandwidth for a mounted filesystem
without taking it offline.
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For example, the following commands all create the nyf s filesystem with a

GRIOV2 qualified bandwidth of 1.2 GB/s:

cxfs_admi n: mycluster> create fil esystem name=nyfs gri o_qual _bandw dt h=1288500000
cxfs_adm n: mycluster> create fil esystem name=nyfs gri o_qual _bandw dt h=1258300KB
cxfs_adm n: nycluster> create fil esystem nane=nyfs gri o_qual _bandw dt h=1288. 8\MB
cxfs_admi n: nycluster> create fil esystem nanme=nyfs gri o_qual _bandwi dt h=1. 2GB

For example, using prompting in basic mode:

cxfs_adm n: mycluster> create fil esystem

name? myfs

options? rw

forced _unmount ? fal se

nmount poi nt? / mt/ myfs

nount ed? true

Fil esystem "myfs" has been created, waiting for it to be nounted on all
assi gned nodes. ..

Waiting for filesystemnyfs, current status: A server is trying to nount
Waiting for filesystemnyfs, current status: nodel trying to nmount, node2
trying to nount

Waiting for filesystemnyfs, current status: nodel trying to nount
Operation conpl eted successfully

For example, using prompting in advanced mode:

cxfs_adm n: mycluster> create fil esystem

Specify the attributes for create fil esystem

name? mnyfs

options? rw

forced _unmount ? fal se

nmount poi nt? / mt/ myfs

devi ce? nyfs

servers? nodel, node2, node3

nodes? nodel, node2, node3, node4

nount ed? true

nmount _new_nodes? true

gri o_managed? fal se

Fil esystem "myfs" has been created, waiting for it to be nounted on all
assi gned nodes. ..
Waiting for filesystemnyfs, current status: A server is trying to nount
Waiting for filesystemnyfs, current status: nodel trying to nmount, node2
trying to nount,node3 trying to mount, node4 trying to nount
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Waiting for filesystemnyfs, current status: nodel trying to nount
Qperation conpl eted successfully

Note: After a filesystem has been defined in CXFS, running nkf s on it will cause
errors to appear in the system log file. To avoid these errors, run nkf s before
defining the filesystem in CXFS, or delete the CXFS filesystem before running nkf s.
See "Delete a CXFS Filesystem with cxf s_adm n" on page 295.

Mount a CXFS Filesystem with cxfs_adm n

The mount command operates on the set of nodes that were specified in the
nodes=nodelist attribute when the filesystem was created. By default, this is all nodes
in the cluster.

To mount the filesystem on all enabled nodes in the cluster:

mount filesystem

To mount the filesystem on specific enabled nodes:

mount filesystem nodes=nodelist

For example, to mount the filesystem nyf s on only nodes node2 and node3:

cxfs_admi n: nycl ust er> nount myfs nodes=node2, node3

Note: If any nodes that are set to mount the filesystem are enabled and attached are
not in membership, mounting a filesystem will not completely succeed. The filesystem
will be marked as ready to be mounted when the nodes achieve membership.

Unmount a CXFS Filesystem with cxfs_adm n
To unmount a filesystem from all nodes in the cluster:
unnount filesystem
To unmount the filesystem from a specific comma-separated list of nodes:

unnount filesystem nodes=nodelist
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For example, to unmount filesystem nyf s from nodes nodel and node3:

cxfs_adm n: nycl ust er > unnmount nyfs nodes=nodel, node3

Note: If any nodes are not in membership, the filesystem will be marked as not to be
mounted when the nodes achieve membership.

Determine the Active Metadata Server

To determine the active metadata server for a filesystem, use the show command:
¢ To show information for all filesystems, including their active metadata servers:
show server
For example:

cxfs_admi n: nycl ust er> show server
filesystem nyfsO: status: server=nodel
filesystem nyfsl:status: server=node2

¢ To show the active metadata server for a specific filesystem:
show [fil esyst em ] filesystem: st at us: server

In the above, you could abbreviate st at us to *. For example, if nyf s is a unique
name in the cluster database:

cxfs_adm n: mycl ust er> show nyfs: *: server
filesystem nyfs:status: server=nodel

Relocate the Metadata Server for a Filesystem with  cxfs_admi n

294

The r el ocat € command forcefully moves a filesystem’s metadata server to another
node in the cluster that has already been defined as a potential metadata server for
that filesystem. This action is typically used to free a server so it can be brought
down for maintenance or upgrades. Relocation must also be explicitly enabled in the
kernel with the cxf s_r el ocati on_ok systune (see "Relocation” on page 20).

If relocation is explicitly enabled in the kernel, you can relocate a metadata server to
another node by using the following command:

rel ocat e filesystem server =new_metadata_server
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For example:
cxfs_adm n: mycluster> rel ocate nyfs server=node2

CXFS kernel membership is not affected by relocation. However, users may experience
a degradation in filesystem performance while the metadata server is relocating.

Delete a CXFS Filesystem with cxfs_adm n

Use the following command to delete a filesystem:
delete [fil esystem ] filesystem

You cannot delete a mounted filesystem; you must first unmount it. For example, if
nyf s is a unique name in the cluster database:

cxfs_admi n: nmycl ust er > unnmount nyfs
cxfs_admi n: nycl uster> del ete nyfs

Show a CXFS Filesystem

007-4016-025

To show information about all filesystems:
show fil esystem

To show information about a specific filesystem:
show [fi | esyst em ] filesystemname

For example:

cxfs_adm n: mycl uster> show nyfs
filesystem nyfs:
devi ce=nyfs
forced _unmount =f al se
gri o_managed=t r ue
gri o_qual _bandw dt h=300MB
nmount =t r ue
nmount _new_nodes=t r ue
nmount poi nt =/ mt / cxf s_vol
nodes:
spl ash, thud, whack
opti ons=i node64, noati ne
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servers:
node3, nodel

st at us:
bl ocksi ze=64. OKB
free=285GB
nodes:

nodel=nount ed
node2=nount ed
node3=nount ed
server =whack
si ze=544GB
st abl e=true
sunmar y=Mount ed
utilization=47%

Network Failover Tasks with cxfs_adm n

To allow the cluster to continue operation if the primary private network fails, you
can set up private network failover.

To inform the servers of the failover networks, you must create a f ai | over _net
network.

Each node in the cluster must have all pri vat e_net values specified to match the
subsets defined by the failover networks in the same order as all other nodes in the
cluster.

Command syntax:

create fail over_net network=IPaddress
mask=IPmask

To create two private networks, one on the 192.168.0.x and the other on the 10.0.0.x
subnets, use the following command:

cxfs_adm n: nycluster> create failover_net network=192.168.0.0 mask=255. 255. 255.0
cxfs_adm n:nycluster > create failover_net network=10.0.0.0 mask=255. 255. 255.0

To create a node with failover network support:

cxfs_admi n: nycl uster> create node name=mynode private_net=192.168.0.2,10.0.0.2
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Switch Tasks with cxfs_adm n

This section discusses the following:

¢ "Create a Switch with cxfs_adni n" on page 297

® '"Delete a Switch Definition with cxfs_adm n" on page 298
* "Show Switches with cxfs_admni n" on page 298

For general information, see "Fence" on page 30.

Note: Nodes without system controllers require I/O fencing to protect data integrity.
A switch is mandatory to support I/O fencing; therefore, multiOS CXFS clusters
require a switch. See the release notes for supported switches.

To raise or lower a fence, or update switch port information, use the haf ence
command.

Create a Switch with cxfs_adm n

To define a new switch, use the following command:

create sw tch name=switch_hostname
[ passwor d=username_password) (password)

[ user =username)

(admin)

[ vendor =br ocade| gl ogi c| site-specific_vendor]  (brocade)

Advanced-mode:

[ mask=ports_that_will_not_be_fenced]
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Basic-mode usage notes:

* nane specifies the hostname of the Fibre Channel switch; this is used to determine
the IP address of the switch.

¢ passwor d specifies the password for the specified username. The default is
passwor d.

* user specifies the user name to use when sending a t el net message to the
switch. The default is admi n.

¢ vendor specifies the vendor of the Fibre Channel switch. It can be one of the
following values:
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br ocade (default)

gl ogi c
site-specific-value

For example, if nyswi t ch is a QLogic switch:

cxfs_adm n: nmycluster> create swi tch nane=nyswi tch vendor=qgl ogic

Advanced-mode usage notes:

mask specifies the ports on the switch that will never be fenced. By default, no
ports are masked (and therefore all ports are available for fencing). The value for
mask is a series of comma-separated port ranges. For example, the following
states that ports 0, 4 and 12 to 15 for nyswi t ch will never be fenced by CXFS:

cxfs_adm n: nmycluster> create switch nane=nysw tch mask=0, 4, 12- 15

CXFS administration nodes automatically discover the available HBAs and, when
fencing is triggered, fence off all of the Fibre Channel HBAs when the Fence or
FenceReset fail action is selected. However, masked HBAs will not be fenced.
Masking allows you to prevent the fencing of devices that are attached to the SAN
but are not shared with the cluster, to ensure that they remain available regardless
of CXFS status. You would want to mask HBAs used for access to tape storage, or
HBAs that are only ever used to access local (nonclustered) devices.

Delete a Switch Definition with  cxfs_adm n

Show Switches with

298

To delete a switch, use the following command:

del et e [ swi t ch: ] switch_hostname

For example, if myswi t ch is a unique name in the cluster database:

cxfs_admi n: mycl uster> del ete nysw tch

cxfs_adm n

To display all of the switches in the system, use the following command:

show swi t ch [ out put =full_pathname)
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For example, in basic mode:

cxfs_admi n: nycl uster> show swi tch
switch:
asg-f cswo:
host name=asg- f csw0
num ports=16

port:
o, 1, 2, 3, 4, 5,6, 7, 8 9, 10, 11, 12,
vendor =br ocade
nmyswit ch:
host name=myswi t ch
num ports=16
port:
o, 1, 2, 3, 4, 5, 6, 7, 8 9, 10, 11, 12,

vendor =br ocade

13, 14, 15

13, 14, 15

To send the output to the / t np/ swi t chi nf o file:

cxfs_adm n: nmycl uster> show swit

To display a specific switch:

ch output=/tnp/swtchinfo

show [ swi t ch: ] switchname [ out put =full_pathname)

To display mask values, use advanced mode (see "Basic and Advanced Mode" on
page 264.) For example, if nyswi t ch is a unique name in the cluster database:

cxfs_admi n: nycl uster> show nyswi tch

switch: myswitch:
host name=myswi t ch

mask=
num ports=16
port:
0, 1, 2, 3, 4, 5, 6, 7,

swi t chi d=Swi t chO
vendor =br ocade

8, 9, 10, 11, 12, 13, 14, 15

To display the switches and ports each host is connected to:

show wwns
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For example, in basic mode:

cxfs_adm n: mycl ust er> show wwns
node: nodel: st at us: wwns:
210000e08b0eab8c:
swi t ch=myswi t ch
switch_port=5
node: node2: st at us: wwns:
210000e08b081f 23:
swit ch=rmyswi t ch
switch_port=2
node: node3: st at us: wwns:
210000e08b053566:
swi t ch=rmyswi t ch
switch_port=4

To show full status details for each port on the switch, use one of the following
commands:

show [ swi t ch: ] switchname al |
show switchname: port

For example:

cxfs_adm n: mycl ust er> show nysw t ch: port
switch: myswitch: port:

0
st at us=Enabl ed
wawn=unknown
1
st at us=Enabl ed
wwn=210000e08b0ba308
2
host namre=nodel
st at us=Enabl ed
wwn=210000e08b081f 23
3
st at us=Enabl ed
wawn=unknown
4

host name=node3
st at us=Enabl ed
wwn=210000e08b053566
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5
host name=node2
st at us=Enabl ed
wwn=210000e08b0eab8c
6
st at us=Enabl ed
wwn=210000e08b0ead8c
7
st at us=Enabl ed
wawn=unknown
8
st at us=Enabl ed
wawn=unknown
9
st at us=Enabl ed
wawn=unknown
10:
st at us=Enabl ed
wwn=210000e08b0b8124
11:
st at us=Enabl ed
wawn=unknown
12:
st at us=Enabl ed
wawn=unknown
13:
st at us=Enabl ed
wawn=unknown
14.
st at us=Enabl ed
wawn=unknown
15:
st at us=Enabl ed
wawn=unknown
Saving and Recreating the Current Configuration with cxfs_admn
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The confi g command displays a series of commands that represent the current
configuration of the objects specified. You can use this output to recreate the

configuration of the entire cluster or a subset of it.

301



12: Reference to cxfs_adm n Tasks

By default, confi g displays information at the cxfs_adm n prompt. To write the
configuration output to a file, use the out put attribute and specify the full pathname
of the file to contain the information:

confi g node out put =full_pathname

You can use the generated file with the -f command line option to recreate the
configuration at a later time.

For a more readable configuration output (without the related commands), use the
show command rather than the config command.

To display all node configuration commands:

confi g node

For example:

cxfs_admi n: nycl uster> config node

create node nane=nodel os=IRI X type=server_adm n private_net=192. 168. 0. 168
enabl ed=t rue host nane=nodel. myconpany. com f ai | pol i cy=Fence, Reset, Shut down nodei d=1
create node nane=node2 os=Li nux type=server_adnin private_net=192. 168. 0. 185
enabl ed=t rue host nane=node2. myconpany. com f ai | pol i cy=Fence, Shut down nodei d=2
create node nane=node3 os=I Rl X type=client_only private_net=192. 168. 0. 204
enabl ed=t rue host nane=node3. myconpany. com f ai | pol i cy=Fence, Shut down nodei d=3
create node nane=node4 os=Li nux type=server_adm n private_net=128.162.232.79
enabl ed=t rue host nane=node4. myconpany. com f ai | pol i cy=Fence, Shut down nodei d=4
reset _net hod=power Cycl e reset_port= reset_status=di sabl ed reset_node=

reset _coms= reset device=

To display the configuration commands for a specific node:
confi g [ node: ] nodename
For example, if the name node3 is unique in the database:

cxfs_adm n: nycl uster> config node3
create node nane=node3 os=I Rl X type=client_only private_net=192. 168. 0. 204
enabl ed=t rue host nane=node3. myconpany. com f ai | pol i cy=Fence, Shut down nodei d=3

To dump the entire cluster configuration to the / t np/ confi g. t xt file (where *
denotes all objects):

cxfs_adm n: mycluster> config * output=/tnp/config.txt
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Note: You must give the absolute pathname for the out put file.

To use this file to recreate the cluster, first clear the existing cluster configuration and
then send the file to cxf s_adni n:

® (lear the cluster database. See "Clearing the Cluster Database" on page 553.

e Recreate the cluster:

# /usr/cluster/bin/cxfs_admin -s -f /tnp/config.txt
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Chapter 13

Reference to cngr Tasks

This chapter discusses the following:

e "cngr Overview" on page 306

e "Set Configuration Defaults with cngr " on page 311

* "Node Tasks with cngr " on page 312

® "Cluster Tasks with cngr " on page 333

® "Cluster Services Tasks with cngr " on page 341

¢ "CXFS Filesystem Tasks with cngr " on page 347

e "Switches and I/O Fencing Tasks with cngr " on page 360
* "Script Example" on page 365

® "Creating a cngr Script Automatically" on page 368

For an overview of the tasks that must be performed to configure a cluster, see "Initial
Setup with the cngr Command" on page 168.

Tasks must be performed using a certain hierarchy. For example, to modify a
partition ID, you must first identify the node name.

You can also use the ¢l conf _i nf o tool to view status. See Chapter 18, "Monitoring
Status" on page 471.

Note: CXFS requires a license key to be installed on each server-capable node. If you
install the software without properly installing the license key, you cannot use the
cngr command. For more information about licensing, see Chapter 4, "CXFS License
Keys" on page 69.
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cngr Overview

To use the cngr command, you must be logged in as r oot on a CXFS administration
node. Then enter either of the following;:

# [usr/cluster/bin/cngr
or
# [usr/cluster/bin/cluster_ngr

After you have entered this command, you will see the following message and the
command prompt (crgr >):

Wel conme to SA@ Custer Manager Conmand-Line Interface

cngr >

Making Changes Safely

Getting Help

Using Prompt Mode

306

Do not make configuration changes on two different administration nodes in the pool
simultaneously, or use the CXFS GUI, cnyr, and xvmcommands simultaneously to
make changes. You should run one instance of the cngr command or the CXFS GUI
on a single administration node in the pool when making changes at any given time.
However, you can use any node in the pool when requesting status or configuration
information.

After the command prompt displays, you can enter subcommands. At any time, you
can enter ? or hel p to bring up the cngr help display.

The - p option to cngr displays prompts for the required inputs of administration
commands that define and modify CXFS components. You can run in prompt mode
in either of the following ways:

* Specify a - p option on the command line:

# cmgr -p
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e Execute a set pronpting on command after you have brought up cnyr, as in
the following example:

cngr> set pronpting on

This method allows you to toggle in and out of prompt mode as you execute
individual subcommands. To get out of prompt mode, enter the following:

crmgr > set pronpting off

The following shows an example of the questions that may be asked in prompting
mode (the actual questions asked will vary depending upon your answers to previous
questions):

cngr > define node nodename
Ent er commands, you nay enter "done" or "cancel" at any time to exit

Host narme[ optional] ?

Is this a Fail Safe node <true|fal se> ?

Is this a CXFS node <true|fal se> ?

Operating System <I Rl X| Li nux32| Li nux64| Al X] HPUX| Sol ari s| MacOSX] W ndows> ?
Node Function <server_adm n|client_adm n|client_only> ?
Node |1 D ?[optional]

Partition I D ?[optional] (0)

Do you wish to define failure hierarchy[y/n]:

Reset type <powerCycl e|reset|nmi > ? (powerCycle)

Do you wi sh to define systemcontroller info[y/n]:
Sysctrl Type <nsc|msc|| 2| | 1>? (mnscC)

Sysctrl Password[optional] ? ()

Sysctrl Status <enabl ed| di sabl ed> ?

Sysctrl Owmner ?

Sysctrl Device ?

Sysctrl Oaner Type <tty|network> ? (tty)

Nurmber of Network Interfaces ? (1)

NIC 1 - IP Address ?

For details about this task, see "Define a Node with crgr " on page 312.
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Completing Actions and Cancelling

Using Script Files

308

When you are creating or modifying a component of a cluster, you can enter either of
the following commands:

e cancel , which aborts the current mode and discards any changes you have made

e done, which executes the current definitions or modifications and returns to the
cngr > prompt

You can execute a series of cngr commands by using the - f option and specifying an
input file:

cngr -f input_file

Or, you could include the following as the first line of the file and then execute it as a
bash script:

#!/usr/cluster/bin/cngr -f

Each line of the file must be a valid cngr command line, comment line (starting with
#), or a blank line.

Note: You must include a done command line to finish a multilevel command and
end the file with a qui t command line.

If any line of the input file fails, cngr will exit. You can choose to ignore the failure
and continue the process by using the -i option with the - f option, as follows:

cngr -if input_file
Or include it in the first line for a script:

#!/usr/cluster/bin/cngr -if

Note: If you include -i when using a cngr command line as the first line of the
script, you must use this exact syntax (that is, - i ).
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For example, suppose the file / t mp/ showre contains the following:

cxfs6# nore /tnp/showre

show clusters

show nodes in cluster cxfs6-8
qui t

You can execute the following command, which will yield the indicated output:

cxfs6# /usr/cluster/bin/cmgr -if /tnp/showne

1 Cluster(s) defined
cxfs6-8

Cluster cxfs6-8 has following 3 machi ne(s)
cxfs6
cxfs7
cxfs8

Or you could include the cngr command line as the first line of the script, give it
execute permission, and execute showne itself:

cxfs6# nore /tnp/showre
#!/usr/cluster/bin/cngr -if

#

show clusters

show nodes in cluster cxfs6-8
qui t

cxfs6# /tnmp/ showre

1 Cluster(s) defined
cxfs6-8

Cluster cxfs6-8 has following 3 machi ne(s)
cxfs6
cxfs7
cxfs8

For an example of defining a complete cluster, see "Script Example" on page 365.
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Invoking a Shell from within ~ cngr

To invoke a shell from within crrgr, enter the following:

cngr> sh
cxf s6#

To exit the shell and to return to the cmgr > prompt, enter the following:

cxfs6# exit
cngr >

Entering Subcommands on the Command Line

310

You can enter some cngr subcommands directly from the command line using the
following format:

crmgr -c "subcommand"

where subcommand can be any of the following with the appropriate operands:

¢ admi n, which allows you to perform certain actions such as resetting a node
e del et e, which deletes a cluster or a node

¢ hel p, which displays help information

¢ show, which displays information about the cluster or nodes

e start, which starts CXFS services and sets the configuration so that CXFS
services will be automatically restarted upon reboot

¢ st op, which stops CXFS services and sets the configuration so that CXFS services
are not restarted upon reboot

* test, which tests connectivity
For example, to display information about the cluster, enter the following:

# cmgr -c¢ "show clusters”
1 Cluster(s) defined
eagan

See the cnmgr man page for more information.
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Template Scripts

The / var/ cl uster/ cngr-tenpl at es directory contains template cngr scripts that
you can modify to configure the different components of your system.

Each template file contains lists of cngr commands required to create a particular
object, as well as comments describing each field. The template also provides default
values for optional fields.

The / var/ cl uster/cngr-tenpl at es directory contains the following templates to
create a cluster and nodes:

e cngr-create-cluster
e cngr-create-node

To create a CXFS configuration, you can concatenate multiple templates into one file
and execute the resulting script.

Note: If you concatenate information from multiple template scripts to prepare your
cluster configuration, you must remove the qui t at the end of each template script,
except for the final qui t. A cngr script must have only one qui t line.

For example, for a three-node configuration, you would concatenate three copies of
the cngr - cr eat e- node file and one copy of the cngr - cr eat e-cl ust er file.

Set Configuration Defaults with  cngr

007-4016-025

You can set a default cluster and node to simplify the configuration process for the
current session of cngr . The default will then be used unless you explicitly specify a
name. You can use the following commands to specify default values:

set cluster clustername
set node hostname

clustername and hostname are logical names. Logical names cannot begin with an
underscore (_) or include any whitespace characters, and can be at most 255
characters.

To view the current defaults, use the following:

show set defaults
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For example:

crmgr> set cluster cxfs6-8
crmgr > set node cxfs6

crmgr > show set defaults

Default cluster set to: cxfs6-8

Def ault node set to: cxfsé6

Default cdb set to: /var/cluster/cdb/cdb.db
Default resource_type is not set

Extra pronpting is set off

Node Tasks with cngr

This section tells you how to define, modify, delete, display, and reset a node using
cnyr.

Note: The entire cluster status information is sent to each CXFS administration node
each time a change is made to the cluster database; therefore, the more CXFS
administration nodes in a configuration, the longer it will take.

Define a Node with cngr

To define a node, use the following commands:

define node logical_hostname

312

set
set
set
set
set
set
set
set
set
set
set
set

host name t o hostname

is_failsafe to truelfalse

is_cxfs to truelfalse

operating_systemto irix|linux32|linux64|aix|solaris | macosx | windows
node_function to server_admin|client_admin | client_only
nodei d to nodelD

partition_id to partitionID

hi erarchy to [system][fencel[reset][fencereset][shutdown]
reset _type to powerCyclelreset | nmi (for SGI hardware)
sysctrl _type to msclmmsclI2|11 (based on node hardware)
sysctrl _password to password

sysctrl _status to enabled|disabled
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set sysctrl_owner to node_sending_reset_command
set sysctrl _device to port|IP_address_or_hostname_of L2
set sysctrl_owner_type to ttylnetwork
add ni ¢ IP_address_or_hostname (if DNS)
set heartbeat to truelfalse
set ctrl_msgs to truelfalse
set priority to integer
renove ni ¢ IP_address_or_hostname (if DNS)
set weight to 01 (no longer needed)

Usage notes:
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logical_hostname is a simple hostname (such as | i | | y) or a fully qualified domain
name (such as | i | | y. myconmpany. com or an entirely different name (such as
nodeA). Logical names cannot begin with an underscore (_) or include any
whitespace characters, and can be at most 255 characters.

host nane is the fully qualified hostname unless the simple hostname is resolved
on all nodes. Use the pi ng to display the fully qualified hostname. Do not enter
an IP address. The default for hostname is the value for logical_hostname; therefore,
you must supply a value for this command if you use a value other than the
hostname or an abbreviation of it for logical_hostname.

If you are running just CXFS on this node, set i s_cxfs to true and
i s_failsafe tofal se. If you are running both CXFS and FailSafe on this node
in a coexecution cluster, set both values to t r ue.

operating_systemcanbe settoirix,|inux32,1inux64,aix,solaris,
macosx, or wi ndows. Choose wi ndows for Windows 2000, Windows 2003, or
Windows XP. Choose | i nux64 when defining an x86_64 or ia64 architecture node.
(Use the unanme -i command to determine the architecture type.)

Note: For support details, see the CXFS MultiOS Client-Only Guide for SGI
InfiniteStorage.

If you specify ai x, sol ari s, macosx or wi ndows, the wei ght is assumed to be
0. If you try to specify incompatible values for oper at i ng_syst emand
i s_fail saf e or wei ght, the defi ne command will fail.

node_f unct i on specifies the function of the node. Enter one of the following;:
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server _adm n is an IRIX or SGI ProPack node on which you will execute
cluster administration commands and that you also want to be a CXFS
metadata server. (You will use the Define a CXFS Filesystem task to define the
specific filesystem for which this node can be a metadata server.) Use this node
function only if the node will be a metadata servers. You must have installed
the cl ust er _admi n product on this node.

cli ent _admi n is an IRIX node on which you will execute cluster
administration commands but that you do not want to use as a CXFS metadata
server. Use this node function only if the node will run FailSafe but you do not
want it to be a metadata server. You must install the cl ust er _admi n product
on this node.

client_only,is a node that shares CXFS filesystems but on which you will
not execute cluster administration commands and that will not be a CXFS
metadata server. Use this node function for all nodes other than those that will
be metadata servers, or those that will run FailSafe without being a metadata
server. You must install the cxfs_cl i ent product on this node. This node can
run IRIX, SGI ProPack, Linux third-party, AIX, Solaris, Mac OS X, or Windows.
(Nodes other than IRIX and SGI ProPack are required to be client-only nodes.)

AIX, Solaris, Mac OS X, and Windows nodes are automatically specified as
client-only. You should specify cl i ent - onl y with | i nux32.

nodei d is an integer in the range 1 through 32767 that is unique among the nodes
in the pool. You must not change the node ID number after the node has been
defined.

For administration nodes, this value is optional. If you do not specify a
number for an administration node, CXFS will calculate an ID for you. The
default ID is a 5-digit number based on the machine’s serial number and other
machine-specific information; it is not sequential.

For client-only nodes, you must specify a unique value.

partition_id uniquely defines a partition in a partitioned Origin 3000 system,
Altix 3000 series system, or Altix 4700 system. The set partition_id
command is optional; if you do not have a partitioned Origin 3000 system, you
can skip this command or enter 0.

007-4016-025



CXFS™ Administration Guide for SGI® InfiniteStorage

007-4016-025

Note: In an Origin 3000 system, use the nkpart command to determine this value:

— The - n option lists the partition ID (which is 0 if the system is not partitioned).
— The -1 option lists the bricks in the various partitions (use rack#.slot# format in

cngr)
For example (output truncated here for readability):

# nmkpart -n
Partition id
# mkpart -1

partition: 3 = brick: 003c10 003c13 003c16 003c21 003c24 003c29 ...
partition: 1 = brick: 001c10 001c13 001c16 001c21 001c24 001c29 ...

1]
=

You could enter one of the following for the Partition ID field:

1
001. 10

To unset the partition ID, use a value of O or none.

On an Altix 3000, you can find the partition ID by reading the pr oc file. For
example:

[root@inux root]# cat /proc/sgi_sn/partition_id
0

The 0 indicates that the system is not partitioned. If the system is partitioned, the
number of partitions (such as 1, 2, etc.) is displayed.

hi er ar chy defines the failpolicy hierarchy, which determines what happens to a
failed node. You can specify up to three options. The second option will be
completed only if the first option fails; the third option will be completed only if
both the first and second options fail. Options must be separated by commas and
no whitespace.

The option choices are as follows:

— syst emdeletes all hierarchy information about the node from the database,
causing the system defaults to be used. The system defaults are the same as
entering r eset , shut down. This means that a reset will be performed on a
node with a system controller; if the reset fails or if the node does not have a
system controller, CXFS services will be forcibly shut down.
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f ence disables access to the SAN from the problem node. Fencing provides
faster recovery of the CXFS kernel membership than reset.

fencer eset performs a fence and then, if the node is successfully fenced, also
performs an asynchronous reset of the node via a system controller; recovery
begins without waiting for reset acknowledgement.

Note: SGI recommends that a server-capable node include r eset in its
hi erar chy (unless it is the only server-capable node in the cluster). See
"Isolating Failed Nodes: Failure Policies" on page 28.

reset performs a system reset via a system controller.

shut down tells the other nodes in the cluster to wait for a period of time (long
enough for the node to shut itself down) before reforming the CXFS kernel
membership. (However, there is no notification that the node’s shutdown has
actually taken place.)

Caution: Because there is no notification that a shutdown has occurred, if you
have a cluster with no tiebreaker, you must not use the shut down setting for
any server-capable node in order to avoid multiple clusters being formed. See
"Shutdown" on page 35.

You cannot use shut down on client nodes if you choose dynamni ¢ monitoring.

Note: If the failure hierarchy contains r eset or f encer eset, the reset might be
performed before the system kernel core-dump can complete, resulting in an
incomplete core-dump.

For a list of valid fail action sets, see "Isolating Failed Nodes: Failure Policies" on
page 28.

To perform a reset only if a fencing action fails, specify the following:

set hierarchy fence,reset
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Note: If shut down is not specified and the other actions fail, the node attempting
to deliver the CXFS kernel membership will stall delivering the membership until
either the failed node attempts to re-enter the cluster or the system administrator
intervenes using cns_i nt er vene. Objects held by the failed nodes stall until
membership finally transitions and initiates recovery.

To perform a fence and an asynchronous reset, specify the following:

set hierarchy fencereset

To return to system defaults (r eset , shut down), specify the following:

set hierarchy system

reset _type applies to SGI hardware and can be one of the following;:

— power Cycl e shuts off power to the node and then restarts it

— reset simulates the pressing of the reset button on the front of the machine

— nm (nonmaskable interrupt) performs a core-dump of the operating system
kernel, which may be useful when debugging a faulty machine

sysctrl _type is the system controller type based on the node hardware, as
show in Table 12-1 on page 280.

sysctrl _password is the password for the system controller port, not the
node’s r oot password or PROM password. On some nodes, the system
administrator may not have set this password. If you wish to set or change the
system controller password, consult the hardware manual for your node.

sysctrl _stat us allows you to provide information about the system controller
but temporarily disable reset by setting this value to di sabl ed (meaning that
CXFS cannot reset the node). To allow CXFS to reset the node, enter enabl ed.
For nodes without system controllers, set this to di sabl ed; see "Requirements" on
page 38.

sysctrl _devi ce is one of the following:

— The port used for systems with serial ports. This is the name of the terminal
port (TTY) on the owner node to which the system controller is connected (the
node being reset). / dev/ ttyd2 is the most commonly used port, except on
Origin 300 and Origin 350 systems (where / dev/ t t yd4 is commonly used)
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and Altix 350 systems (where / dev/ ttyl OO0 is commonly used). The other
end of the cable connects to this node’s (the node being reset) system controller
port, so the node can be controlled remotely by the owner node.

Note: Check the owner node’s specific hardware configuration to verify which
tty device to use.

The IP address or hostname of the L2 controller for Altix systems that use an
integrated L2, such as a NUMAlink 4 R-brick, or SGI Altix 3000 Bx2 systems.

sysctrl _owner is the name of the node that sends the reset command. If you
use tty for sysctrl _owner _type, serial cables must physically connect the
node being defined and the owner node through the system controller port. At
run time, the node must be defined in the CXFS pool.

sysctrl _owner _type is either tty for TTY serial devices or net wor k for
network reset (available for systems with L2 system controllers).

Note: If you are running in coexecution with FailSafe, the net wor k selection is
not supported.

For example:

For an Origin 3000 system:

Sysctrl Device? /dev/ttyd2
Sysctrl Omer Type? <tty|network> tty

For an Altix system with an integrated L2, such as a NUMAIlink 4 R-brick, or
SGI Altix 3000 Bx2 systems:

Sysctrl Device? |2.conpany. com
Sysctrl Omer Type? <tty|network> network

For an Altix 350:

Sysctrl Device? /dev/ttyl OCO
Sysctrl Omer Type? <tty|network> tty

ni ¢ is the IP address or hostname of the private network. (The hostname must be
resolved in the / et ¢/ host s file.)
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There can be up to 8 network interfaces. The NIC number is not significant.
Priority 1 is the highest priority. By default, only the priority 1 NICs will be used
as the CXFS private network and they must be on the same subnet. However, you
can use the add net command to configure the NICs of a given priority into a
network; each network takes its priority from the set of NICs it contains. In this
case, if the highest priority network fails, the second will be used, and so on; see
"Define a Cluster with crgr " on page 333.

Note: You cannot add a NIC or a network grouping while CXFS services are
active (that is, when st art cx_servi ces has been executed); doing so can lead
to cluster malfunction. If services have been started, they should be stopped with
stop cx_services.

If you do not use the add net command to group the NICs into a set of
networks, all NICs other than priority 1 are ignored.

SGI requires that this network be private; see "Private Network" on page 19.

For more information about using the hostname, see "Hostname Resolution and
Network Configuration Rules" on page 89.

* wei ght, which is automatically set internally to either 0 or 1 to specify how many
votes a particular CXFS administration node has in CXFS kernel membership
decisions. This information is now set by the Node Functi on field and this
command is no longer needed.

Note: Although it is possible to use the set wei ght command to set a weight
other than 0 or 1, SGI recommends that you do not do so. There is no need for
additional weight.

For more information, see "CXFS Kernel Membership, Quorum, and Tiebreaker" on
page 580, and "Define a Node with the GUI" on page 212.

In prompting mode, press the Ent er key to use default information. (The Ent er key
is not shown in the examples.) For general information, see "Define a Node with the
GUI" on page 212. Following is a summary of the prompts.

cngr > defi ne node logical_hostname
Ent er commands, you nmay enter "done" or "cancel" at any tine to exit

Host name[ optional ] ? hostname
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Is this a Fail Safe node <true|false> ? true|fal se

Is this a CXFS node <true|fal se> ? truet

Operating System <I Rl X| Li nux32| Li nux64| Al X] HPUX| Sol ari s| MacOSX| W ndows> ?0S_type
Node Function <server_admnin|client_adm n|client_only> ? node_function
Node | D ?[optional] mnode_ID

Partition ID ?[optional] (0)partition_ID

Do you wish to define failure hierarchy[y/n]:y|n

Do you wish to define systemcontroller info[y/n]:y|n

Reset type <powerCycle|reset|nmi> ? (powerCycle)

Do you wish to define systemcontroller info[y/n]:y|n

Sysctrl Type <msc|mmsc|| 2|1 1>? (nsc) model (based on node hardware)
Sysctrl Password[optional] ? ( )password

Sysctrl Status <enabl ed| di sabl ed> ? enabl ed| di sabl ed

Sysctrl Owner ? node_sending_reset_command

Sysctrl Device ? port|IP_address_or_hostname_of L2

Sysctrl Omer Type <tty|network> ? (tty) tty|network

Nunmber of Network Interfaces ? (1) number

NIC 1 - I P Address ? IP_address_or_hostname (if DNS)

For example, in normal mode:

# [usr/cluster/bin/cngr
Wel conme to SG@ Custer Manager Command-Line Interface

crmgr > define node foo
Ent er commands, you nmay enter "done" or "cancel" at any tine to exit

set is failsafe to fal se

set is_cxfs to true

set operating_systemto irix

set node function to server_adnmn

set hierarchy to fencereset,reset

add nic 111.11.11.111

Enter network interface commands, when finished enter "done" or "cancel"

NN ) N NN

NIC 1 - set heartbeat to true
NIC 1 - set ctrl_nsgs to true
NIC 1 - set priority to 1
NIC 1 - done

? done
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For example, in prompting mode:

# /usr/cluster/bin/cngr -p
Wel conme to SG@ Custer Manager Command-Line Interface

crmgr > define node foo
Ent er commands, you nmay enter "done" or "cancel" at any tine to exit

Host name[ optional] ?

Is this a Fail Safe node <true|fal se> ? fal se

Is this a CXFS node <true|false> ? true

Operating System <I Rl X| Li nux32| Li nux64| Al X] HPUX| Sol ari s| MacOSX] W ndows> ? iri X
Node Function <server_admi n|client_admi n|client_only> server_adn n

Node | D[ optional]?

Partition ID ? [optional] (0)

Do you wish to define failure hierarchy[y|n]:y

Hi erarchy option O <SystenjFenceReset| Fence| Reset| Shut down>[ optional] ? fencereset
Hi erarchy option 1 <Systen]FenceReset| Fence| Reset| Shut down>[ optional] ? reset
Hi erarchy option 2 <Systen| FenceReset| Fence| Reset | Shut down>[ opti onal] ?

Reset type <powerCycle|reset|nmi> ? (powerCycle)

Do you wish to define systemcontroller info[y/n]:n

Nurber of Network Interfaces ? (1)

NNC 1 - IP Address ? 111.11.11.111

NIC 1 - Heartbeat HB (use network for heartbeats) <true|false> ? true

NIC 1 - (use network for control messages) <true|false> ? true

NNC 1 - Priority <1,2,...>1

Following is an example of defining a Solaris node in prompting mode (because it is a
Solaris node, no default ID is provided, and you are not asked to specify the node
function because it must be cl i ent _onl y).

crmgr > define node sol arisl
Ent er commands, you nmay enter "done" or "cancel" at any tine to exit

Host name[ optional] ?

Is this a Fail Safe node <true|fal se> ? fal se

Is this a CXFS node <true|false> ? true

Operating System <I Rl X| Li nux32| Li nux64| Al X] HPUX| Sol ari s| MacOSX] W ndows> ? sol ari s
Node ID ? 7

Do you wish to define failure hierarchy[y/n]:y

Hi erarchy option O <SystenjFenceReset| Fence| Reset | Shut down>[ optional] ? fence
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Hi erarchy option 1 <Systen] FenceReset| Fence| Reset | Shut down>[ opti onal] ?
Nurber of Network Interfaces ? (1)

NC 1 -

I P Address ? 163.154.18. 172

Modify a Node with cngr

322

To modify an existing node, use the following commands:

nodi fy node logical_hostname
set hostname to hostname
set partition_id to partitionID
set reset_type to powerCyclelreset | nmi
set sysctrl_type to msclmmscl|I2|11 (based on node hardware)
set sysctrl_password to password
set sysctrl_status to enabled|disabled
set sysctrl_owner to node_sending reset_command
set sysctrl_device to portl|IP_address_or_hostname_of L2
set sysctrl_owner_type to ttylnetwork
set is_failsafe to truelfalse
set is_cxfs to truelfalse
set weight to 011
add ni ¢ IP_address_or_hostname (if DNS)
set heartbeat to truelfalse
set ctrl_msgs to truelfalse
set priority to integer
renove ni ¢ IP_address_or_hostname (if DNS)
set hierarchy to [system] [fencel[reset][fencereset][shutdown]

The commands are the same as those used to define a node. You can change any of
the information you specified when defining a node except the node ID. For details
about the commands, see "Define a Node with cngr" on page 312.

f Caution: Do not change the node ID number after the node has been defined.

You cannot add a NIC or a network grouping while CXFS services are active (that is,
when start cx_servi ces has been executed); doing so can lead to cluster
malfunction. If services have been started, they should be stopped with st op
cx_services.
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You cannot modify the oper ati ng_syst emsetting for a node; trying to do so will
cause an error. If you have mistakenly specified the incorrect operating system, you
must delete the node and define it again.

You cannot modify the node function. To change the node function, you must delete
the node and redefine it (and reinstall software products, as needed); the node
function for a Solaris or Windows node is always cl i ent _onl y.

Example of Partitioning
The following shows an example of partitioning an Origin 3000 system:

# cnor
Wel come to SA@ Custer Manager Conmand-Line Interface

crmgr > nodi fy node n_preston
Ent er conmands, when fini shed enter either "done" or "cancel"

n_preston ? set partition_id to 1
n_preston ? done

Successful ly nodi fied node n_preston
To perform this function with prompting, enter the following:

# cmgr -p
Wel conme to SG@ Custer Manager Command-Line Interface

crmgr > nodi fy node n_preston
Ent er commands, you nmay enter "done" or "cancel" at any tine to exit

Host nanme[ optional] ? (preston.engr.sgi.com

Is this a Fail Safe node <true|fal se> ? (true)

Is this a CXFS node <true|false> ? (true)

Node | D[ optional] ? (606)

Partition IDoptional] ? (0) 1

Do you wish to nodify failure hierarchy[y/n]:n
Reset type <powerCycle|reset|nmi > ? (powerCycle)

Do you wish to nodify systemcontroller info[y/n]:n
Nurber of Network Interfaces? (1)

NIC 1 - IP Address ? (preston)

NIC 1 - Heartbeat HB (use network for heartbeats) ? (true)
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NIC 1 - (use network for control messages)
NIC 1 - Priority <1,2,...> ? (1)

Successful ly nodi fied node n_preston

crmgr > show node n_preston

Logi cal Machi ne Nane: n_preston
Host name: preston. engr.sgi.com
Operating System IR X

Node |Is Fail Safe: true

Node |s CXFS: true

Node Function: client_admn
Nodei d: 606

Partition id: 1

Reset type: powerCycle

Control Net | paddr: preston
Control Net HB: true

Control Net Control: true
Control Net Priority: 1

To unset the partition ID, use a value of O or none.

Changing Failure Hierarchy

The following shows an example of changing the failure hierarchy for the node
per ceval from the system defaults to f encer eset, r eset, shut down and back to

the system defaults.

? (true)

Caution: If you have a cluster with an even number of server-capable nodes and no
tiebreaker: to avoid a split-brain scenario, you should not use the shut down setting
for any server-capable node. For a more detailed explanation, see "Shutdown" on

page 35.

cngr> nodi fy node perceva

Enter conmands, you may enter "done" or "cancel" at any time to exit

Host nane[ opti onal] ? (perceval.engr.sgi.com
Is this a Fail Safe node <true|fal se> ? (fal se)
Is this a CXFS node <true|false> ? (true)

324
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Node | D[ optional] ? (803)
Partition IDoptional] ? (0)
Do you wish to nodify failure hierarchy[y/n]:y

Hi erarchy option 0 <Systen] FenceReset| Fence| Reset | Shut down>[ opti onal] ?fencereset
Hi erarchy option 1 <Systen] FenceReset| Fence| Reset | Shut down>[ opti onal] ?reset
Hi erarchy option 2 <Systen] FenceReset | Fence| Reset | Shut down>[ opti onal] ?shut down

Reset type <powerCycl e[ reset|nni > ? (powerCycle)

Do you wish to nodify systemcontroller info[y/n]:n
Number of Network Interfaces ? (1)

NIC 1 - |P Address ? (163.154.18.173)

Successfully nodified node perceval

cngr > show node perceval

Logi cal Machi ne Nane: perceval
Host nane: perceval . engr.sgi.com
Operating System IR X

Node |'s Fail Safe: fal se

Node I's CXFS: true

Node Function: client_adm n

Nodei d: 803

Node Failure Hierarchy is: FenceReset Reset Shutdown
Reset type: powerCycle

Control Net |paddr: 163.154.18.173
Control Net HB: true

Control Net Control: true

Control Net Priority: 1

To return to system defaults:

cngr> nodi fy node perceval

Enter conmands, you may enter "done" or "cancel" at any time to exit

Host nane[ opti onal] ? (perceval.engr.sgi.com
Is this a Fail Safe node <true|fal se> ? (fal se)
Is this a CXFS node <true|fal se> ? (true)

Node | D[ optional] ? (803)

Partition IDoptional] ? (0)

Do you wish to nodify failure hierarchy[y/n]:y

Hi erarchy option 0 <Systen] FenceReset| Fence| Reset | Shut down>[ optional] ?
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(FenceReset) system

Reset type <powerCycl e[ reset|nnmi > ? (powerCycle)

Do you wish to nodify systemcontroller info[y/n]:n

Number of Network Interfaces ? (1)

NIC 1 - |IP Address ? (163.154.18.173)

NIC 1 - Heartbeat HB (use network for heartbeats) <true|false> ? (true)
NIC 1 - (use network for control nessages) <true|false> ? (true)

NIC 1 - Priority <1,2,...> 7?2 (1)

cngr > show node perceval

Logi cal Machi ne Nane: perceval
Host nane: perceval . engr.sgi.com
Operating System IR X

Node I's Fail Safe: fal se

Node I's CXFS: true

Node Function: client_adm n
Nodei d: 803

Reset type: powerCycle|reset|nm
Control Net |paddr: 163.154.18.173
Control Net HB: true

Control Net Control: true

Control Net Priority: 1

Note: When the system defaults are in place for failure hierarchy, no status is
displayed with the show command.

Reset a Node with cngr

When CXFS is running, you can reset a node with a system controller by using the
following command:

admi n reset node hostname
This command uses the CXFS daemons to reset the specified node.

Even when the CXFS daemons are not running, you can reset a node with a system
controller by using the st andal one option of the admi n reset command:

adm n reset standal one node hostname
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If you have defined the node but have not defined system controller information for
it, you could use the following commands to connect to the system controller or reset
the node:

adm n ping dev_nanme port!|IP_address_or_hostname_of L2 of dev_type ttylnetwork wi th sysctrl _type msclmmsclI2|I1
adm n reset dev_name port|IP_address_or_hostname_of L2 of dev_type ttylnetwork wi th sysctrl _type msclmmsclI2|I1

For more information about the command elements, see "Define a Node with crgr "
on page 312.

The above command does not go through the cr sd daemon.

Perform a Power Cycle on a Node with  cngr

When CXFS is running, you can perform a powercycle on a node with the following
command:

adm n power Cycl e node nodename

This command uses the CXFS daemons to shut off power to the node and then restart
it.

You can perform a powercycle on a node in a cluster even when the CXFS daemons
are not running by using the st andal one option:

adm n power Cycl e standal one node nodename
Th above command does not go through the cr sd daemon.

If the node has not been defined in the cluster database, you can use the following
command line:

adm n power Cycl e dev_name port!|IP_address_or_hostname_of L2 of dev_type ttylnetwork wi th sysctrl _type msclmmscli2|I1

Perform an NMI on a Node with cngr

When CXFS daemons are running, you can perform a nonmaskable interrupt (NMI)
on a node with the following command:

adm n nm node nodename

This command uses the CXFS daemons to perform an NMI on the specified node.
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You can perform an NMI on a node in a cluster even when the CXFS daemons are
not running by using the st andal one option:

adm n nm standal one node nodename
This command does not go through the CXFS daemons.

If the node has not been defined in the cluster database, you can use the following
command line:

adm n nni dev_name port!|IP_address_or_hostname_of L2 of dev_type ttylnetwork wi th sysctrl _type msclmmsclI2|I1
For example:
admin nm dev_nanme /dev/ttyl OC0 of dev_type tty with sysctrl_type |2

If cr sd does not see the response it expects within a certain time, it will issue another
NMI, which invalidates the dump. This is determined by the setting of the following
values in the cluster database (defaults shown):

CrsReset | nt erval "20000"
CrsRetrylnterval = "1000"
Cr sResendTi neout "10000"
CrsResendRetries = "2"

Note: These values can only be changed using advanced tools. If you feel that these
values need to be changed, please contact your local SGI support provider.

Convert a Node to CXFS or FailSafe with  cngr

To convert an existing FailSafe node so that it also applies to CXFS, use the nodi fy
command to change the setting.

Note: You cannot turn off FailSafe or CXFS for a node if the respective high
availability (HA) or CXFS services are active. You must first stop the services for the
node.

For example, in normal mode:

cmgr > nodi fy node cxfs6
Ent er conmands, when fini shed enter either "done" or "cancel"
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cxfs6 ? set is _Fail Safe to true
cxfs6 ? done

Successful ly nodi fied node cxfs6
For example, in prompting mode:

cmgr > nodi fy node cxfs6
Ent er conmands, you nay enter "done" or "cancel" at any time to exit

Host nanme[ optional] ? (cxfs6.americas. sgi.com

Is this a Fail Safe node <true|false> ? (false) true

Is this a CXFS node <true|false> ? (true)

Node | D optional] ? (13203)

Partition IDloptional] ? (0)

Do you wish to nodify failure hierarchy[y/n]:n

Reset type <powerCycle|reset|nmi > ? (powerCycle)

Do you wish to nodify systemcontroller info[y/n]:n

Nurmber of Network Interfaces ? (1)

NIC 1 - IP Address ? (163.154.18.172)

NIC 1 - Heartbeat HB (use network for heartbeats) <true|false> ? (true)
NIC 1 - (use network for control messages) <true|false> ? (true)
NIC 1 - Priority <1,2,...> ? (1)

Successful ly nodi fied node cxfs6

Delete a Node with cngr
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To delete a node, use the following command:
del et e node hostname

You can delete a node only if the node is not currently part of a cluster. If a cluster
currently contains the node, you must first modify that cluster to remove the node
from it.

For example, suppose you had a cluster named cxf s6- 8 with the following
configuration:

cmgr > show cl uster cxfs6-8
Cluster Nane: cxfs6-8
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Cluster |Is Fail Safe: true
Cluster Is CXFS: true
Cluster ID 20

Cl uster HA node: nor nal

Cl uster CX node: nor nal

Cluster cxfs6-8 has following 3 machi ne(s)
cxfs6
cxfs7
cxfs8

To delete node cxf s8, you would do the following in prompting mode (assuming
that CXFS services have been stopped on the node):

cmgr> nmodi fy cluster cxfs6-8
Ent er conmands, when fini shed enter either "done" or "cancel"

Is this a Fail Safe cluster <true|fal se> ? (false)

Is this a CXFS cluster <true|false> ? (true)

Cluster Notify Cnd [optional] ?

Cluster Notify Address [optional] ?

Cluster CXFS node <normal | experinental > optional] ? (normal)
Cluster 1D ? (20)

Current nodes in cluster cxfs6-8:
Node - 1: cxfs6
Node - 2: cxfs7
Node - 3: cxfs8

Add nodes to or renpve nodes/networks from cluster
Enter "done" when conpl eted or "cancel" to abort

cxfs6-8 ? renpve node cxfs8
cxfs6-8 ? done
Successfully nodified cluster cxfs6-8

cmgr > show cl uster cxfs6-8
Cluster Nanme: cxfs6-8
Cluster |Is Fail Safe: false
Cluster Is CXFS: true
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Cluster ID 20
Cluster CX node: nor mal

Cluster cxfs6-8 has following 2 machi ne(s)
cxfs6
cxfs7

To delete cxf s8 from the pool, enter the following:

crmgr > del ete node cxfs8

Del et ed nachi ne (cxfs6).

Display a Node with cngr

After you have defined a node, you can display the node’s parameters with the
following command:

show node hostname
For example:

cmgr > show node cxfs6

Logi cal Machi ne Nane: cxfs6

Host nanme: cxfs6. anmericas. sgi.com
Operating System IR X

Node |s Fail Safe: false

Node |'s CXFS: true

Node Function: server_adm n

Nodei d: 13203

Reset type: powerCycle

Control Net | paddr: 163.154.18.172
Control Net HB: true

Control Net Control: true

Control Net Priority: 1

You can see a list of all of the nodes that have been defined with the following

command:

show nodes in pool
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For example:

cmgr > show nodes in pool

3 Machi ne(s) defined
cxfs8
cxfsb6
cxfs7

You can see a list of all of the nodes that have been defined for a specified cluster
with the following command:

show nodes [in cluster clustername]
For example:

cmgr > show nodes in cluster cxfs6-8

Cluster cxfs6-8 has following 3 machi ne(s)
cxfs6
cxfs7
cxfs8

If you have specified a default cluster, you do not need to specify a cluster when you
use this command. For example:

crmgr> set cluster cxfs6-8
cmgr > show nodes

Cluster cxfs6-8 has following 3 machi ne(s)
cxfs6
cxfs7
cxfs8

Test Node Connectivity with  cngr

332

You can use cngr to test the network connectivity in a cluster. This test checks if the
specified nodes can communicate with each other through each configured interface
in the nodes. This test will not run if CXFS is running. This test requires that the
/etc/.rhosts file be configured properly; see "IRIX Modifications for CXFS
Connectivity Diagnostics” on page 108, "SGI ProPack Modifications for CXFS
Connectivity Diagnostics” on page 120.
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Use the following command to test the network connectivity for the nodes in a cluster:
test connectivity in cluster clustername [ on node nodenamel node nodename2 . . .]
For example:

crmgr> test connectivity in cluster cxfs6-8 on node cxfs7

Status: Testing connectivity...

Status: Checking that the control |P_addresses are on the same networks
Status: Pinging address cxfs7 interface ef0 from node cxfs7 [cxfs7]

Notice: overall exit status:success, tests failed:0, total tests executed:1

This test yields an error message when it encounters its first error, indicating the node
that did not respond. If you receive an error message after executing this test, verify
that the network interface has been configured up, using the i f confi g command.
For example (line breaks added here for readability):

# /usr/etc/ifconfig ef0
ef 0: flags=405c43 <UP, BROADCAST, RUNNI NG, FI LTMULTI , MULTI CAST, CKSUM DRVRLOCK, | PALI AS>
inet 128.162.89.39 netmask Oxffff0000 broadcast 128.162.255. 255

The UP in the first line of output indicates that the interface is configured up.

If the network interface is configured up, verify that the network cables are connected
properly and run the test again.

Test the Serial Connections with  cngr

See "System Reset Connection for CXFS Administration Nodes" on page 183.

Cluster Tasks with cngr

This section tells you how to define, modify, delete, and display a cluster using cngr .
It also tells you how to start and stop CXFS services.

Define a Cluster with cngr

When you define a cluster with cngr, you define a cluster and add nodes to the
cluster with the same command. For general information, see "Define a Cluster with
the GUI" on page 228.
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Use the following commands to define a cluster:

define cl uster clustername

set is_failsafe to truelfalse

set is_cxfs to truelfalse

set clusterid to clusterID

set notify_cmd to notify_command

set notify_addr to email_address

set ha_node to normallexperimental

set cx_node to normallexperimental

add node nodelname

add node node2name

add net networ k network_address mask netmask

Usage notes:

cl ust er is the logical name of the cluster. Logical names cannot begin with an
underscore (_) or include any whitespace characters, and can be at most 255
characters. Clusters must have unique names

If you are running just CXFS, setis_cxfs totrue andis_failsafe tofal se.
If you are running a coexecution cluster, set both values to t r ue.

clusterid is a unique number within your network in the range 1 through 255.
The cluster ID is used by the operating system kernel to make sure that it does not
accept cluster information from any other cluster that may be on the network. The
kernel does not use the database for communication, so it requires the cluster ID
in order to verify cluster communications. This information in the kernel cannot
be changed after it has been initialized; therefore, you must not change a cluster
ID after the cluster has been defined. Clusters must have unique IDs.

noti fy_cnd is the command to be run whenever the status changes for a node or
cluster.

noti fy_addr is the address to be notified of cluster and node status changes. To
specify multiple addresses, separate them with commas. CXFS will send e-mail to
the addresses whenever the status changes for a node or cluster. If you do not
specify an address, notification will not be sent. If you use the noti fy_addr
command, you must specify the e-mail program (such as / usr/ sbi n/ Mai | ) as
the notify_command.

The set ha_npde and set cx_nopde commands should usually be set to
nor mal . The set cx_nbde command applies only to CXFS, and the set
ha_node command applies only to IRIS FailSafe.
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* net defines a set of NICs into a network. If the highest priority network
(beginning with NIC priority 1) fails, the next highest will be used. All NICs
within one network must be at the same priority. NICs of a given priority (such as
priority 2) cannot be in two separate net networks. Although the primary
network must be private, the backup network may be public.

If you do not specify a net list, the set of priority 1 NICs are used by default as
the CXFS heartbeat network and there will be no failover to any other set of NICs.

The net wor k parameter specifies an IP network address (such as 1. 2. 3. 0) and
the mask parameter specifies the subnet mask (such as 255. 255. 255. 0) in
decimal notation. The order in which you specify net wor k or mask is not
important.

Note: You cannot add a NIC or a network grouping while CXFS services are
active (that is, when st art cx_servi ces has been executed); doing so can lead
to cluster malfunction. If services have been started, they should be stopped with
stop cx_services.

The following shows the commands with prompting:

cngr > define cluster clustername
Ent er commands, you may enter "done" or "cancel" at any tine to exit

Is this a Fail Safe cluster <true|false> ? true|fal se

Is this a CXFS cluster <true|false> ? true|false

Cluster Notify Cnd [optional] ?

Cluster Notify Address [optional] ?

Cluster CXFS node <normal | experinmental >[ optional] use_default_of normal
Cluster ID ? cluster ID

No nodes in cluster clustername

No networks in cluster clustername

Add nodes to or renpve nodes/networks from cl uster clustername
Enter "done" when conpleted or "cancel" to abort

clustername ? add node nodelname
clustername ? add node node2name

clustername ? done
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Successful |y defined cluster clustername

Added node <nodelname> to cl uster <clustername>
Added node <node2name> to cl uster <clustername>

crmgr > define cluster
Ent er commands,

Is this
Is this
C uster
C uster
C uster
C uster

No nodes in cluster

No networks in cluster

Add nodes to or

You should set the cluster to the default nor mal mode. Setting the mode to
experinmental turns off heartbeating in the CXFS kernel membership code so that
you can debug the cluster without causing node failures. For example, this can be
useful if you just want to disconnect the network for a short time (provided that there
is no other cluster networking activity, which will also detect a failure even if there is
no heartbeating). However, you should never use experi ment al mode on a
production cluster and should only use it if directed to by SGI customer support. SGI
does not support the use of experi nent al by customers.

For example:

cxfs6-8
you may enter "done" or "cancel" at any time to exit

a Fail Safe cluster <true|false> ? fal se

a CXFS cluster

<true|false> ? true

Notify Crd [optional] ?
Notify Address [optional] ?
CXFS node <nornal | experi ment al >[ opti onal ]

ID? 20

cxfs6-8

cxfs6-8

remove nodes/ networks from cluster cxfs6-8

Enter "done" when conpleted or "cancel" to abort

cxfs6-8 ~

cxfs6-8

cxfs6-8 ~

cxfs6-8

?
?
?

?

add node cxfs6
add node cxfs7
add node cxfs8

done

Successfully defined cluster cxfs6-8

Added node <cxfs6> to cluster <cxfs6-8>
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Added node <cxfs7> to cluster <cxfs6-8>
Added node <cxfs8> to cluster <cxfs6-8>

To do this without prompting, enter the following:

crmgr > define cluster cxfs6-8
Ent er commands, you nmay enter "done" or "cancel" at any tine to exit

cluster cxfs6-8? set is _cxfs to true
cluster cxfs6-8? set clusterid to 20
cluster cxfs6-8? add node cxfs6
cluster cxfs6-8? add node cxfs7
cluster cxfs6-8? add node cxfs8
cluster cxfs6-8? done

Successfully defined cluster cxfs6-8

Modify a Cluster with cngr
The commands are as follows:

nmodi fy cl uster clustername
set is failsafe to true
set is_cxfs to true
set clusterid to clusterID
set notify_cnmd to command
set notify_addr to email_address
set ha_node to normallexperimental
set cx_node to normallexperimental
add node nodelname
add node node2name
renove node nodelname
renove node node2name
add net networ k network_address mask netmask
renpve net networ k mnetwork_address

These commands are the same as the defi ne cl ust er commands. For more
information, see "Define a Cluster with cngr " on page 333, and "Define a Cluster
with the GUI" on page 228.
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Note: If you want to rename a cluster, you must delete it and then define a new
cluster. If you have started CXFS services on the node, you must either reboot it or
reuse the cluster ID number when renaming the cluster.

However, be aware that if you already have CXFS filesystems defined and then
rename the cluster, CXFS will not be able to mount the filesystems. For more
information, see "Cannot Mount Filesystems" on page 520.

Convert a Cluster to CXFS or FailSafe with  cngr

338

To convert a cluster, use the following commands:

nmodi fy cl uster clustername
set is_failsafe to truelfalse
set is_cxfs to truelfalse
set clusterid to clusterID

* cluster is the logical name of the cluster. Logical names cannot begin with an
underscore (_) or include any whitespace characters, and can be at most 255
characters.

¢ If you are running just CXFS, setis_cxfs totrue andis_failsafe tofal se.
If you are running a coexecution cluster, set both values to t r ue.

¢ clusterid is a unique number within your network in the range 1 through 255.
The cluster ID is used by the operating system kernel to make sure that it does not
accept cluster information from any other cluster that may be on the network. The
kernel does not use the database for communication, so it requires the cluster ID
in order to verify cluster communications. This information in the kernel cannot
be changed after it has been initialized; therefore, you must not change a cluster
ID after the cluster has been defined.

For example, to convert CXFS cluster cxf s6- 8 so that it also applies to FailSafe,
enter the following:

cmgr> nmodi fy cluster cxfs6-8
Ent er conmands, when fini shed enter either "done" or "cancel"

cxfs6-8 ? set is failsafe to true
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Delete a Cluster with
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The cluster must support all of the functionalities (FailSafe and/or CXFS) that are
turned on for its nodes; that is, if your cluster is of type CXFS, then you cannot
modify a node that is part of the cluster so that it is of type Fai | Saf e or of type
CXFS and Fai | Saf e. However, the nodes do not have to support all the
functionalities of the cluster; that is, you can have a node of type CXFS in a cluster of
type CXFS and Fai | Saf e.

cnyr
To delete a cluster, use the following command:

del et e cl uster clustername

However, you cannot delete a cluster that contains nodes; you must first stop CXFS
services on the nodes and then redefine the cluster so that it no longer contains the
nodes.

For example, in normal mode:

cmgr> nmodi fy cluster cxfs6-8
Ent er conmands, when fini shed enter either "done" or "cancel"

cxfs6-8 ? renpve node cxfs6

cxfs6-8 ? renove node cxfs7

cxfs6-8 ? renpbve node cxfs8

cxfs6-8 ? done

Successfully nodified cluster cxfs6-8

crmgr> del ete cluster cxfs6-8
cmgr > show cl usters
cngr >

For example, in prompting mode:

cmgr> nmodi fy cluster cxfs6-8
Ent er conmmands, you nmay enter "done" or "cancel" at any time to exit

Cluster Notify Cnd [optional] ?
Cluster Notify Address [optional] ?
Cluster node <nornal | experinmental >[optional] ? (nornal)
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Cluster 1D ? (55)

Current nodes in cluster cxfs6-8:
Node - 1: cxfs6
Node - 2: cxfs7
Node - 3: cxfs8

Add nodes to or renpbve nodes fromcluster cxfs6-8
Enter "done" when conpleted or "cancel" to abort

cxfs6-8 ? renpve node cxfs6

cxfs6-8 ? renpve node cxfs7

cxfs6-8 ? renpve node cxfs8

cxfs6-8 ? done

Successfully nodified cluster cxfs6-8

crmgr> del ete cluster cxfs6-8

cmgr > show cl usters

cngr >

Display a Cluster with cngr
To display the clusters and their contents, use the following commands:

show clusters
show cl ust er clustername

For example, the following output shows that cluster mycl ust er has six nodes and
two private networks, permitting network failover:

cmgr > show cl uster nycl uster
Cluster Nane: mycluster
Cluster |Is Fail Safe: false
Cluster Is CXFS: true
Cluster ID 1

Cl uster CX node: nor nal

Cluster mycluster has follow ng 6 nachine(s)
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nodeA
nodeB
nodeC
nodeD
nodeE
nodeF

CXFS Fai | over Networks:
network 192.168.0.0, mask 255. 255.255.0
network 134.14.54.0, mask 255. 255.255.0

The multiple networks listed indicates that if the higher priority network should fail,
the next priority network will be used. However, the order in which the networks are
listed in this output is not an indication of priority. To determine the priority of the
networks, you must look at the NIC priorities in the node definition.

Cluster Services Tasks with  cngr

The following tasks tell you how to start and stop CXFS services and set log levels.

Start CXFS Services with cngr

To start CXFS services, and set the configuration to automatically restart CXFS
services whenever the system is rebooted, use one of the following commands:

start cx_services [on node hostname] for cluster clustername
For example, to start CXFS services on all nodes in the cluster:

crmgr> start cx_services for cluster cxfs6-8

Stop CXFS Services with cngr

When CXFS services are stopped on a node, filesystems are automatically unmounted
from that node.

007-4016-025 341



13: Reference to crgr Tasks

To stop CXFS services on a specified node or cluster, and prevent CXFS services from
being restarted by a reboot, use the following command:

stop cx_services [on node hostname] f or cl uster clustername [f orce]

A\

Note: This procedure is only recommended as needed for CXFS administration node
because it updates the cluster database and is therefore intrusive to other nodes.
When shutting down a CXFS client-only node, do not administratively stop the CXFS
services on the node Rather, let the CXFS services stop by themselves when the
client-only node is shut down.

For example:

crmgr > stop cx_services on node cxfs6 for cluster cxfs6-8
CXFS services have been deactivated on node cxfs6 (cluster cxfs6-8)

crmgr> stop cx_services for cluster cxfs6-8

After you have stopped CXFS services in a node, the node is no longer an active
member of the cluster.

Caution: If you stop CXFS services, the node will be marked as | NACTI VE and it will
therefore not rejoin the cluster after a reboot. To allow a node to rejoin the cluster,
you must restart CXFS services using cngr or the GUL

Set the Tiebreaker Node with cngr

342

A CXFS tiebreaker node determines whether a CXFS kernel membership quorum is
maintained when exactly half of the server-capable nodes can communicate with each
other. There is no default CXFS tiebreaker.
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Caution: If one of the server-capable nodes is the CXFS tiebreaker in a two
server-capable cluster, failure of that node or stopping the CXFS services on that node
will result in a cluster-wide forced shutdown. Therefore SGI recommends that you
use client-only nodes as tiebreakers so that either server could fail but the cluster
would remain operational via the other server.

The reset capability or I/O fencing with switches is mandatory to ensure data
integrity for all nodes. Clusters should have an odd number of server-capable nodes.
If you have an even number of server-capable administration nodes, define a CXFS
tiebreaker node. SGI recommends making a client-only node the tiebreaker. (See
"CXFS Recovery Issues in a Cluster with Only Two Server-Capable Nodes " on page
594.)

To set the CXFS tiebreaker node, use the modi f y command as follows:

nmodi fy cx_paraneters
[ on node nodename] in cluster clustername
set tie_breaker to hostname

To unset the CXFS tiebreaker node, use the following command:
set tie_breaker to none
For example, in normal mode:

cmgr> nmodi fy cx_parameters in cluster cxfs6-8
Ent er conmands, when fini shed enter either "done" or "cancel"

cxfs6-8 ? set tie breaker to cxfs8

cxfs6-8 ? done
Successfully nodified cx_paranmeters

For example, in prompting mode:

cmgr> nmodi fy cx_parameters in cluster cxfs6-8
(Enter "cancel" at any time to abort)

Ti e Breaker Node ? (cxfs7) cxfs8
Successfully nodified cx_paranmeters

crmgr > show cx_paraneters in cluster cxfs6-8
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_CX_TI E_BREAKER=cxf s8

Set Log Configuration with  cngr

For general information about CXFS logs, see "Set Log Configuration with the GUI"
on page 234.

Display Log Group Definitions with  cngr
Use the following command to view the log group definitions:
show | og_gr oups

This command shows all of the log groups currently defined, with the log group
name, the logging levels, and the log files.

Use the following command to see messages logged by a specific daemon on a
specific node:

show | og_group LogGroupName [ on node Nodename]

To exit from the message display, enter Cntrl - C.

Configure Log Groups with  cngr
You can configure a log group with the following command:

define | og_group log group on node adminhostname [in cluster clustername]
set log_level to log level
add log_file log file
renove log_file log file

Usage notes:
* | 0g_group can be one of the following;:

cl confd
cli
crsd

di ags

* | o0g_| evel can have one of the following values:
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— 0 gives no logging

— 1 logs notifications of critical errors and normal operation (these messages are
also logged to the SYSLOG file)

— 2 logs M ni mal notifications plus warnings
— 5 through 7 log increasingly more detailed notifications

— 10 through 19 log increasingly more debug information, including data
structures

e log file

Caution: Do not change the names of the log files. If you change the names,
eITors can Occur.

For example, to define log group cl i on node cxf s6 with a log level of 5:

crmgr> define log_group cli on node cxfs6 in cluster cxfs6-8
(Enter "cancel" at any tine to abort)

Log Level ? (11) 5

CREATE LOG FI LE OPTI ONS

1) Add Log File.

2) Renove Log File.

3) Show Current Log Files.

4) Cancel . (Aborts conmmand)

5) Done. (Exits and runs command)

Enter option:5
Successfully defined | og group cli

Modify Log Groups with cngr
Use the following command to modify a log group:
nmodi fy | og_group log_group_name on node hostname [in cluster clustername)

You modify a log group using the same commands you use to define a log group.
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For example, to change the log level of cl i to be 10, enter the following:

cmgr> nmodify log_group cli on node cxfs6 in cluster cxfs6-8

(Enter "cancel" at any tine to abort)

Log Level

2 (2) 10

MODI FY LOG FI LE OPTI ONS

1)
2)
3)
4)
5)

Add Log File.

Rermove Log Fil e.

Show Current Log Fil es.
Cancel . (Aborts conmmand)

Done. (Exits and runs command)

Enter option:5
Successfully nodified | og group cli

Revoke Membership of the Local Node with  cngr

To revoke CXFS kernel membership for the local node, such as before the forced
CXFS shutdown, enter the following on the local node:

adm n cxfs_stop

This command will be considered as a node failure by the rest of the cluster. The rest
of the cluster may then fail due to a loss of CXFS kernel membership quorum, or it
may decide to reset the failed node. To avoid the reset, you can modify the node
definition to disable the system controller status.

Allow Membership of the Local Node with  cngr

346

Allowing CXFS kernel membership for the local node permits the node to reapply for
CXFS kernel membership. You must actively allow CXFS kernel membership for the
local node in the following situations:

* After a manual revocation as in "Revoke Membership of the Local Node with
cnmgr" on page 346.

* When instructed to by an error message on the console or in / var / adm’ SYSLOG
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* After a kernel-triggered revocation. This situation is indicated by the following
message in / var / adm SYSLOG

Mermber ship lost - withdrawing from cluster
To allow CXFS kernel membership for the local node, use the following command:
crmgr> adm n cxfs_start

See also "Shutdown of the Database and CXFS" on page 399.

CXFS Filesystem Tasks with cngr

This section tells you how to define a filesystem, specify the nodes on which it may
or may not be mounted (the enabled or disabled nodes), and perform mounts and
unmounts.

A given filesystem can be mounted on a given node when the following things are
true:

® One of the following is true for the node:

— The default local status is enabled and the node is not in the filesystem’s list of
explicitly disabled nodes

— The default local status is disabled and the node is in the filesystem’s list of
explicitly enabled nodes

See "Define a CXFS Filesystem with cngr " on page 347.

* The global status of the filesystem is enabled. See "Mount a CXFS Filesystem with
cnmgr" on page 354.

Define a CXFS Filesystem with cnygr
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Use the following commands to define a filesystem and the nodes on which it may be
mounted:

define cxfs_fil esystem logical_filesystem_name [in cluster clustername]
set device_nane to devicename
set nount _poi nt to mountpoint
set nount _options to mount_options
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set force to truelfalse
set dflt _|ocal status to enabled|disabled
add cxfs_server admin_nodename
set rank to 011121..
add enabl ed_node nodename
add di sabl ed_node nodename
renmove cxfs_server admin_nodename
renove enabl ed_node nodename
renove di sabl ed_node nodename

Usage notes:

Relocation is disabled by default. Recovery and relocation are supported only
when using standby nodes. Therefore, you should only define multiple metadata
servers for a given filesystem if you are using the standby node model. See
"Relocation" on page 20.

The list of potential metadata servers for any given filesystem must all run the
same operating system type.

cxfs_fil esyst emcan be any logical name. Logical names cannot begin with an
underscore (_) or include any whitespace characters, and can be at most 255
characters.

Note: Within the GUI, the default is to use the last portion of the device name; for
example, for a device name of / dev/ cxvm d76l un0s0, the GUI will
automatically supply a logical filesystem name of d761 un0s0. The GUI will
accept other logical names defined with cngr but the GUI will not allow you to
modify a logical name; you must use cngr to modify the logical name.

devi ce_nane is the device name of an XVM volume that will be shared among
all nodes in the CXFS cluster. The name must begin with / dev/ cxvn . For more
information, see XVM Volume Manager Administrator’s Guide.

mount _poi nt is a directory to which the specified XVM volume will be attached.
This directory name must begin with a slash (/). For more information, see the
nmount man page.

mount _opti ons are options that are passed to the mount command and are used
to control access to the specified XVM volume. For a list of the available options,
see the f st ab man page.
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f or ce controls what action CXFS takes if there are processes that have open files
or current directories in the filesystem(s) that are to be unmounted. If set to t r ue,
then the processes will be killed and the unmount will occur. If set to f al se, the
processes will not be killed and the filesystem will not be unmounted. The force
option off (set to t r ue) by default.

df It _I ocal _st at us defines whether the filesystem can be mounted on all
unspecified nodes or cannot be mounted on any unspecified nodes. You can then
use the add enabl ed_node or add di sabl ed_node commands as necessary to
explicitly specify the nodes that differ from the default. There are multiple
combinations that can have the same result.

For example, suppose you had a cluster with 10 nodes (nodel through nodel0).
You could use the following methods:

— If you want the filesystem to be mounted on all nodes, and want it to be
mounted on any nodes that are later added to the cluster, you would specify:

set dflt_local _status to enabl ed

— If you want the filesystem to be mounted on all nodes except node5, and want
it to be mounted on any nodes that are later added to the cluster, you would
specify:

set dflt_local _status to enabl ed
add di sabl ed_node cxfsb

— If you want the filesystem to be mounted on all nodes except node5, and you
also do not want it to be mounted on any nodes that are later added to the
cluster, you would specify:

set dflt _local _status to disabled
add enabl ed_node cxfsl
add enabl ed_node cxfs2
add enabl ed_node cxfs3
add enabl ed_node cxfs4
add enabl ed_node cxfs6
add enabl ed_node cxfs7
add enabl ed_node cxfs8
add enabl ed_node cxfs9
add enabl ed_node cxfsl10
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— If you want the filesystem to be mounted on node5 through node10 and on
any future nodes, you could specify:

set dflt_local _status to enabl ed
add di sabl ed_node cxfsl
add di sabl ed_node cxfs2
add di sabl ed_node cxfs3
add di sabl ed_node cxfs4

To actually mount the filesystem on the enabled nodes, see "Mount a CXFS
Filesystem with cmgr " on page 354.

e cxfs_server adds or removes the specified CXFS administration node name to
the list of potential metadata servers.

Note: After a filesystem has been defined in CXFS, running nkf s on it will cause
errors to appear in the system log file. To avoid these errors, run nkf s before
defining the filesystem in CXFS, or delete the CXFS filesystem before running nkf s.
See "Delete a CXFS Filesystem with cngr " on page 360.

The following examples shows two potential metadata servers for the f s1 filesystem;
if cxf s6 (the preferred server, with rank 0) is not up when the cluster starts or later
fails or is removed from the cluster, then cxf s7 (rank 1) will be used. The filesystem
is mounted on all nodes.

Note: Although the list of metadata servers for a given filesystem is ordered, it is
impossible to predict which server will become the server during the boot-up cycle
because of network latencies and other unpredictable delays.

For example, in normal mode:

cmgr> define cxfs_filesystemfsl in cluster cxfs6-8

cxfs_filesystemfsl ? set device_nanme to /dev/cxvnl d76] un0s0O
cxfs filesystemfsl ? set nount_point to /mts/fsl
cxfs filesystemfsl ? set force to fal se

cxfs filesystemfsl ? add cxfs_server cxfs6

Enter CXFS server paraneters, when finished enter "done" or "cancel"

CXFS server - cxfs6 ? set rank to O
CXFS server - cxfs6 ? done
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cxfs filesystemfsl ? add cxfs_server cxfs7
Ent er CXFS server paraneters, when finished enter

CXFS server - cxfs7
CXFS server - cxfs7
cxfs_filesystemfsl
cxfs_filesystemfsl done

Successfully defined cxfs_filesystemfsl

set rank to 1

?
? done
?
?

cmgr> define cxfs_filesystemfs2 in cluster cxfs6-8

cxfs_filesystemfs2 ?
cxfs_filesystemfs2 ?
cxfs filesystemfs2 ? set force to fal se

cxfs filesystemfs2 ? add cxfs_server cxfs8

Ent er CXFS server paraneters, when finished enter

set mount _point to /mts/fs2

CXFS server -
CXFS server -

cxfs8 ? set rank to O

cxfs8 ? done

"done" or

"done" or

"cancel "

set dflt_local _status to enabled

set device nane to /dev/cxvm d76l unOsl

"cancel "

cxfs filesystemfs2 ? set dflt_local _status to enabl ed

cxfs_filesystemfs2 ? done
Successfully defined cxfs_fil esystemfs2

For example, in prompting mode:

cmgr> define cxfs_filesystemfsl in cluster cxfs6-8
(Enter "cancel" at any tine to abort)

Devi ce ? /dev/cxvm d761 un0OsO

Mount Point ? /mts/fsl

Mount Options[optional] ?

Use Forced Unmount ? <true|false> ? fal se

Def ault Local Status <enabl ed| di sabl ed> ? (enabl ed)

DEFI NE CXFS FI LESYSTEM OPTI ONS
0) Modify Server.

1) Add Server.
2) Renove Server.
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3)
4)
5)
6)
7)
8)
9)

Add Enabl ed Node.

Renove Enabl ed Node.

Add Di sabl ed Node.

Renove Di sabl ed Node.

Show Current | nformation.
Cancel . (Aborts conmmand)

Done. (Exits and runs comrand)

Enter option:1

No current

servers

Server Node ? cxfs6
Server Rank ? 0O

0)
1)
2)
3)
4)
5)
6)
7)
8)
9)

Modi fy Server.

Add Server.

Renmove Server.

Add Enabl ed Node.

Renove Enabl ed Node.

Add Di sabl ed Node.

Renove Di sabl ed Node.

Show Current |nformation.
Cancel . (Aborts conmmand)

Done. (Exits and runs command)

Enter option:1
Server Node ? cxfs7
Server Rank ? 1

0)
1)
2)
3)
4)
5)
6)
7)
8)
9)

352

Modi fy Server.

Add Server.

Renmove Server.

Add Enabl ed Node.

Renove Enabl ed Node.

Add Di sabl ed Node.

Renove Di sabl ed Node.

Show Current | nformation.
Cancel . (Aborts conmand)

Done. (Exits and runs command)
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Enter option:9
Successfully defined cxfs_filesystemfsl

crmgr> define cxfs_filesystemfs2 in cluster cxfs6-8
(Enter "cancel" at any tine to abort)

Device ? /dev/cxvm d771 unOsl

Mount Point ? /mts/fs2

Mount Options[optional] ?

Use Forced Unmount ? <true|false> ? fal se

Def ault Local Status <enabl ed| di sabl ed> ? (enabl ed)

DEFI NE CXFS FI LESYSTEM OPTI ONS

0) Modify Server.

1) Add Server.

2) Renobve Server.

3) Add Enabl ed Node.

4) Renove Enabl ed Node.

5) Add Di sabl ed Node.

6) Renove Di sabl ed Node.

7) Show Current |nformation.

8) Cancel. (Aborts command)

9) Done. (Exits and runs command)

Enter option:1

Server Node ? cxfs8
Server Rank ? 0O

0) Modify Server.

1) Add Server.

2) Renobve Server.

3) Add Enabl ed Node.

4) Renove Enabl ed Node.

5) Add Di sabl ed Node.

6) Renove Di sabl ed Node.

7) Show Current |nformation.
8) Cancel. (Aborts command)
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Enter option:9

(Exits and runs conmand)

Successfully defined cxfs_fil esystemfs2

Mount a CXFS Filesystem with cngr

To mount a filesystem on the enabled nodes, enter the following;:

adm n cxfs_nmount cxfs_fil esystem logical_filesystem_name [ on node nodename] [in cluster clustername]

This command enables the global status for a filesystem; if you specify the nodename, it
enables the local status. (The global status is only affected if a node name is not
specified.) For a filesystem to mount on a given node, both global and local status
must be enabled; see "CXFS Filesystem Tasks with crgr " on page 347.

Nodes must first be enabled by using the defi ne cxfs_fil esystemand nodify
cxfs_fil esyst emcommands; see "Define a CXFS Filesystem with cngr " on page
347, and "Modify a CXFS Filesystem with cngr " on page 355.

For example, to activate the f 1 filesystem by setting the global status to enabl ed,
enter the following:

cmgr> adm n cxfs_mount cxfs_filesystemfsl in cluster cxfs6-8

The filesystem will then be mounted on all the nodes that have a local status of
enabl ed for this filesystem.

To change the local status to enabl ed, enter the following:

cmgr> admi n cxfs_mount cxfs_filesystemfsl on node cxfs7 in cluster cxfs6-8

354

If the filesystem’s global status is di sabl ed, nothing changes. If the filesystem’s
global status is enabl ed, the node will mount the filesystem as the result of the
change of its local status.

Note: If CXFS services are not active, mounting a filesystem will not completely
succeed. The filesystem will be marked as ready to be mounted but the filesystem
will not actually be mounted until you have started CXFS services. For more
information, see "Start CXFS Services with cngr " on page 341.
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Unmount a CXFS Filesystem with cngr
To unmount a filesystem, enter the following:
adm n cxfs_unmount cxfs_fil esystem filesystemname [ on node nodename] [in cluster clustername]

Unlike the nodi fy cxfs_fil esyst emcommand, this command can be run on an
active filesystem.

For example, to deactivate the f 1 filesystem by setting the global status to di sabl ed,
enter the following:

crmgr> adm n cxfs_unmount cxfs_filesystemfsl in cluster cxfs6-8

The filesystem will then be unmounted on all the nodes that have a local status of
enabl ed for this filesystem.

To change the local status to di sabl ed, enter the following:
cmgr> adm n cxfs_unmount cxfs_filesystemfsl on node cxfs7 in cluster cxfs6-8

If the filesystem’s global status is di sabl ed, nothing changes. If the filesystem’s
global status is enabl ed, the node will unmount the filesystem as the result of the
change of its local status.

Modify a CXFS Filesystem with cngr

Note: You cannot modify a mounted filesystem.

Use the following commands to modify a filesystem:

nmodi fy cxfs_fil esystem logical_filesystem_name [in cl uster clustername]
set device_nane to devicename
set nount _poi nt to mountpoint
set nount _options to options
set force to truelfalse
set dflt _|ocal status to enabled|disabled
add cxfs_server servername
set rank to 0I1121...
nodi fy cxfs_server servername
set rank to 011121...
add enabl ed_node nodename
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add di sabl ed_node nodename
renmove cxfs_server nodename
renove enabl ed_node nodename
renove di sabl ed _node nodename

These are the same commands used to define a filesystem; for more information, see
"Define a CXFS Filesystem with cngr " on page 347.

For example, in normal mode:

crmgr > show cxfs_filesystemfsl in cluster cxfs6-8

Nane: fsl

Devi ce: /dev/cxvm d761 un0s0
Mount Point: /mts/fsl

Forced Unmount: fal se

d obal Status: disabled
Default Local Status: enabled

Server Nanme: cxfs6

Rank: 0
Server Nanme: cxfs7
Rank: 1

Di sabled Cient: cxfs8

cmgr> nmodify cxfs_filesystemfsl in cluster cxfs6-8
Ent er conmands, when fini shed enter either "done" or "cancel"

cxfs filesystemfs3 ? nodify cxfs_server cxfs6
Enter CXFS server paraneters, when finished enter "done" or "cancel"

Current CXFS server cxfs6 paraneters:
rank : O

CXFS server - cxfs6 ? set rank to 2

CXFS server - cxfs6 ? done

cxfs_filesystemfsl ? done

Successfully nodified cxfs_filesystemfsl
cmgr > show cxfs_filesystemfsl in cluster cxfs6-8

Nanme: fsi
Devi ce: /dev/cxvni d76l un0sO
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Mount Point: /mts/fsl

Forced Unmount: fal se

d obal Status: disabled
Default Local Status: enabled

Server Nanme: cxfs6

Rank: 2
Server Nanme: cxfs7
Rank: 1

Di sabled Client: cxfs8
In prompting mode:
crmgr > show cxfs_filesystemfsl in cluster cxfs6-8

Nane: fsl

Devi ce: /dev/cxvm d761 un0s0
Mount Point: /mts/fsl

Forced Unmount: fal se

d obal Status: disabled
Default Local Status: enabled

Server Nanme: cxfs6

Rank: 0
Server Nanme: cxfs7
Rank: 1

Di sabled Client: cxfs8

cmgr> nodify cxfs_filesystemfsl in cluster cxfs6-8
(Enter "cancel" at any time to abort)

Device ? (/dev/cxvm d761 un0s0)

Mount Point ? (/mmts/fsl)

Mount Options[optional] ?

Use Forced Unnount ? <true|false> ? (false)

Def ault Local Status <enabl ed|di sabl ed> ? (enabl ed)

MODI FY CXFS FI LESYSTEM OPTI ONS

0) Modify Server.
1) Add Server.
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2) Renove Server.

3) Add Enabl ed Node.

4) Renove Enabl ed Node.

5) Add Di sabl ed Node.

6) Renove Di sabl ed Node.

7) Show Current |nformation.

8) Cancel. (Aborts command)

9) Done. (Exits and runs command)

Enter option:0

Current servers:

CXFS Server 1 - Rank: O Node: cxfs6
CXFS Server 2 - Rank: 1 Node: cxfs7

Server Node ? cxfs6
Server Rank ? (0) 2

0) Modify Server.

1) Add Server.

2) Renove Server.

3) Add Enabl ed Node.

4) Renove Enabl ed Node.

5) Add Di sabl ed Node.

6) Renove Di sabl ed Node.

7) Show Current |nformation.

8) Cancel. (Aborts command)

9) Done. (Exits and runs comrand)

Enter option:7
Current settings for filesystem (fsl)
CXFS servers:
Rank 2 Node cxfs6
Rank 1 Node cxfs7

Default local status: enabl ed

No explicitly enabled clients
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Explicitly disabled clients:

Di sabl ed Node:

0)
1)
2)
3)
4)
5)
6)
7)
8)
9)

cxfs8

Modi fy Server.

Add Server.

Renmove Server.

Add Enabl ed Node.

Renove Enabl ed Node.

Add Di sabl ed Node.

Renove Di sabl ed Node.

Show Current | nfornmation.
Cancel . (Aborts conmmand)

Done. (Exits and runs comrand)

Enter option:9
Successfully nodified cxfs_filesystemfs3

Relocate the Metadata Server for a Filesystem with

cnyr

If relocation is explicitly enabled in the kernel with the cxfs_r el ocati on_ok
systune (see "Relocation” on page 20), you can relocate a metadata server to another
node using the following command if the filesystem must be mounted on the system
that is running cnyr :

adm n cxfs_rel ocate cxfs_fil esystem filesystem_name t o node nodename [in cluster clustername]

Note: This function is only available on a live system.

To relocate the metadata server from cxf s6 to cxf s7 for f s1 in cluster cxf s6- 8,
enter the following:

cmgr> admin cxfs_relocate cxfs_filesystemfsl to node cxfs7 in cluster

cxfs6-8

CXFS kernel membership is not affected by relocation. However, users may experience
a degradation in filesystem performance while the metadata server is relocating.

For more details, see "Modify a CXFS Filesystem with cngr " on page 355.
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Delete a CXFS Filesystem with cngr
Use the following command to delete a filesystem:
del ete cxfs_fil esystem filesystemname [in cluster clustername]
For example:

cmgr> delete cxfs_filesystemfs2 in cluster cxfs6-8

Switches and I/0O Fencing Tasks with  cnyr

The following tasks let you configure switches and I/O fencing. For general
information, see "Fence" on page 30.

Note: Nodes without system controllers require I/O fencing to protect data integrity.
A switch is mandatory to support I/O fencing; therefore, multiOS CXFS clusters
require a switch. See the release notes for supported switches.

Define a Switch with cngr

This section describes how to use the cnmgr command to define a new Brocade switch
to support I/O fencing in a cluster.

Note: To define a switch other than a Brocade switch, such as a QLogic switch, you
must use the GUI or the cxf s_adni n or haf ence(1M) commands. (You cannot use
the cngr command to completely define a switch other than Brocade.) See "Create a
Switch with cxf s_adni n" on page 297 and "Using haf ence to Manipulate a Switch"
on page 385.

To define a new Brocade switch, use the following command:
define switch switch_hostname user nanme username password password [ mask mask]
Usage notes:

* swit ch specifies the hostname of the Fibre Channel switch; this is used to
determine the IP address of the switch.
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* user nane specifies the user name to use when sending a t el net message to the
switch.

¢ passwor d specifies the password for the specified username.
¢ mask specifies one of the following:

— A list of ports in the switch that will never be fenced. The list has the
following form, beginning with the # symbol and separating each port number
with a comma::

#port, port, port. . .

Each port is a decimal integer in the range 0 through 1023. For example, the
following indicates that port numbers 2, 4, 5, 6, 7, and 23 will never be fenced:

#2,4,5,6,7,23

— A hexadecimal string that represents ports in the switch that will never be
fenced. Ports are numbered from 0. If a given bit has a binary value of 0, the
port that corresponds to that bit is eligible for fencing operations; if 1, then the
port that corresponds to that bit will always be excluded from any fencing
operations. For an example, see Figure 11-5 on page 239.

CXFS administration nodes automatically discover the available HBAs and, when
fencing is triggered, fence off all of the Fibre Channel HBAs when the Fence or
FenceReset fail action is selected. However, masked HBAs will not be fenced.
Masking allows you to prevent the fencing of devices that are attached to the SAN
but are not shared with the cluster, to ensure that they remain available regardless
of CXFS status. You would want to mask HBAs used for access to tape storage, or
HBAs that are only ever used to access local (nonclustered) devices.

For example, using the direct port-number specification method:
crmgr > define switch ptg-brocade usernane adm n password password nmask #2,4,5,7, 65
Or, using the hexadecimal bitmask method:

crmgr > define switch ptg-brocade usernane admi n password password nask 200000000000000F4
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Modify a Switch Definition with  cngr

To modify the user name, password, or mask for a Brocade switch, use the following
command:

nodi fy switch switch_hostname user name username password password [ mask mask]

The arguments are the same as for "Define a Switch with cngr " on page 360.

Note: To modify the definition of another type of switch, such as QLogic, you must
use the GUI, haf ence(1M), or cxf s_adm n(1M) commands. See "Using haf ence to
Manipulate a Switch" on page 385.

For example, to change the mask for switch pt g- br ocade from A4 to 0 (which
means that all of the ports on the switch are eligible for fencing), enter the following:

cmgr> nodi fy switch ptg-brocade usernane admi n password password nmask 0O

Raise the I/O Fence for a Node with cngr

Raising an I/O fence isolates the node from the SAN; CXFS sends a messages via the
t el net protocol to the switch and disables the port. After the node is isolated, it
cannot corrupt data in the shared CXFS filesystem. Use the following command:

admi n fence rai se [ node nodename]

nodename is the name of the node to be isolated.

For example, to isolate the default node, enter the following:
crmgr> admi n fence raise

To isolate node Node3, enter the following:

crmgr> admin fence rai se node Node3
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Lower the 1/0 Fence for a Node with  cngr

To lower the I/O fence for a given node in order to reenable the port, allowing the
node to connect to the SAN and access the shared CXFS filesystem, use the following
command:

adm n fence | ower [node nodename]

nodename is the name of the node to be reconnected.

For example, to provide access for the default node, enter the following:
crmgr> admi n fence | owner

To provide access for node Node3, enter the following:

crmgr> adnmin fence | ower node Node3

Update Switch Port Information with  cngr

To update the mappings in the cluster database between the host bus adapters
(HBAs) and switch ports, use the following command:

adm n fence update

You should run this command if you reconfigure any switch or add ports.

Delete a Switch Definition with  cngr
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To delete a switch, use the following command:
del ete sw tch switch_hostname

switch_hostname is the hostname of the Fibre Channel switch; this is used to determine
the IP address of the switch.

For example:

crmgr > del ete switch ptg-brocade
Successful |y updated switch config.
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Show Switches with cngr
To display the switches in the system, use the following command:
show swi t ches
To show the switches for a given node, use the following command:
show swi t ch hostname
For example:

cmgr > show switch ptg-brocade
Swi t ch[ 0]
*Host name pt g- brocade Usernane adnin Password password Mask O
Vendor BROCADE Number of ports 8
0000000000000000 Reset
210000e08b0102c6 Reset
210000e08b01f ec5 Reset
210000e08b019dc5 Reset
210000e08b0113ce Reset
210000e08b027795 Reset thunp
210000e08b019ef O Reset
210000e08b022242 Reset

~No oo~ WwWwNNBEFE O

Query Switch Status with  cngr
To query the status of each port on the switch, use the following command:
adm n fence query
For example:

crmgr> adm n fence query
Switch[ 0] "brocade04" has 16 ports
Port 4 type=FABRI C st atus=enabl ed hba=210000e08b0042d8 on host 0200c
Port 5 type=FABRI C st atus=enabl ed hba=210000e08b00908e on host cxfs30
Port 9 type=FABRI C st atus=enabl ed hba=2000000173002d3e on host cxfssun3

For more verbose display, (which shows all ports on the switch, rather than only
those attached to nodes in the default cluster), use the following command:

admi n fence query verbose
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For example:

crmgr> admin fence query verbose
Swi t ch[ 0]

Por t
Por t
Por t
Por t
Por t
Por t
Por t
Por t
Por t
Por t
Por t
Por t
Por t
Por t
Por t
Por t

0

© 0O NO UL WN P

e ol
b wWN RO

"brocade04" has 16 ports
t ype=FABRI C st at us=enabl ed
t ype=FABRI C st at us=enabl ed
t ype=FABRI C st at us=enabl ed
t ype=FABRI C st at us=enabl ed
t ype=FABRI C st at us=enabl ed
t ype=FABRI C st at us=enabl ed
t ype=FABRI C st at us=enabl ed
t ype=FABRI C st at us=enabl ed
t ype=FABRI C st at us=enabl ed
t ype=FABRI C st at us=enabl ed
t ype=FABRI C st at us=enabl ed
t ype=FABRI C st at us=enabl ed
t ype=FABRI C st at us=di sabl ed
t ype=FABRI C st at us=enabl ed
t ype=FABRI C st at us=enabl ed
t ype=FABRI C st at us=enabl ed

Script Example

hba=2000000173003b5f
hba=2000000173003adf
hba=210000e08b023649
hba=210000e08b021249
hba=210000e08b0042d8
hba=210000e08b00908e
hba=2000000173002d2a
hba=2000000173003376
hba=2000000173002c0b
hba=2000000173002d3e
hba=2000000173003430
hba=200900a0b80c13c9
hba=0000000000000000
hba=200d00a0b80c2476
hba=1000006069201e5b
hba=1000006069201e5b

on
on
on
on
on
on
on
on
on
on
on
on
on
on
on
on

host
host
host
host
host
host
host
host
host
host
host
host
host
host
host
host

UNKNOVWN
UNKNOVWN
UNKNOVWN
UNKNOVWN
0200c
cxfs30
UNKNOVWN
UNKNOVWN
UNKNOVWN
cxfssun3
UNKNOVWN
UNKNOVWN
UNKNOVWN
UNKNOVWN
UNKNOVWN
UNKNOVWN

The following script defines a three-node cluster of type CXFS. The nodes are of type

CXFS.

Note: This example only defines one network interface. The hostname is used here

for simplicity; however, you may wish to use the IP address instead to avoid
confusion. This example does not address the system controller definitions.
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#!/usr/cluster/bin/cngr -if
#
#Script to define a three-node cluster

def i ne node cxfs6
set hostnane to cxfs6
set is_cxfs to true
set operating_systemto irix
set node function to server_adnmn
add ni c cxfsé6
set heartbeat to true
set ctrl_nsgs to true
set priority to 1
done
done

defi ne node cxfs7
set hostnane to cxfs7
set is_cxfs to true
set operating_systemto irix
set node function to server_adnmn
add nic cxfs7
set heartbeat to true
set ctrl_nsgs to true
set priority to 1
done
done

defi ne node cxfs8
set hostnane to cxfs8
set is_cxfs to true
set operating_systemto irix
set node function to server_admn
add ni c cxfs8
set heartbeat to true
set ctrl_nsgs to true
set priority to 1
done
done
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define cluster cxfs6-8
set is_cxfs to true
set is failsafe to true
set clusterid to 20
add node cxfs6
add node cxfs7
add node cxfs8
done
qui t

After running this script, you would see the following output:

Successful ly defined node cxfs6
Successful ly defined node cxfs7
Successful ly defined node cxfs8

Successfully defined cluster cxfs6-8

The following script defines two filesystems; f s1 is mounted on all but node cxf s8,
and f s2 is mounted on all nodes:

#!/usr/cluster/bin/cngr -if
# Script to define two fil esystens
# Define fsl, do not nmobunt on cxfs8
define cxfs_filesystemfsl in cluster cxfs6-8
set device nane to /dev/cxvnl d761 un0s0O
set mount_point to /mts/fsl
set force to false
add cxfs_server cxfs6
set rank to O
done
add cxfs_server cxfs7
set rank to 1
done
set dflt | ocal status to enabl ed
add di sabl ed_node cxfs8
done
#
# Define fs2, mount everywhere
define cxfs_filesystemfs2 in cluster cxfs6-8
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set device nane to /dev/cxvnl d76l unOsl
set mount_point to /mts/fs2

set force to false

add cxfs_server cxfs8

set rank to O

done

set dflt_local _status to enabl ed

done

Creating a cngr Script Automatically

368

After you have configured the cluster database, you can use the
bui | d_cngr _scri pt command to automatically create a cngr script based on the
contents of the cluster database. The generated script will contain the following:

* Node definitions

® Cluster definition

e Switch definitions

* CXEFS filesystem definitions

® Parameter settings

¢ Any changes made using either the cnmgr command or the GUI
¢ FailSafe information (in a coexecution cluster only)

As needed, you can then use the generated script to recreate the cluster database after
performing a cdbreinit.

Note: You must execute the generated script on the first node that is listed in the
script. If you want to execute the generated script on a different node, you must
modify the script so that the node is the first one listed.

By default, the generated script is named:
/var/cluster/hal/tnp/cngr_create_cl ust er _clustername_processID
You can specify an alternative pathname by using the - 0 option:

bui Il d_cngr_script [-o script_pathname)
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For more details, see the bui | d_cngr_scri pt man page.

For example:

# /var/cluster/cngr-scripts/build_cnmgr_script -o /tnmp/ newcdb

Bui | ding cngr script for cluster clusterA .

buil d_cnmgr_script: Generated cngr script is /tnp/ newcdb

The example script file contents are as follows; note that because nodekE is the first
node defined, you must execute the script on nodeE:

#!/usr/cluster/bin/cngr -f

# Node nodeE definition
defi ne node nodeE

set hostnane to nodeE. aneri cas. sgi .

set operating_systemto IR X
set is failsafe to fal se
set is_cxfs to true
set node function to server_adnmn
set nodeid to 5208
set reset_type to powerCycle
add ni ¢ nodeE
set heartbeat to true
set ctrl_nsgs to true
set priority to 1
done
done

# Node nodeD definition
defi ne node nodeD

set hostnane to nodeD. aneri cas. sgi .

set operating_systemto IR X
set is failsafe to fal se
set is_cxfs to true
set node function to server_admn
set nodeid to 5181
set reset_type to powerCycle
add ni ¢ nodeD
set heartbeat to true
set ctrl_nsgs to true
set priority to 1
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done
done

# Node nodeF definition
defi ne node nodeF
set hostnane to nodeF. anmericas. sgi.com
set operating_systemto IR X
set is failsafe to fal se
set is_cxfs to true
set node_function to server_admn
set nodeid to 5401
set reset_type to powerCycle
add ni ¢ nodeF
set heartbeat to true
set ctrl_nsgs to true
set priority to 1
done
done

# Define cluster and add nodes to the cluster
define cluster clusterA

set is failsafe to fal se

set is_cxfs to true

set cx_node to nornal

set clusterid to 35
done

nmodi fy cluster clusterA
add node nodeD
add node nodeF
add node nodeE
done

set cluster clusterA

define cxfs_filesystemfsil
set device nane to /dev/cxvm fsl
set mount_point to /fsl
set force to false
set dflt _local status to enabl ed
add cxfs_server nodeE
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done

set rank to 1
done
add cxfs_server nodeD
set rank to 2
done
add cxfs_server nodeF
set rank to O
done

define cxfs_fil esystem fs2
set device nane to /dev/cxvm fs2

done

set nmount_point to /fs2

set force to fal se

set dflt | ocal _status to enabl ed

add cxfs_server nodeE
set rank to 1

done

add cxfs_server nodeD
set rank to 2

done

add cxfs_server nodeF
set rank to O

done

define cxfs_fil esystem fs2
set device _nane to /dev/cxvm fs2

done

set mount_point to /fs2

set force to fal se

set dflt _local status to enabl ed

add cxfs_server nodeE
set rank to 1

done

add cxfs_server nodeD
set rank to 2

done

add cxfs_server nodeF
set rank to O

done
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# Setting CXFS paraneters
nodi fy cx_paraneters

set tie_breaker to none
done

qui t
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Administration and Maintenance

When a CXFS filesystem is mounted, you must perform cluster administration from
an active metadata server if you are using the GUI or cngr . (You cannot use cngr on
a client-or connect the GUI to a client-only node.) When filesystems are not mounted,
you can perform administration tasks using the cxf s_admi n command or the cngr
command when logged into any CXFS administration node (one that is installed with
the cxf s_cl ust er product), or when the CXFS GUI is connected to any CXFS
administration node. You can also use cxf s_admi n from a server-capable node that
has permission to access the CXFS cluster database.

Note: You should perform reconfiguration and/or cluster manipulation (such as
adding or deleting filesystems or nodes) on a scheduled cluster maintenance shift and
not during production hours. You should stop CXFS services on an administration
node before performing maintenance on a node.

The following are the same in CXFS and XFS:

* Disk concepts

¢ Filesystem concepts

¢ User interface

¢ Filesystem creation

For more information about these topics, see IRIX Admin: Disks and Filesystems.
The rest of this chapter discusses the following topics:

® "CXFS Release Versions and Rolling Upgrades" on page 375

¢ "Upgrading From 3.4.1 Or Earlier" on page 381

e "Manual CXFS Start/Stop" on page 382

* "CXFS and Cluster Administration Initialization Commands" on page 383
e "Using haf ence to Manipulate a Switch" on page 385

e "CXFS Port Usage" on page 387

¢ "CXFS chkconfi g Arguments" on page 387
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374

"Configuring Real-Time Filesystems For IRIX Nodes" on page 390
"Granting Task Execution Privileges to Users" on page 390
"Transforming an Existing Node into a Client-Only Node" on page 391
"CXFS Mount Scripts” on page 392

"Unmounting | of s File Systems" on page 394

"Using t el net and I/O Fencing" on page 394

"Using f sr and xfs_fsr" on page 395

"Using cr on in a CXFS Cluster” on page 395

"Using Hierarchical Storage Management (HSM) Products" on page 395
"Discovering the Active Metadata Server for a Filesystem" on page 396
"Metadata Server Recovery" on page 398

"Shutdown of the Database and CXFS" on page 399

"Avoiding a CXFS Restart at Reboot" on page 405

"Log File Management" on page 406

"Volume Management" on page 408

"Disk Management" on page 408

"Filesystem Maintenance” on page 410

"Dump and Restore" on page 412

"Site-Changeable System Tunable Parameters" on page 414

"Restricted System Tunable Parameters" on page 420

"Hardware Changes and 1/O Fencing" on page 431

"Configuring Private Network Failover" on page 432

"Removing and Restoring Cluster Members" on page 439

"Discovering the WWNs" on page 446
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* "Mapping XVM Volumes to Storage Targets" on page 446
e "Switching Between SG RDAC and SG AVT Mode for SGI RAID" on page 447

See also Chapter 15, "Cluster Database Management" on page 449.

Note: If you have upgraded directly from IRIX 6.5.12f or earlier, you must manually
convert you filesystem definitions to the new format. See "IRIX: Converting
Filesystem Definitions for Upgrades" on page 130.

CXFS Release Versions and Rolling Upgrades
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To identify compatible CXFS releases, see the CXFS MultiOS Software Compatibility
Matrix that is posted on Supportfolio.

Beginning with CXFS 3.2, SGI lets you upgrade of a subset of nodes from X.anything
to X.anything within the same major-release thread (X). This policy lets you to keep
your cluster running and filesystems available during the temporary upgrade process.

You must upgrade all server-capable nodes before upgrading any client-only nodes
(servers must run the same or later release as client-only nodes.) After the upgrade
process is complete, all nodes should be running the same major-level release X.Y
(such as 4.0), or any minor-level release with the same major level X.Y.anything (such
as 4.0.3).

Caution: Although clients that are not upgraded might continue to function in the
CXFS cluster without problems, new CXFS functionality may not be enabled until all
clients are upgraded and SGI does not provide support for any CXFS problems
encountered on the clients that are not upgraded.

SGI recommends the following for server-capable nodes in a production cluster:
* Run the latest CXFS release.

¢ Run a release that is the same or later than the release run by client-only nodes.
(The only exception is if the release in question does not apply to the
server-capable nodes.)

* Run the same minor-level release (such as 4.0.3) on all server-capable nodes.
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Using the 3.4.2 release as an example, a production cluster could contain
server-capable nodes running 3.4.2 and client-only nodes running 3.4, 3.4.1, and 3.4.2;
it could contain client-only nodes running 3.4.3 only because there was no server
platforms included in 3.4.3. It should not contain any nodes running 3.3.

General Upgrade Procedure

376

Before you start an upgrade, you should save the CXFS configuration as a precaution
before making changes and acquire new CXFS server-side licenses (if required). See
Chapter 15, "Cluster Database Management" on page 449, and Chapter 4, "CXFS
License Keys" on page 69.

To upgrade a CXFS cluster, do the following:

1.
2.

Ensure all server-capable nodes are running the same software release.

Upgrade the standby node, which is a server-capable administration node that is
configured as a potential metadata server for a given filesystem, but does not
currently run any applications that will use that filesystem.

For the next server-capable node, move all CXFS filesystems running on it to the
standby node (making the standby node now the active metadata server for those
filesystems). Run chkconfi g cluster off and then reset the node to force
recovery.

Note: When performing upgrades, you should not make any other configuration
changes to the cluster (such as adding new nodes or filesystems) until the
upgrade of all nodes is complete and the cluster is running normally.

Upgrade the server-capable node.

Return the upgraded server-capable node to the cluster. Run chkconfi g
cluster on and reset the node.

Note: Skip steps 6, 7, and 8 if your cluster has only two server-capable nodes.

For the next server-capable node, move all CXFS filesystems running on it to the
standby node (making the standby node now the active metadata server for those
filesystems). Run chkconfi g cluster off and then reset the node to force
recovery.
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7. Upgrade the server-capable node.

8. Return the upgraded server-capable node to the cluster. Run chkconfi g
cluster on and reset the node.

If your cluster has additional server-capable nodes, repeat steps 6 through 8 for
each remaining server-capable node.

9. Return the first CXFS filesystem to the server-capable node that you want to be
its metadata server (make it the active metadata server).

10. Return the next CXFS filesystem to the server-capable node that you want to be
its metadata server (make it the active metadata server).

Repeat this step as needed for each CXFS filesystem.
11. Upgrade the client-only nodes.

Note: There are issues when upgrading from releases prior to 3.4.2 if you have more
than two server-capable nodes. See "Upgrading From 3.4.1 Or Earlier" on page 381.

Example Upgrade Process

The following figures show an example upgrade procedure for a three-node cluster
with two filesystems (f s1 and f s2), in which all nodes are running CXFS 4.0 at the
beginning and NodeB is the standby node.
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378

@ starting configuration, all nodes running 4.0:

© Upgrade NodeB to 4.1:

NodeA NodeB NodeC NodeD
Server-Capable Server-Capable Server-Capable Client-only
4.0 4.0 4.0 4.0
fs1 (MDS) fs1 (P) fs1 (C) fs1 (C)
fs2 (P) fs2 (C) fs2 (MDS) fs2 (C)
NodeA NodeB NodeC NodeD
Server-Capable Server-Capable Server-Capable Client-only
4.0 4.1 4.0 4.0
fs1 (MDS) fs1 (P) fs1 (C) fs1 (C)
fs2 (P) fs2 (C) fs2 (MDS) fs2 (C)

© Upgrade NodeA to 4.1:

NodeA NodeB NodeC NodeD
Server-Capable Server-Capable Server-Capable Client-only
4.0 4.1 4.0 4.0
fs1 (MDS) fs1 (C) fs1 (C)
fs2 (C) fs2 (MDS) fs2 (C)
NodeA NodeB NodeC NodeD
Server-Capable Server-Capable Server-Capable Client-only
4.1 4.1 4.0 4.0
fs1 (MDS) fs1 (C) fs1 (C)
fs2 (C) fs2 (MDS) fs2 (C)

MDS = active metadata server

P = potential metadata server

C =client

Figure 14-1 Example Rolling Upgrade Procedure (part 1)

e On NodeA, run chkconfi g cluster off andthen reset NodeA to force recovery of fs1 onto NodeB:
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e On NodeA, run chkconfi g cl uster on and then reset NodeA:
Ensure that there will be no 1/O that will be restarted from NodeA to fsl1 or fs2 after NodeA is reset.

NodeA NodeB NodeC NodeD
Server-Capable Server-Capable Server-Capable Client-only
4.1 4.1 4.0 4.0
fs1 (P) fs1 (MDS) fs1 (C) fs1 (C)
fs2 (P) fs2 (C) fs2 (MDS) fs2 (C)

e On NodeC, run chkconfi g cluster off andthen reset NodeC to force recovery of fs2 onto NodeA:

@ Ungrade NodeC to 4.1:

e On NodeC, run chkconfi g cluster on andthen reset NodeC:
Ensure that there will be no I/O that will be restarted from NodeC to fs2 after NodeC is reset.

Key:

MDS = active metadata server
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NodeA NodeB NodeC NodeD
Server-Capable Server-Capable Server-Capable Client-only
4.1 4.1 4.0 4.0
fs1 (P) fs1 (MDS) fs1 (C)
fs2 (MDS) fs2 (C) fs2 (C)
NodeA NodeB NodeC NodeD
Server-Capable Server-Capable Server-Capable Client-only
4.1 4.1 4.1 4.0
fs1 (P) fs1 (MDS) fs1 (C)
fs2 (MDS) fs2 (C) fs2 (C)

NodeA NodeB NodeC NodeD
Server-Capable Server-Capable Server-Capable Client-only
4.1 4.1 4.1 4.0
fs1 (P) fs1 (MDS) fs1 (C) fs1 (C)
fs2 (MDS) fs2 (C) fs2 (P) fs2 (C)

P = potential metadata server

Figure 14-2 Example Rolling Upgrade Procedure (part 2)

C =client
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@ To return the active metadata server for fs2 to NodeC, reset NodeA:
Ensure that there will be no 1/O that will be restarted from NodeA to fs2 after NodeA is reset.

NodeA NodeB NodeC NodeD
Server-Capable Server-Capable Server-Capable Client-only
4.1 4.1 4.0 4.0
fs1 (P) fs1 (MDS) fs1 (C) fs1 (C)
fs2 (P) fs2 (C) fs2 (MDS) fs2 (C)
@ To return the active metadata server for fs1 to NodeA, reset NodeB:
NodeA NodeB NodeC NodeD
Server-Capable Server-Capable Server-Capable Client-only
4.1 4.1 4.1 4.0
fs1 (MDS) fs1 (P) fs1 (C) fs1 (C)
fs2 (P) fs2 (C) fs2 (MDS) fs2 (C)

@ Upgrade the client-only NodeD to 4.1 (repeat for all other client-only nodes):

NodeA NodeB NodeC NodeD
Server-Capable Server-Capable Server-Capable Client-only
4.1 4.1 4.1 4.1
fs1 (MDS) fs1 (P) fs1 (C) fs1 (C)
fs2 (P) fs2 (C) fs2 (MDS) fs2 (C)

Key:

MDS = active metadata server P = potential metadata server C = client
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Upgrading From 3.4.1 Or Earlier

007-4016-025

If you have a cluster with more than two server-capable nodes and you are
upgrading from CXFS 3.4.1 or earlier to CXFS 3.4.2 or later, you must install the new
CXFS software according to the age of the server-capable node, from youngest to
oldest. Use the the cl conf _i nf o command to display the age of the nodes. If the
Age fields are the same, use the Cel | | D field, installing from highest Cel I I D
number to lowest Cel | | D number.

For example, suppose all of the nodes in the cluster are server-capable nodes and the
output from cl conf _i nf o is as follows:

[root @vcxfsl ~]# clconf_info
Event at [2006-06-20 11:20: 25]

Menber shi p since Tue Jun 20 11:20:25 2006

Node Nodel D St at us Age Cell'I D
mvexf sl 1 up 1 0
mvexf s2 2 inactive - 1
mvexf s7 7 DOMWN - 4
mvexfsl6 16 up 2 3
mvexfsl7 17 up 1 2

1 CXFS Fil eSystens
/ dev/ cxvm vol ume_A1s0 on / CXFS/ vol une_Al enabled server=(nvcxfsl) 2
client(s)=(nmvcxfsl7, mvexfsl6) status=UP

Therefore, the order of installation would be as follows, from first to last:
1. nvexfsl7 (because it is the newest, with Age=1 and Cel | | D=2)
2. nvexfsl
3. mvcxfsl6 (because it is the oldest, with Age=2)

You should install the new software on mvcxf s2 and mvcxf s7 before they rejoin the
cluster.
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Manual CXFS Start/Stop

382

On administration nodes, the /et c/init. d/ cl uster (IRIX) or

/etc/init.d/ cxfs_cluster (SGI ProPack) script will be invoked automatically
during normal system startup and shutdown procedures; on client-only nodes, the
scriptis /et c/init.d/ cxfs_client. This script starts and stops the processes
required to run CXFS.

To start up CXFS processes manually, enter the following commands:
¢ On an administration node:
- IRIX:

# letc/init.d/cluster start

Starting cluster services: fs2d cnond cad crsd
# letc/init.d/ cxfs start

Starting CXFS O uster services:

Starting cl confd:

— SGI ProPack:

# /etc/init.d/ cxfs cluster start
Starting cluster services: fs2d cnond cad crsd [ &K ]
# /etc/init.d/ cxfs start

® On an IRIX client-only node:

# /etc/init.d/ cxfs client start
cxfs _client daenon started

® On an SGI ProPack client-only node:

# /etc/init.d/cxfs client start

Loadi ng cxfs nodul es: [ &K ]
Mounting devfs fil esystens: [ &K ]
Starting cxfs client: [ &K ]

To stop CXFS processes manually , enter the following command:
® On an administration node:
- IRIX:

# /etc/init.d/ cxfs stop
# /etc/init.d/cluster stop
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— SGI ProPack:

# /etc/init.d/ cxfs stop
# /etc/init.d/ cxfs_cluster stop

® On an IRIX client-only node:

# /etc/init.d/ cxfs_client stop
Shutting down CXFS client

® On an SGI ProPack client-only node:

# /etc/init.d/ cxfs_client stop
St oppi ng cxfs client: [ &K ]

Note: There is also a rest art option that performs a stop and then a start.

To see the current status of the CXFS processes, use the st at us argument. For
example, the following output shows that cxfs_cl i ent is running:

# /etc/init.d/cxfs_client status
cxfs_client (pid 3226) is running...

The output in the following example shows that the CXFS client is stopped on a
client-only node:

# /etc/init.d/cxfs_client status
cxfs_client is stopped

CXFS and Cluster Administration Initialization Commands

Table 14-1 summarizes the / et ¢/ i ni t. d initialization commands used for the CXFS
control daemon and the cluster administration daemons. Paths may differ between
IRIX and SGI ProPack systems.
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Table 14-1 CXFS and Cluster Administration Initialization Commands

IRIX

SGI ProPack

Description

letcli

letcli

letcli

letcli

letcli

letcli

letcli

letcli

nit.

nit

nit.

nit.

nit.

nit.

nit.

nit.

d/cluster start

.d/cxfs start

d/ cluster stop

d/ cxfs stop

d/cluster restart

d/cxfs restart

d/ cl uster status

d/ cxfs status

/etc/init.d/ cxfs cluster start

letcli

letcli

letcli

letcli

letcli

letcli

letcli

nit

nit.

ni t

nit.

nit.

nit

nit.

.d/cxfs start

d/ cxfs_cluster stop

.d/ cxfs stop

d/cxfs_cluster restart

d/ cxfs start

.d/cxfs_cluster status

d/ cxfs status

Starts the f s2d, cnond,
cad, and cr sd (the
cluster administration
daemons) on the local
node

Starts cl conf d (the
CXFS control daemon)
on the local node

Stops f s2d, cnond,
cad, and cr sd on the
local node

Stops CXFS in the kernel
(which withdraws
membership) and

cl conf d on the local
node

Restarts the cluster
administration daemons
on the local node

Restarts ¢l conf d on the
local node

Gives status (r unni ng
or st opped) of f s2d,
cnond, cad, and cr sd
on the local node

Gives status (r unni ng
or st opped) of

cl conf d on the local
node

384

007-4016-025



CXFS™ Administration Guide for SGI® InfiniteStorage

Using haf ence to Manipulate a Switch

To add or modify a switch:

lusr/cluster/bin/hafence -a -s switchname -u username -p password - m mask [-L wvendor]

To raise the fence for a node:

[ usr/cluster/bin/hafence -r nodename

To lower the fence for a node:

[ usr/cluster/bin/hafence -1

nodename

To query switch status:

/usr/cluster/bin/hafence -q -s switchname

Usage notes:
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- a adds or changes a switch in cluster database
-1 lowers the fence for the specified node

- L specifies the vendor name, which loads the appropriate plug-in library for the
switch. If you do not specify the vendor name, the default is br ocade

- mspecifies one of the following:

— A list of ports in the switch that will never be fenced. The list has the

following form, beginning with the # symbol, separating each port number
with a comma, and enclosed within quotation marks:

“#port, port, port. .. "

Each port is a decimal integer in the range 0 through 1023. For example, the
following indicates that port numbers 2, 4, 5, 6, 7, and 23 will never be fenced:

-m"#2,4,5,6,7, 23"

A hexadecimal string that represents ports in the switch that will never be
fenced. Ports are numbered from 0. If a given bit has a binary value of 0, the
port that corresponds to that bit is eligible for fencing operations; if 1, then the
port that corresponds to that bit will always be excluded from any fencing
operations. For an example, see Figure 11-5 on page 239.
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CXFS administration nodes automatically discover the available HBAs and, when
fencing is triggered, fence off all of the Fibre Channel HBAs when the Fence or
FenceReset fail action is selected. However, masked HBAs will not be fenced.
Masking allows you to prevent the fencing of devices that are attached to the SAN
but are not shared with the cluster, to ensure that they remain available regardless
of CXFS status. You would want to mask HBAs used for access to tape storage, or
HBAs that are only ever used to access local (nonclustered) devices.

* - p specifies the password for the specified username.
® - queries switch status
* -r raises the fence for the specified node

® -5 specifies the hostname of the Fibre Channel switch; this is used to determine
the IP address of the switch.

® - u specifies the user name to use when sending a t el net message to the switch.

For example, the following defines a QLogic switch named nyql swi t ch and uses no
masking:

# /usr/cluster/bin/hafence -a -s nyqlswitch -u admin -p *** -L glogic

The above command line will attempt to load the | i bcrf _vendor. so library, which
must be installed in a directory that is searched by dl open(3), which is usually
/usr/1ib on SGI ProPack systems and / usr/ | i b32 on IRIX systems. However, the
shared library search path is platform dependent and site configurable; therefore, it
may be somewhere else if the LD_LI BRARY_PATH environment variable has been set.
See the dl open(3) man page for details.

The following masks port numbers 2 and 3:

# /usr/cluster/bin/hafence -a -s nmyqlswitch -u adnin -p *** -m"#2,3" -L glogic

386

The following lowers the fence for cl i ent 1:

# lusr/cluster/bin/hafence -1 clientl

The following raises the fence for cl i ent 1:

# lusr/cluster/bin/hafence -r clientl

The following queries port status for all switches defined in the cluster database:

# [usr/cluster/bin/hafence -q
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CXFS Port Usage

For more information, see the haf ence(1M) man page. See the release notes for
supported switches.

CXFS uses the following ports:
¢ Fencing requires TCP port 23 for t el net access
¢ The RPC port mapper requires UDP port 111 and TCP port 111

® The f s2d daemon is RPC-based and is dynamically assigned on a TCP port in the
range of 600-1023. The instance of f s2d that determines the cluster database
membership also uses TCP port 5449.

¢ The crsd daemon defaults to UDP port 7500 and is set in / et ¢/ ser vi ces:
sgi -crsd 7500/ tcp

* The CXFS kernel uses ports 5450 through 5453 (TCP for ports 5450 and 5451, UDP
for ports 5052 and 5053)

* The server-capable node that is the quorum leader uses UDP port 5449.
¢ The cad daemon defaults to TCP port 9000 and is set in / et ¢/ ser vi ces:
sgi - cad 9000/ tcp

For more information, see Appendix C, "IP Filtering for the CXFS Private Network"
on page 597.

CXFS chkconfi g Arguments
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Table 14-2 summarizes the CXFS chkconf i g arguments for IRIX and SGI ProPack
nodes. These settings are not normally manipulated by the administrator; they are set
or unset by the CXFS GUI or cngr . These settings only control the processes, not the
cluster. Stopping the processes that control the cluster will not stop the cluster (that
is, will not drop the cluster membership or lose access to CXFS filesystems and
cluster volumes), and starting the processes will start the cluster only if the CXFS
services are marked as activated in the database.
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Note: cxfs_cl ust er controls different daemons on IRIX than it does on SGI
ProPack.

On SGI ProPack nodes, chkconf i g settings are saved by updating various symbolic
links in the / et ¢/ r c. n directories.

The following shows the settings of the arguments on IRIX and SGI ProPack
administration nodes:

e [RIX:
irix# chkconfig | grep cluster
cluster on
cxfs_cluster on

e SQGI ProPack:

[root @inux root]# chkconfig --list | grep cxfs fam

cxfs_cluster 0: of f 1: of f 2:0n 3:0n 4:0n 5:0n 6: of f
cxfs 0: of f 1: of f 2:0n 3:0n 4:0n 5:0n 6: of f
fam 0: of f 1: of f 2:0n 3:0n 4:0n 5:0n 6: of f
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Table 14-2 CXFS chkconfi g Arguments

IRIX Admin

Client-Only
SGI ProPack (IRIX or SGI
Admin ProPack) Description

cl uster

cxfs _cluster

N/A

N/A

cxfs_cluster N/A Controls the cluster administration daemons
(fs2d, crsd, cad, and crnond). If this
argument is turned of f, the database daemons
will not be started at the next reboot and the
local copy of the database will not be updated if
you make changes to the cluster configuration
on the other nodes. This could cause problems
later, especially if a majority of nodes are not
running the database daemons. If the database
daemons are not running, the cluster database
will not be accessible locally and the node will
not be configured to join the cluster.

cxfs N/A Controls the cl conf d daemon and whether or
not the cxf s_shut down command is used
during a system shutdown. The
cxf s_shut down command attempts to
withdraw from the cluster gracefully before
rebooting. Otherwise, the reboot is seen as a
failure and the other nodes have to recover
from it.

Note: cl conf d cannot start unless f s2d is
already running.

N/A cxfs client Controls whether or not the cxfs_cli ent
daemon should be started

fam N/A Starts the file alteration monitoring (f am
service, which is required to use the CXFS GUI
on SGI ProPack nodes
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Configuring Real-Time Filesystems For IRIX Nodes

CXFS can write to real-time files in real-time volumes on IRIX nodes. For more details
about real-time volumes, see the XVM Volume Manager Administrator’s Guide.

When creating the CXFS filesystem, be aware of the following:

¢ To maintain appropriate performance of the real-time filesystem, do not flag
unwritten extents. Use the following command:

irix# nkfs xfs -d unwitten=0

¢ Set the real-time extent size to a large value for maximum performance.This
parameter should be a multiple of the basic filesystem block size, and can vary
between 4 KB to 1 GB. SGI recommends 128 MB. You can set this value with the
following command:

irix# nkfs_xfs -r extsize=size_of real-time_extent

¢ Use a large value for block size. Linux systems are not capable of accessing
filesystems with block size larger than the system page size. If the filesystem is to
be accessible by all nodes in the cluster, its block size must be the lowest common
denominator.

You can set this value with the following command:

irix# nkfs_xfs -b size=blocksize

Granting Task Execution Privileges to Users

390

The CXFS GUI lets you grant or revoke access to a specific GUI task for one or more
specific users. By default, only r oot may execute tasks in the GUI. Access to the task
is only allowed on the node to which the GUI is connected; if you want to allow
access on another node in the pool, you must connect the GUI to that node and grant
access again.

Note: You cannot grant or revoke tasks for users with a user ID of 0.

CXFS GUI tasks and the cngr commands operate by executing underlying privileged
commands that are normally accessible only to r oot . When granting access to a task,
you are in effect granting access to all of its required underlying commands, which
results in also granting access to the other GUI tasks that use the same underlying
commands. The cxfs_adm n command provides similar functionality with the

al | o] deny subcommands.
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For instructions about granting or revoking CXFS GUI privileges, see "Privileges
Tasks with the GUI" on page 252.

To see which tasks a specific user can currently access, select View: Users. Select a
specific user to see details about the tasks available to that user.

To see which users can currently access a specific task, select View: Task Privileges.
Select a specific task to see details about the users who can access it and the
privileged commands it requires.

Transforming an Existing Node into a Client-Only Node

If you are upgrading to 6.5.19f from 6.5.17f or earlier and you want to change an
existing node with weight 1 (which as of 6.5.18f was defined as a server-capable
administration node) to be a client-only node, you must do the following:

1.

2
3
4.
5
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Ensure that the node is not listed as a potential metadata server for any filesystem.

. Stop the CXFS services on the node.

. Modify the cluster so that it no longer contains the node.

Delete the node definition.

. Install the node with the cxfs_cl i ent package and remove the

cluster_adm n, cluster_control, and cl ust er _servi ces packages.

Reboot the node to ensure that all previous node configuration information is
removed.

Redefine the node and use a node function of client-only.
Modify the cluster so that it contains the node.

Start the CXFS services on the node.
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CXFS Mount Scripts

Scripts are provided for execution prior to and after a CXFS filesystem is mounted or
unmounted on the following platforms:

® On server-capable nodes:

/var/cluster/cl confd-scripts/cxfs-pre-nmount
/var/cluster/cl confd-scripts/cxfs-post-nount
/var/cluster/cl confd-scripts/cxfs-pre-unount
/var/cluster/cl confd-scripts/cxfs-post-unmount

The cl conf d daemon executes the above scripts.
¢ On client-only nodes:

[var/cluster/cxfs_client-scripts/cxfs-pre-nount
[var/cluster/cxfs_client-scripts/cxfs-post-nount
/var/cluster/cxfs_client-scripts/cxfs-pre-unount
/var/cluster/cxfs_client-scripts/cxfs-post-unount

The cxfs_cl i ent daemon executes the above scripts.

The scripts are used by CXFS to ensure that LUN path failover works properly after
fencing by executing the following:

/etc/init.d/failover stop
/etc/init.d/failover start

These scripts can be customized to suit a particular environments. For example, an
application could be started when a CXFS filesystem is mounted by extending the
cxfs-post - mount script. The application could be terminated by changing the
cxfs-pre-unmount script.

On IRIX and SGI ProPack nodes, these scripts also allow you to use NFS to export the
CXEFS filesystems listed in / et ¢/ export s if they are successfully mounted.

The appropriate daemon executes these scripts before and after mounting or
unmounting CXFS filesystems specified in the / et ¢/ export s file. The files must be
named exactly as above and must have r oot execute permission.
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Note: The / et ¢/ export s file describes the filesystems that are being exported to
NES clients. If a CXFS mount point is included in the export s file, the empty mount
point is exported unless the filesystem is re-exported after the CXFS mount using the
cxfs- post - mount script.

The / et ¢/ export s file cannot contain any filesystems managed by FailSafe.

The following arguments are passed to the files:

¢ cxfs-pre-nount: filesystem device name

¢ cxfs-post-nount: filesystem device name and exit code
¢ cxfs-pre-unmount: filesystem device name

¢ cxfs-post-unmunt: filesystem device name and exit code

Because the filesystem name is passed to the scripts, you can write the scripts so that
they take different actions for different filesystems; because the exit codes are passed
to the post files, you can write the scripts to take different actions based on success

or failure of the operation.

The cl confd or cxfs_client daemon checks the exit code for these scripts. In the
case of failure (nonzero), the following occurs:

e For cxfs-pre-nmount and cxfs- pre-unount, the corresponding mount or
unmount is not performed.

e For cxfs-post-mount and cxf s- post - unount, cl conf d will retry the entire
operation (including the - pr e- script) for that operation.

This implies that if you do not want a filesystem to be mounted on a host, the
cxfs-pre-nount script should return a failure for that filesystem while the
cxf s- post - nount script returns success.

The following script is run when needed to reprobe the Fibre Channel controllers:
® On server-capable nodes:

/var/cluster/cl confd-scripts/cxfs-reprobe
¢ On client-only nodes:

/var/cluster/cxfs_client-scripts/cxfs-reprobe
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You may modify any of these scripts if needed.

Unmounting | of s File Systems

You must unmount | of s mounts of a CXFS filesystem before attempting to unmount
the CXFS filesystem. You can use a script such as the following to unexport and
locally unmount an | of s filesystem:

#! / bi n/ ksh
#/ var/ cl uster/cl confd-scripts/cxfs-pre-unmunt
echo "$0: Preparing to unmpunt CXFS file system\"$1\""
MNTPNT=' mount | grep "$1 " | cut -f 3 -d" "'
print "MNTPNT $MNTPNT"
if [ -n"${MNTPNT}" ] ; then
lofslist="mount | grep "type lofs’ | grep "${MNTPNT}" | nawk '{print $3}"°

set -e
for lofs in ${lofslist}
do

echo "$0: unnounting $I of s"
umount -k $l ofs

done

if /usr/etc/exportfs | /sbin/grep -q "${MNTPNT}" ; then
echo "$0: unexporting $MNTPNT"
/usr/etc/exportfs -u ${ MNTPNT}

fi

fi

Using t el net and I/O Fencing

If there are problems with a node, the I/O fencing software sends a message via the

t el net protocol to the appropriate Fibre Channel switch. The switch only allows one
t el net session at a time; therefore, if you are using 1/O fencing, you must keep the

t el net port on the Fibre Channel switch free at all times. Do not perform a t el net
to the switch and leave the session connected.
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Using fsr and xfs_fsr

The IRIX f sr and the Linux xf s_f sr commands can only be used on the active
metadata server for the filesystem; the bul kst at system call has been disabled for
CXEFS clients. You should use f sr or xf s_f sr manually, and only on the active
metadata server for the filesystem.

Using cron in a CXFS Cluster

The cr on daemon can cause severe stress on a CXFS filesystem if multiple nodes in a
cluster start the same filesystem-intensive task simultaneously. An example of such a
task is one that uses the fi nd command to search files in a filesystem.

Any task initiated using cr on on a CXFS filesystem should be launched from a single
node in the cluster, preferably from the active metadata server.

Using Hierarchical Storage Management (HSM) Products
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CXFS supports the use of hierarchical storage management (HSM) products through
the data management application programming interface (DMAPI), also know as
X/Open Data Storage Management Specification (XSDM). An example of an HSM
product is the Data Migration Facility (DMF). DMF is the only HSM product
currently supported with CXFS.

Note: CXFS does not support the relocation or recovery of DMAPI filesystems that
are being served by SGI ProPack metadata servers.

The HSM application must make all of its DMAPI interface calls through the active
metadata server. The CXFS client nodes do not provide a DMAPI interface to CXFS
mounted filesystems. A CXFS client routes all of its communication to the HSM
application through the metadata server. This generally requires that the HSM
application run on the CXFS metadata server.

To use HSM with CXFS, do the following;:

* Install eoe. sw. dmi on each CXFS administration node. For client-only nodes, no
additional software is required.

¢ Use the dm option when mounting a filesystem to be managed.
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e Start the HSM application on the active metadata server for each filesystem to be
managed.

Discovering the Active Metadata Server for a Filesystem

You can discover the active metadata server using the CXFS GUI, cxf s_admi n, or
cl conf _info.

Metadata Server Discovery with the CXFS GUI
Do the following;:
1. Select View: Filesystems

2. In the view area, click the name of the filesystem you wish to view. The name of
the active metadata server is displayed in the details area to the right.

Figure 14-4 shows an example.
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File Edit Tasks

Domain: ‘M |@

IElEs)

88 2 % B

1
3

View: ‘ Filesystems

~|

& @@ marix
- i louisville

— ) Idevicaviburps0
— i) /devioxvmiburps2
— ) fdevicomiburpss
— ) Idevicaviburpsd

i} Filesystem: louisville

Full Path: /hwixvmiclusterfvolilouisville/dataichar

Mount Point: /test/slugger
Mount Options: (none)
Mount: Enabled
Size (blocks): 84227
Blocks Free: 84163
Block Size: 4095
Status: Mounted
Type: CXFS

— i) /devioxvmiburpss
— ) Idevicomiburpst

Volume
Device Name

Active $ ey T btipaT
metadata — i) /devioxvmiburpss
server — ) Idevicovmiburpsd

— ) Idevicavmiburps 10
— i) /devioxvmiburps 11
) Idevicvmiburps 12
—f rdev/dskidks0d1s0

Metadata Server

Cluster:

: volflouisyille

: fdew/cxvmilouisville
s trinity

malriz

Potential Metadata Servers:

Ordar [Mame of Node
0 trinity
Client Nodes:
[Mame of Mode  [Mount [Status
[’[i trinity Enabled Mounted

Applicable Tasks:

Figure 14-4 Window Showing the Metadata Server

Metadata Server Discovery with

clconf _info

You can use the ¢l conf i nf 0 command to discover the active metadata server for a
given filesystem. For example, the following shows that cxf s7 is the metadata

server:

cxfs6 # clconf_info

Event at [2004-04-16 09: 20: 59]
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Menber shi p since Fri

Apr 16 09:20: 56 2004

Node St at us Age Cell'I D
cxfs6 up 0 2
cxfs7 7 up 0 1
cxfs8 up 0 0

1 CXFS Fil eSystens

/ dev/ cxvmi concat0 on /concatO0 enabled server=(cxfs7) 2 client(s)=(cxfs8,cxfsb)

Metadata Server Recovery
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Note: Recovery is supported only when using standby nodes.

If the node acting as the metadata server for a filesystem dies, another node in the list
of potential metadata servers will be chosen as the new metadata server. This assumes
that at least two potential metadata servers are listed when you define a filesystem.

The metadata server that is chosen must be a filesystem client; other filesystem clients
will experience a delay during the relocation process. Each filesystem will take time

to recover, depending upon the number of active inodes; the total delay is the sum of
time required to recover each filesystem. Depending on how active the filesystems are
at the time of recovery, the total delay could take up to several minutes per filesystem.

If a CXFS client dies, the metadata server will clean up after the client. Other CXFS
clients may experience a delay during this process. A delay depends on what tokens,
if any, that the deceased client holds. If the client has no tokens, then there will be no
delay; if the client is holding a token that must be revoked in order to allow another
client to proceed, then the other client will be held up until recovery returns the failed
nodes tokens (for example, in the case where the client has the write token and
another client wants to read). The actual length of the delay depends upon the
following:

* The total number of exported inodes on the metadata server

e CXFS kernel membership situation
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¢ Whether any servers have died
¢ Where the servers are in the recovery order relative to recovering this filesystem

The deceased CXFS client is not allowed to rejoin the CXFS kernel membership until
all metadata servers have finished cleaning up after the client.

Shutdown of the Database and CXFS

This section tells you how to perform the following:

® "Cluster Database Shutdown" on page 399

* "Normal CXFS Shutdown: Stop CXFS Services" on page 401

* "Forced CXFS Shutdown: Revoke Membership of Local Node" on page 403

If there are problems, see Chapter 20, "Troubleshooting” on page 495. For more
information about states, Chapter 18, "Monitoring Status" on page 471.

Cluster Database Shutdown
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A cluster database shutdown terminates the following user-space daemons that manage
the cluster database:

cad

cl confd
cnond
crsd
fs2d

After shutting down the database on a node, access to the shared filesystems remains
available and the node is still a member of the cluster, but the node is not available
for database updates. Rebooting of the node results in a restart of all services
(restarting the daemons, joining cluster membership, enabling cluster volumes, and
mounting CXFS filesystems.
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To perform a cluster database shutdown, enter the following:
e JRIX:

irix# /etc/init.d/cluster stop
e SGI ProPack:

[root@inux root]# /etc/init.d/cxfs_cluster stop

If you also want to disable the daemons from restarting at boot time, enter the
following:

e JRIX:
irix# chkconfig cluster off
e SGI ProPack:
[root @i nux root]# chkconfig cxfs_cluster off

For more information, see "CXFS chkconfi g Arguments" on page 387.

Node Status and Cluster Database Shutdown

400

A cluster database shutdown is appropriate when you want to perform a
maintenance operation on the node and then reboot it, returning it to ACTI VE status.

If you perform a cluster database shutdown, the node status will be DOAN, which has
the following impacts:

* The DOMWN node is still considered part of the cluster, but unavailable.

* The DOWN node does not get cluster database updates; however, it will be notified
of all updates after it is rebooted.

Missing cluster database updates can cause problems if the kernel portion of CXFS
is active. That is, if the node continues to have access to CXFS, the node’s kernel
level will not see the updates and will not respond to attempts by the remaining
nodes to propagate these updates at the kernel level. This in turn will prevent the
cluster from acting upon the configuration updates.
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Restart the Cluster Database

To restart the cluster database, enter the following:
e IRIX:

# letc/init.d/cluster start
e SGI ProPack:

# /etc/init.d/ cxfs cluster start

Normal CXFS Shutdown: Stop CXFS Services
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You should perform a normal CXFS shutdown when you want to stop CXFS services
on a node and remove it from the CXFS kernel membership quorum. A normal CXFS
shutdown does the following:

¢ Unmounts all the filesystems except those for which it is the active metadata
server; those filesystems for which the node is the active metadata server will
become inaccessible from the node after it is shut down.

* Terminates the CXFS kernel membership of this node in the cluster.
* Marks the node as | NACTI VE.

The effect of this is that cluster disks are unavailable and no cluster database updates
will be propagated to this node. Rebooting the node leaves it in the shutdown state.

If the node on which you shut down CXFS services is an active metadata server for a
filesystem, then that filesystem will be recovered by another node that is listed as one
of its potential metadata servers. The server that is chosen must be a filesystem client;
other filesystem clients will experience a delay during the recovery process.

If the node on which the CXFS shutdown is performed is the sole potential metadata
server (that is, there are no other nodes listed as potential metadata servers for the
filesystem), then you should use unmount the filesystem from all nodes before
performing the shutdown.

To perform a normal CXFS shutdown, for example enter the following cngr
command:

cngr> stop cx_services on node nodename for cluster clustername
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You could also use the CXFS GUI; see "Stop CXFS Services with the GUI" on page
232. If you are using cxf s_adni n, you can disable individual nodes with the
di sabl e command.

Note: This action deactivates CXFS services on one node, forming a new CXFS kernel
membership after deactivating the node. If you want to stop CXFS services on
multiple nodes, you must enter this command multiple times or perform the task
using the GUL

After you stop CXFS services on a node, the node is marked as inactive and is no
longer used when calculating the CXFS kernel membership. See "Node Status" on
page 478.

Node Status and Stopping CXFS Services

After performing stopping CXFS services on a node, its state will be | NACTI VE;
therefore, it will not impact CXFS kernel membership quorum calculation. See
"Normal CXFS Shutdown: Stop CXFS Services" on page 401.

When You Should Not Perform Stop CXFS Services

You should not stop CXFS services under the following circumstances:

e On the local node, which is the CXFS administration node on which the cluster
manager is running or the node to which the CXFS GUI is connected

¢ If stopping CXFS services on the node will result in loss of CXFS kernel
membership quorum

¢ If the node is the only available metadata server for one or more active CXFS
filesystems

If you want to perform a CXFS shutdown under these conditions, you must perform
a forced CXFS shutdown. See "Forced CXFS Shutdown: Revoke Membership of Local
Node" on page 403.
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Rejoining the Cluster after a Stopping CXFS Services

The node will not rejoin the cluster after a reboot. The node will rejoin the cluster
only when CXFS services are explicitly reactivated with the CXFS GUI (see "Start
CXFS Services with the GUI" on page 231) or the following command:

cngr> start cx_services on node nodename for cluster clustername

In cxf s_admi n, you can disable individual nodes with the di sabl e command.

Forced CXFS Shutdown: Revoke Membership of Local Node
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A forced CXFS shutdown (or administrative CXFS stop) is appropriate when you want to
shutdown the local node even though it may drop the cluster below its CXFS kernel
membership quorum requirement.

CXFS does the following:
e Shuts down all CXFS filesystems on the local node

* Attempts to access the CXFS filesystems result in I/O error (you may need to
manually unmount the filesystems)

* Removes this node from the CXFS kernel membership
e Marks the node as DOAN
e Disables access from the local node to cluster-owned XVM volumes.

* Treats the stopped node as a failed node and executes the failure action defined
for the node in the cluster database (r eset, f ence, f encer eset, or shut down).

Caution: A forced CXFS shutdown may cause the cluster to fail if the cluster drops
below CXFS kernel membership quorum.

If you do a forced CXFS shutdown on an active metadata server, it loses membership
immediately. At this point another potential metadata server must take over (and
recover the filesystems) or quorum is lost and a forced shutdown follows on all nodes.

If you do a forced CXFS shutdown that forces a loss of quorum, the remaining part of
the cluster (which now must also do an administrative stop) will not reset the
departing node.
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To perform an administrative stop, enter the following cngr command to revoke the
CXFS kernel membership of the local node:

cmgr> adm n cxfs_stop

This action can also be triggered automatically by the kernel after a loss of CXFS
kernel membership quorum.

You can also perform this action with the CXFS GUI; see "Revoke Membership of the
Local Node with the GUI" on page 236. If you are using cxf s_admni n, you can
disable individual nodes with the di sabl e| enabl e subcommands.

Node Status and Forced CXFS Shutdown

After a forced CXFS shutdown, the node is still considered part of the configured
cluster and is taken into account when propagating the cluster database (these
services are still running) and when computing the cluster database (f s2d)
membership quorum (this could cause a loss of quorum for the rest of the cluster,
causing the other nodes to do a forced CXFS shutdown). The state is | NACTI VE.

It is important that this node stays accessible and keeps running the cluster
infrastructure daemons to ensure database consistency. In particular, if more than half
the nodes in the pool are down or not running the infrastructure daemons, cluster
database updates will stop being propagated and will result in inconsistencies. To be
safe, you should remove those nodes that will remain unavailable from the cluster
and pool.

Rejoining the Cluster after a Forced CXFS Shutdown

404

After a forced CXFS shutdown, the local node will not resume CXFS kernel
membership until the node is rebooted or until you explicitly allow CXFS kernel
membership for the local node for example by entering the following cngr command:

crmgr> adm n cxfs_start

You can also perform this step with the CXFS GUI; see "Allow Membership of the
Local Node with the GUI" on page 237. In cxf s_admi n, you can disable individual
nodes with the di sabl e| enabl e subcommands.

If you perform a forced CXFS shutdown on a CXFS administration node, you must
restart CXFS on that node before it can return to the cluster. If you do this while the
cluster database still shows that the node is in a cluster and is activated, the node will
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restart the CXFS kernel membership daemon. Therefore, you may want to do this
after resetting the database or after stopping CXFS services.

Reset Capability and a Forced CXFS Shutdown

A\

Caution: If you perform an administrative CXFS stop on an administration node with
system reset capability and the stop will not cause loss of cluster quorum, the node
will be reset (rebooted) by the appropriate node.

For more information about resets, see "Reset" on page 34.

Avoiding a CXFS Restart at Reboot
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If the following chkconf i g arguments are turned off, the ¢l conf d and
cxfs_client daemons on CXFS administration nodes and client-only nodes,
respectively, will not be started at the next reboot and the kernel will not be
configured to join the cluster:

e [RIX administration nodes: cxfs_cl ust er
e SGI ProPack administration nodes: cxf s
¢ C(Client-only nodes: cxfs_cl i ent

It is useful to turn these arguments off before rebooting if you want to temporarily
remove the nodes from the cluster for system or hardware upgrades or for other
maintenance work.

For example, do the following:
e JRIX administration node:

irix# [etc/chkconfig cxfs_cluster off
irix# /etc/chkconfig cluster off
irix# reboot

e SGI ProPack administration node:

[root @i nux root]# /sbin/chkconfig cxfs off
[root @i nux root]# /sbin/chkconfig cxfs_cluster off
[root @i nux root]# reboot
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For more information, see "CXFS chkconfi g Arguments" on page 387.

Log File Management

CXFS log files should be rotated at least weekly so that your disk will not become
full. This section discusses the following:

¢ "Rotating Log Files on SGI ProPack" on page 406
e '"Rotating All Log Files on IRIX Server-Capable Nodes" on page 406
¢ "Rotating Large Log Files on IRIX" on page 407

For information about log levels, see "Configure Log Groups with the GUI" on page
235.

Rotating Log Files on SGI ProPack

On SGI ProPack, a package that provides CXFS daemons also supplies scripts to
rotate the log files for those daemons.

SGI places the following scripts in / et ¢/ | ogr ot at e. d for server-capable nodes:

/etc/logrotate.d/cluster_adnmn
/etc/logrotate.d/cluster_control
/etc/logrotate.d/ cxfs_cluster

SGI places the following script in / et ¢/ | ogr ot at e. d for client-only nodes:
/etc/logrotate.d/ cxfs_client

To customize log rotation, edit the supplied CXFS log rotation scripts mentioned
above.

Rotating All Log Files on IRIX Server-Capable Nodes

On IRIX server-capable nodes, you can run the
/var/cluster/cmgr-scripts/rotatel ogs script to copy all files to a new
location (this script works regardless of the configuration tool used). This script saves
log files with the day and the month name as a suffix. If you run the script twice in
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one day, it will append the current log file to the previous saved copy. The r oot
cront ab file has an entry to run this script weekly.

The script syntax is as follows:
/var/cluster/cngr-scripts/rotatelogs [-h] [-d|-u]

If no option is specified, the log files will be rotated. Options are as follows:

-h Prints the help message. The log files are not rotated and other options
are ignored.
-d Deletes saved log files that are older than one week before rotating the

current log files. You cannot specify this option and - u.

-u Unconditionally deletes all saved log files before rotating the current
log files. You cannot specify this option and - d.

By default, the r ot at el ogs script will be run by cr ont ab once a week, which is
sufficient if you use the default log levels. If you plant to run with a high debug level
for several weeks, you should reset the cr ont ab entry so that the r ot at el ogs
script is run more often.

On heavily loaded machines, or for very large log files, you may want to move
resource groups and stop CXFS services before running r ot at el ogs.

Rotating Large Log Files on IRIX

On IRIX, you can use a script such as the following to copy large files to a new
location. The files in the new location will be overwritten each time this script is run.

#! / bi n/ sh
# Argunment is maxi mumsize of a log file (in characters) - default: 500000

si ze=${ 1: - 500000}

find /var/cluster/ha/log -type f ! -name '*. OLD -size +${size}c -print | while read log_file; do
cp ${log_file} ${log_file}.OLD
echo '*** LOG FILE ROTATION ' ‘date’ '***' > ${log_file}

done

Also see "cad. opt i ons on CXFS Administration Nodes" on page 124, and
"f s2d. opti ons on CXFS Administration Nodes" on page 126
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Volume Management

Disk Management

Disk Backups

408

CXFS uses the XVM volume manager. XVM can combine many disks into high
transaction rate, high bandwidth, and highly reliable filesystems. CXFS uses XVM to
provide the following:

¢ Disk striping
¢ Mirroring
¢ (Concatenation

* Advanced recovery features

Note: The xvmcommand must be run on a CXFS administration node. If you try to
run an XVM command before starting the CXFS daemons, you will get a warning
message and be put into XVM'’s local domain.

When you are in XVM’s local domain, you could define your filesystems, but then
when you later start up CXFS you will not see the filesystems. When you start up
CXFS, XVM will switch to cluster domain and the filesystems will not be recognized
because you defined them in local domain; to use them in the cluster domain, you
would have to use the gi ve command. Therefore, it is better to define the volumes
directly in the cluster domain.

For more information, see the XVM Volume Manager Administrator’s Guide.

This section describes the CXFS differences for backups, NFS, Quotas, and Sambea.

CXFS enables the use of commercial backup packages such as VERITAS NetBackup
and Legato NetWorker for backups that are free from the local area network (LAN),
which allows the backup server to consolidate the backup work onto a backup server
while the data passes through a storage area network (SAN), rather than through a
lower-speed LAN.

For example, a backup package can run on a host on the SAN designated as a backup
server. This server can use attached tape drives and channel connections to the SAN
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NFS

Quotas

Samba
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disks. It runs the backup application, which views the filesystems through CXFS and
transfers the data directly from the disks, through the backup server, to the tape
drives.

This allows the backup bandwidth to scale to match the storage size, even for very
large filesystems. You can increase the number of disk channels, the size of the backup
server, and the number of tape channels to meet the backup-bandwidth requirements.

Note: Do not run backups on a client node because it causes heavy use of
non-swappable kernel memory on the metadata server. During a backup, every inode
on the filesystem is visited, and if done from a client, it imposes a huge load on the
metadata server. The metadata server may experience typical out-of-memory
symptoms, and in the worst case can even become unresponsive or crash.

You can put an NFS server on top of CXFS so that computer systems that are not part
of the cluster can share the filesystems. You should run the NFS server on the CXFS
active metadata server for optimal performance.

XFS quotas are supported. However, the quota mount options must be the same on
all mounts of the filesystem. You can administer quotas from any IRIX or SGI
ProPack node in the cluster that has the quota administration software installed. You
must install the quota administration software on the potential server administration
nodes in the cluster.

For more information about setting quotas, see XFS for Linux Administration and IRIX
Admin: Disks and Filesystems.

You can run Samba on top of CXFS, allowing Windows machines to support CXFS
and have access to the filesystem. Samba should run on the active metadata server
for optimal performance. You should not serve the same CXFS filesystem from
multiple nodes in a cluster.
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A\

The architecture of Samba assumes that each share is exported by a single server.
Because all Samba client accesses to files and directories in that share are directed
through a single Samba server, the Samba server is able to maintain private metadata
state to implement the required concurrent access controls (in particular, share modes,
write caching and oplock states). This metadata is not necessarily promulgated to the
filesystem and there is no protocol for multiple Samba servers exporting the same
share to communicate this information between them.

Running multiple Samba servers on one or more CXFS (or NFS) clients exporting a
single share that maps to a common underlying filesystem has the following risks:

¢ File data corruption from writer-writer concurrency
¢ Application failure due to inconsistent file data from writer-reader concurrency

These problems do not occur when a single Samba server is deployed, because that
server maintains a consistent view of the metadata used to control concurrent access
across all Samba clients.

It may be possible to deploy multiple Samba servers under one of the following
circumstances:

* There are no writers, so a read-only share is exported

* Application-level protocols and/or work-flow guarantee that only one application
is ever writing a file, and concurrent file writing and reading does not take place

Caution: The onus is on the customer to ensure these conditions are met, as there is
nothing in the Samba architecture to verify it. Therefore, SGI recommends that you
do not use multiple Samba servers.

Filesystem Maintenance

410

Although filesystem information is traditionally stored in / et ¢/ f st ab, the CXFS
filesystems information is relevant to the entire cluster and is therefore stored in the
replicated cluster database instead.

As the administrator, you will supply the CXFS filesystem configuration by using the
CXFS GUI, cxfs_admi n, or cnyr.
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Mounting Filesystems

A\

A\

The information is then automatically propagated consistently throughout the entire
cluster. The cluster configuration daemon mounts the filesystems on each node
according to this information, as soon as it becomes available.

A CXFS filesystem will be automatically mounted on all the nodes in the cluster. You
can add a new CXFS filesystem to the configuration when the cluster is active.

Whenever the cluster configuration daemon detects a change in the cluster
configuration, it does the equivalent of a mount -a command on all the filesystems
that are configured.

Caution: You must not modify or remove a CXFS filesystem definition while the
filesystem is mounted. You must unmount it first and then mount it again after the
modifications.

You supply mounting information with the CXFS GUI, cxfs_admi n, or cnyr.

Caution: Do not attempt to use the mount command to mount a CXFS filesystem.
Doing so can result in data loss and/or corruption due to inconsistent use of the
filesystem from different nodes.

When properly defined and mounted, the CXFS filesystems are automatically
mounted on each node by the local cluster configuration daemon, cl conf d,
according to the information collected in the replicated database. After the filesystems
configuration has been entered in the database, no user intervention is necessary.

Mount points cannot be nested when using CXFS. That is, you cannot have a
filesystem within a filesystem, such as / usr and / usr/ hone.

Unmounting Filesystems
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To unmount CXFS filesystems, use the CXFS GUI, cxfs_admi n, or cngr.

These tasks unmount a filesystem from all nodes in the cluster. Although this action
triggers an unmount on all the nodes, some might fail if the filesystem is busy. On
active metadata servers, the unmount cannot succeed before all of the CXFS clients
have successfully unmounted the filesystem. All nodes will retry the unmount until it
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succeeds, but there is no centralized report that the filesystem has been unmounted
on all nodes.

To verify that the filesystem has been unmounted from all nodes, do one of the
following:

Growing Filesystems

Check the SYSLOG files on the metadata servers for a message indicating that the
filesystem has been unmounted.

Run the CXFS GUI, cxfs_adni n, or cngr on the metadata server, disable the
filesystem from the server, and wait until the GUI shows that the filesystem has
been fully disabled. (It will be an error if it is still mounted on some CXFS clients
and the GUI will show which clients are left.)

To grow a CXFS filesystem, do the following;:

1.
2.

Dump and Restore

Unmount the CXFS filesystem using the CXFS GUI, cxfs_admni n, or cnyr .

Change the domain of the XVM volume from a cluster volume to a local volume
using the XVM gi ve command. See the XVM Volume Manager Administrator’s
Guide.

Mount the filesystem as an XFS filesystem. See IRIX Admin: Disks and Filesystems.

Use the xf s_gr owf s command or the CXFS GUI task; see "Grow a Filesystem
with the GUI" on page 244.

Unmount the XFS filesystem. See IRIX Admin: Disks and Filesystems.

Change the domain of the XVM volume back to a cluster volume using the gi ve
command. See the XVM Volume Manager Administrator’s Guide.

Mount the filesystem as a CXFS filesystem by using the GUI, cxfs_admi n, or
cnor.

You must perform the backup of a CXFS filesystem from the metadata server of that
filesystem. The xf sdunp and xf sr est or e commands make use of special system
calls that will only function on the metadata server.

412
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If there are multiple potential metadata servers for a filesystem and the primary
server goes down because of this problem, the backup metadata server will gather
information on all open files in the cluster. Unless the backup server has much larger
memory than the primary server, the result is that it too will go down with exactly
the same symptoms that caused the primary server to crash.

You must perform dump and restore procedures from the active metadata server.
The filesystem can have active clients during a dump process.

In a clustered environment, a CXFS filesystem may be directly accessed
simultaneously by many CXFS clients and the active metadata server. With failover or
metadata server reassignment, a filesystem may, over time, have a number of
metadata servers. Therefore, in order for xf sdunp to maintain a consistent inventory,
it must access the inventory for past dumps, even if this information is located on
another node.

SGI recommends that the inventory be made accessible by potential metadata server
nodes in the cluster using one of the following methods:

¢ Relocate the inventory to a shared filesystem.

For example, where shared_filesystem is replaced with the actual name of the
filesystem to be shared:

— On the node currently containing the inventory, enter the following:

# cd /var

# cp -r xfsdunp /shared_filesystem

# mv xfsdunp xfsdunp. bak

# I n -s [ shared_filesystem/ xf sdunp xf sdunp

— On all other administration nodes in the cluster, enter the following:

# cd /var
# mv xfsdunp xfsdunp. bak
# I n -s [ shared_filesystem/ xf sdunp xfsdunp

¢ Export the directory using an NFS shared filesystem.
For example:

— On the IRIX node currently containing the inventory, add / var / xf sdunp to
/ et c/ exports and then enter the following;:

irix# exportfs -a
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(On SGI ProPack, the path is / var/ 1 i b/ xf sdunp.)
— On all other IRIX administration nodes in the cluster, enter the following:

# cd /var
# mv  xfsdunp xfsdunp. bak
# I n -s /[hosts/hostname/var/ xf sdunp xfsdunmp

Note: It is the IRIX / var/ xf sdunp directory (SGI ProPack / var/ | i b/ xf sdunp)
that should be shared, rather than the IRIX / var/ xf sdunp/ i nvent ory directory
(SGI ProPack / var /| i b/ xf sdunp/ i nvent ory). If there are inventories stored on
various nodes, you can use xf si nvuti|l to merge them into a single common
inventory, prior to sharing the inventory among the cluster.

Site-Changeable System Tunable Parameters

This section lists the CXFS system tunable parameters that you can change.

Note: Before changing any parameter, you should understand the ramifications of
doing so on your system. Contact your SGI support person for guidance.

To manipulate these parameters, you can use the Linux sysct| command or the IRIX
syst une command. On SGI ProPack, you can also specify them in the

/ et ¢/ nodpr obe. conf or /et c/ nodpr obe. conf. | ocal file using the following
format:

opti ons modulename parameter=value

For more information, see the sysct| (1M), syst une(1M), and nodul es. conf (5)
man page.

Site-Changeable Static Parameters

Static parameters require a reboot to take affect. On IRIX, you must build and boot
new kernels. On SGI ProPack, you must specify the parameter in
/ et ¢/ nodpr obe. conf or /et c/ modpr obe. conf. | ocal .
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nt cp_hb_period

Specifies the length of time, in Hz, that CXFS waits for heartbeat from other nodes
before declaring node failure. SGI recommends a value of 500 (5 seconds). You
should only change this value at the recommendation of SGI support. The same value
must be used on all nodes in the cluster.

Range of values:

e Default: 500

¢ Minimum: 100

¢ Maximum: 12000

Location:

e IRIX:/var/sysgen/ ntune/cell

e SGI ProPack: kernel . cell (sgi-cell module)

nt cp_hb_wat chdog

Controls the behavior of the heartbeat monitor watchdog. This facility monitors the
generation of CXFS heartbeats in the kernel.

Range of values:

® 0 species that there is no use of watchdog (default)

* 1 specifies that watchdog expiration causes CXFS shutdown
* 2 specifies that watchdog expiration causes panic

Location:

e IRIX:/var/sysgen/ ntune/cell

e SGI ProPack: kernel . cell (sgi-cell module)
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nt cp_nodel ay
Specifies whether to enable or disable TCP_NODELAY on CXFS message channels.
Legal of values:
e 0 disables
e 1 enables (default)
Location:
e IRIX:/var/sysgen/ ntune/cell

e SGI ProPack: kernel . cell (sgi-cell module)

nt cp_rpc_t hread

Specifies whether metadata messages are sent from a separate thread in order to save
stack space. This parameter is applicable to SGI ProPack and Linux third-party nodes.

Legal of values:
e 0 disables (default for most nodes)
e 1 enables (default for RHEL 4 32-bit nodes)

Location:ker nel . cel | (sgi -cel |l module)

Site-Changeable Dynamic Parameters

Dynamic parameters take affect as soon as they are changed.

cms_l ocal _fail _action
Specifies the action to take when a local node detects that it has failed:
Legal values:
e 0 withdraws from the cluster (default)
e 1 halts

e 2 reboots
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cxfs_dcvn_ti neout

cxfs_extents_delta
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Location:
e IRIX:/var/sysgen/ ntune/cell
e SGI ProPack: kernel . cell (sgi-cell module)

Specifies the timeout (in seconds) of the dcvn idle period before returning tokens to
the server.

Range of values:

e Default: 60

¢ Minimum: 5

¢ Maximum: 3600

Location:

e IRIX:/var/sysgen/ ntune/cxfs

e SGI ProPack: fs. cxfs (sgi - cxfs module)

Specifies whether or not to optimize the way extent lists are sent across the private
network by sending a delta when possible. This parameter is dynamically tunable.

Range of values:

¢ 0 does not optimize

* 1 optimizes (default)

Location:

e IRIX:/var/sysgen/ ntune/cxfs

e SGI ProPack: fs. cxfs (sgi - cxf s module)
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cxfs_punch_hol e_restrict

cxfs_rel ocation_ok

cxfsd_max

418

Specifies whether or not to allow exported files to have their extents freed by DMAPI
via dm_punch_hol e().

Range of values:

e 0 allows extents to be freed (default)
e 1 does not allow extents to be freed
Location:

e IRIX:/var/sysgen/ ntune/cxfs

e SGI ProPack: fs. cxfs (sgi - cxfs module)

Specifies whether relocation is disabled or enabled (must be specified on the active
metadata server):

Range of values:
e 0 disables relocation (default)

e 1 enables relocation

Note: Relocation is disabled by default and is only supported on standby nodes.

Location:
e IRIX:/var/sysgen/ ntune/cxfs

e SGI ProPack: fs. cxfs (sgi - cxfs module)

Specifies the maximum number of cxf sd threads to run per CXFS filesystem. (The
cxf sd threads do the disk block allocation for delayed allocation buffers in CXFS and
the flushing of buffered data for files that are being removed from the local cache by
the metadata server.) The threads are allocated at filesystem mount time. The value
of the cxf sd_max parameter at mount time remains in effect for a filesystem until it
is unmounted.
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cxfsd_mn

nt cp_nesg_val i date
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Legal values for cxf sd_max:

¢ Default: 0, which specifies an automatically calculated value that will be 2 times
the number of CPUS (the number of actual running cxf sd threads is dynamic), as
long as it is in the range 16 through 2048. To disable automatic cxf sd_max
calculation, set cxf sd_nax to a non-zero value.

¢ Minimum: O

¢ Maximum: 2048

Note: The value for cxf sd_max cannot be less than the value specified for
cxfsd_mn.

Location:
e IRIX:/var/sysgen/ ntune/cxfs

e SGI ProPack: fs. cxfs (sgi - cxfs module)

Specifies the minimum number of cxf sd threads to run per CXFS filesystem. The
value of the cxf sd_mi n parameter at mount time remains in effect for a filesystem
until it is unmounted.

Legal values:

e Default: 0

¢ Minimum: O

e Maximum: 32

Location:

e IRIX:/var/sysgen/ ntune/cxfs

e SGI ProPack: fs. cxfs (sgi - cxfs module)

Enables checksumming. Normally, this is not needed and is only used if TCP data
corruption is suspected.
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Legal values:

0 performs no validation (default)
1 generates checksums, but does not perform validation

2 generates and validates checksums, warns (via a SYSLOG message) on validation
failure

3 generates and validates checksums, warns and returns an error message on
validation failure

4 generates and validates checksums, warns and panics on validation error

Location:

IRIX: / var/ sysgen/ nt une/ cel |

SGI ProPack: kernel . cel | (sgi-cell module)

Restricted System Tunable Parameters

This section lists the CXFS system tunable parameters that are provided for
debugging purposes. You must not modify any of these parameters unless directed to
do so by SGI support.

Restricted Static Parameters

cxfs_extents_bl ock_size

420

Static parameters require a reboot to take affect. On IRIX, you must build and boot
new kernels. On SGI ProPack, you must specify the parameter in
/ et ¢/ nodpr obe. conf or /et c/ modpr obe. conf. | ocal .

Specifies the size in kilobytes of the units to use for memory allocations for extent lists
on CXFS filesystems. You should only change this parameter for debugging purposes.

Range of values:

Default: O (page size of the platform)

Minimum: 0
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¢ Maximum:256
Location:
e IRIX:/var/sysgen/ ntune/cxfs

e SGI ProPack: fs. cxfs (sgi - cxf s module)

cxfs_extents_delta_depth

cxfs_shutdown_tinme
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Specifies the number of changes to the extent list kept by the CXFS metadata server
for generating extents deltas. You should only change it for for debugging purposes.

Range of values:

e Default: 5

¢ Minimum: 0

e Maximum: 32

Location:

e IRIX:/var/sysgen/ ntune/cxfs

e SGI ProPack: fs. cxfs (sgi - cxfs module)

Specifies the time (in seconds) that other nodes will wait for the node to take media
offline after they have recognized that it has lost quorum, if the node has neither
fencing nor reset configured. SGI recommends a value of 50 (0.5 seconds).

Range of values:

e Default: 50

e Minimum: O

¢ Maximum: 6000

Location:

e IRIX:/var/sysgen/ ntune/cell

e SGI ProPack: kernel . cell (sgi-cell module)
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nesg_del ay_tinme
Specifies the amount of time to delay messages, in nsecs.
Range of values:
e Default: 0
¢ Minimum: O
¢ Maximum: 1000000
Location:
e IRIX:/var/sysgen/ ntune/cell

e SGI ProPack: kernel . cell (sgi-cell module)

ntcp_reserve_si ze
Sets the size of the TCP window in bytes.
Range of values:
e Default: 61440
® Minimum: 2048
e Maximum: 1073741824
Location:
e IRIX:/var/sysgen/ ntune/cell
e SGI ProPack: kernel . cell (sgi-cell module)
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Restricted Dynamic Parameters

Dynamic parameters take affect as soon as they are changed.

cell _tkm feature_disable

crms_fence_ti neout
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Disables selected features of the token module by setting a flag bit to one of the
following:

¢ 0x1 disables speculative token acquisition

* 0x2 disables token prefetching

¢ 0x4 uses multiple RPCs to obtain a token set if rank and class conflict
Range of values:

* Default: 0

¢ Minimum: O

¢ Maximum: Ox7f f f

Location:

e IRIX:/var/sysgen/ ntune/cell

e SGI ProPack: kernel . cell (sgi-cell module)

Note: This parameter supersedes the following parameters:

e cxfs_prefetch, which enabled/disabled token obtain optimization
e cxfs_specul ati ve_t oken, which enabled/disabled speculative vnode token
fetching

Specifies the number of seconds to wait for ¢l conf d to acknowledge a fence request.
If a non-zero value is set and the time-out expires, CXFS takes the action specified by
the crs_f ence_t i meout _act i on parameter.

Range of values:

e Default: 0 (infinite wait)
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e Minimum: O

e Maximum: 10000

Location:

e IRIX:/var/sysgen/ ntune/cell

e SGI ProPack: kernel . cell (sgi-cell module)

cms_fence_tineout _action

Specifies the action to be taken when cl conf d does not acknowledge a fence request
(determined by cns_f ence_ti meout). cns_f ence_ti meout _acti on may be set
to one of the following.

Legal values:

¢ 0 proceeds as if the fence return an error. This causes the node waiting for the
fence acknowledgement to forcibly withdraw from the cluster, equivalent to a
forced CXFS shutdown that occurs when a node loses quorum (default). If
cl confd is still present and functioning properly, it will then restart the kernel
cns daemon and the node will attempt to rejoin the cluster.

¢ 1 proceeds as if the fence succeeded. This clears all pending fence requests and
continues (that is, fakes acknowledgment). CAUTION: Setting this value is
potentially dangerous.

¢ 2 panics the local node
Location:
e IRIX:/var/sysgen/ ntune/cell

e SGI ProPack: kernel . cell (sgi-cell module)

cms_reset _error_override

424

Specifies whether or not to ignore reset errors. You should only set this value to 1 for
testing purposes, and never on a production system.

Legal values:

* 0 does not ignore reset errors (default)
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cms_reset _tineout

* 1 ignores reset errors

Location:

e IRIX:/var/sysgen/ ntune/cell

e SGI ProPack: kernel . cell (sgi-cell module)

Specifies the number of seconds to wait for cl conf d to acknowledge a reset request.
If you specify a non-zero value and the time-out expires, CXFS takes the action
specified by the crs_r eset _ti meout _acti on parameter.

Range of values:

e Default: 0 (infinite wait)

e Minimum: O

e Maximum: 10000

Location:

e IRIX:/var/sysgen/ ntune/cell

e SGI ProPack: kernel . cell (sgi-cell module)

crms_reset _tineout_action
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Specifies the action to be taken when cl conf d does not acknowledge a reset request
(determined by cns_r eset _ti meout ).

Legal values:

¢ 0 proceeds as if the reset returned an error. This causes the node waiting for the
reset acknowledgement to forcibly withdraw from the cluster, equivalent to a
forced CXFS shutdown that occurs when a node loses quorum (default). If
cl confd is still present and functioning properly, it will then restart the kernel
cns daemon and the node will attempt to rejoin the cluster.

® 1 proceeds as if the reset succeeded. This clears all pending resets and continues
(that is, fakes acknowledgment). CAUTION: Setting this value is potentially
dangerous.
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cms_trace_enabl e

® 2 panics the local node

Location:

e IRIX:/var/sysgen/ ntune/cell

e SGI ProPack: kernel . cell (sgi-cell module)

Enables or disables cs tracing on a non-DEBUG kernel. and determines the number
of trace entries allocated.

Range of values:

e Default: O (disables)

¢ Minimum: O

e Maximum: 1048576

Location:

e IRIX:/var/sysgen/ ntune/cell

e SGI ProPack: kernel . cell (sgi-cell module)

cxfs_recovery_sl owdown

426

Slows down recovery by inserting delays (measured in ms).
Range of values:

e Default: 0

¢ Minimum: O

¢ Maximum: 60000

Location:

e IRIX:/var/sysgen/ ntune/cell

e SGI ProPack: kernel . cell (sgi-cell module)
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cxfs_recovery_timeout _panic

Specifies the action taken when a node with stalled recovery is discovered.
Legal values:

® 0 shuts down a node with stalled recovery (default)

¢ 1 panics a node with stalled recovery

Location:

e IRIX:/var/sysgen/ ntune/cell

e SGI ProPack: kernel . cell (sgi-cell module)

cxfs_recovery_timeout _period

Specifies the time in seconds between recovery timeout polls.
Range of values:

* Default: 60

* Minimum: O (disables recovery polls)

¢ Maximum: 3600

Location:

e IRIX:/var/sysgen/ ntune/cell

e SGI ProPack: kernel . cell (sgi-cell module)

cxfs_recovery_timeout_stalled
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Specifies the time in seconds after which a node whose status is not changing is
considered to have a stalled recovery.

Range of values:
e Default: 600
e Minimum: O (disables timeout)

¢ Maximum: 3600
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Location:
e IRIX:/var/sysgen/ ntune/cell

e SGI ProPack: kernel . cell (sgi-cell module)

cxfs_recovery_tinmeout_start

Specifies the time in seconds following a recovery before the recovery timeout
monitoring begins.

Range of values:

e Default: 60

¢ Minimum: O

¢ Maximum: 3600

Location:

e IRIX:/var/sysgen/ ntune/cell

e SGI ProPack: kernel . cell (sgi-cell module)

cxfs_token_fault_tol erant

428

Specifies whether to tolerate certain recoverable errors in the token subsystem. The
least significant 4 bits are used in non-DEBUG kernels, the next 4 bits are used in
DEBUG kernels (SGI internal only). In each group of 4 bits, the most significant bit
determines whether the system will panic if an error condition is detected. The next
bit determines whether part of the code path doing error detection and/or handling
is enabled or disabled. The last 2 bits are interpreted as a debug level:

* 0 = No messages are printed
* 1 = Debug level 1
* 2 = Debug level 2
* 3 = Debug level 3

Figure 14-5 displays the interpretation of the bits.
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cxfs_token_track
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Panic(1)/continue(0) on error

Feature enabled(1)/disabled(0)
|—|— Message verbosity level(0-3)
Oxf5 == 1111 0101
Q(—J Qr—J
DEBUG non- DEBUG

Figure 14-5 Value Bit Interpretation

Range of values:

® Default: Oxf 5 (prints only some messages in the non-DEBUG case, and prints all
messages and panics in the DEBUG case)

¢ Minimum: O (disables all messages and diagnostics, DEBUG and non-DEBUG)

¢ Maximum: Oxff (enables panics on error detection, maximum verbosity for
diagnostic messages, DEBUG and non-DEBUG)

Location:
e IRIX:/var/sysgen/ ntune/cxfs

e SGI ProPack: fs. cxfs (sgi - cxfs module)

Specifies whether to verify that a client complies with the token locking hierarchy.

Range of values (for more information, see "cxfs_t oken_faul t _t ol erant" on
page 428):

* Default: 0x0 (prints only some messages in the non-DEBUG case, and prints all
messages and panics in the DEBUG case)

¢ Minimum: O (disables all messages and diagnostics, DEBUG and non-DEBUG)

¢ Maximum: Oxff (enables panics on error detection, maximum verbosity for
diagnostic messages, DEBUG and non-DEBUG)

Location:

e IRIX:/var/sysgen/ ntune/cxfs
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cxfs_validate_objid

e SGI ProPack: fs. cxfs (sgi - cxfs module)

Specifies the following;:

* Server-side: specifies whether to check that an obj i d received from a client
corresponds to an object of the expected type

¢ C(Client-side: specifies the level of reporting upon receipt of an EBADOBJI D error
from the server.

Range of values (for more information, see "cxfs_t oken_faul t _t ol erant" on
page 428):

® Default: Oxf 5 (prints only some messages in the non-DEBUG case, and prints all
messages and panics in the DEBUG case)

¢ Minimum: O (disables all messages and diagnostics, DEBUG and non-DEBUG)

¢ Maximum: Oxff (enables panics on error detection, maximum verbosity for
diagnostic messages, DEBUG and non-DEBUG)

Location:
e IRIX:/var/sysgen/ ntune/cxfs

e SGI ProPack: fs. cxfs (sgi - cxf s module)

cxfs_verify_exi stence_t oken

430

Specifies whether or not to verify that a client has the existence token before trying to
obtain additional tokens.

Range of values (for more information, see "cxfs_t oken_faul t _t ol erant" on
page 428):

¢ Default: Oxf 5 (prints only some messages in the non-DEBUG case, and prints all
messages and panics in the DEBUG case)

¢ Maximum: O (disables all messages and diagnostics, DEBUG and non-DEBUG)

* Minimum: Oxff (enables panics on error detection, maximum verbosity for
diagnostic messages, DEBUG and non-DEBUG)
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Location:
e IRIX:/var/sysgen/ ntune/cxfs

e SGI ProPack: fs. cxfs (sgi - cxfs module)

Hardware Changes and 1/0O Fencing
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If you use I/0O fencing and then make changes to your hardware configuration, you
must verify that switch ports are properly enabled so that they can discover the
WWPN of the HBA for I/O fencing purposes.

You must check the status of the switch ports involved whenever any of the following
occur:

¢ An HBA is replaced on a node
¢ A new node is plugged into the switch for the first time

* A Fibre Channel cable rearrangement occurs

Note: The affected nodes should be shutdown before rearranging cables.

To check the status, use the following command on a CXFS administration node:
haf ence -v

If any of the affected ports are found to be disabled, you must manually enable them
before starting CXFS on the affected nodes:

1. Connect to the switch using t el net .
2. Use the port enabl e command to enable the port.
3. Close the t el net session.

After the port is enabled, the metadata server will be able to discover the new (or
changed) WWPN of the HBA connected to that port and thus correctly update the
switch configuration entries in the cluster database.
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Configuring Private Network Failover

This section provides a examples of modifying a cluster to provide private network
failover by using cxf s_adni n or cngr.

cxf s_adm n Example of Configuring Private Network Failover

This section provides an example of modifying a cluster to provide private network
failover by using the cxf s_adni n command.

Do the following:
1. Create the failover network subnets. For example:

cxfs_adm n: mycluster> create fail over_net network=192.168.0.0 mask=255. 255. 255. 0
cxfs_adm n: mycluster> create fail over_net network=192.168. 1.0 mask=255. 255. 255. 0

2. Disable all nodes (which shuts down the cluster):
cxfs_adm n: nycl uster> disable *
3. Update each node to include a private network. For example:

cxfs_adm n: nycluster> nodify red private_net=192.168.0.1, 192.168.1.1
cxfs_admi n: mycluster> nodify yell ow private_net=192. 168. 0. 2, 192. 168. 1. 2

4. Enable all nodes:
cxfs_adm n: nmycl uster> enabl e *

For more information, see Chapter 12, "Reference to cxf s_admni n Tasks" on page 259.
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cngr Example of Configuring Private Network Failover

This section provides an example of modifying a cluster to provide private network
failover by using the cngr command.

Suppose your cluster has the following configuration:

irix# cxfs-config

d obal :
cluster: mycluster (id 1)
cluster state: enabled
ti ebreaker: yellow

Net wor ks:
Machi nes:

node red: node 55 cell 4 enabled IR X server _admin
host name: red. myconpany. com
fail policy: Fence, Shutdown
nic 0: address: 192.168.0.1 priority: 1

node yel | ow. node 2 cell 3 enabled IR X server _adm n
host narme: yel | ow. myconpany. com
fail policy: Fence, Shutdown
nic 0: address: 192.168.0.2 priority: 1

To change the configuration to support private network failover, you would do the
following:

1. Ensure that CXFS services are not active.

Note: You cannot add a NIC or a network grouping while CXFS services are
active (that is, when st art cx_ser vi ces has been executed); doing so can lead
to cluster malfunction.
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If services have been started, stopped them as follows:

[root@inux root]# cmgr -p
Wel conme to SG@ Custer Manager Command-Line Interface

crmgr> stop cx_services for cluster mycluster

CXFS services have been deactivated in cluster

nycl ust er
2. Add another set of NICs to support a second CXFS network. (The second
network will be used as the failover network and can be the public network and
thus does not have to be a second CXFS private network.) For example:
cngr >

nodi fy node red
Ent er commands, you nmay enter "done" or "cancel" at any tine to exit

Host nanme[ optional] ? (red. nmyconpany.com

Is this a Fail Safe node <true|fal se> ? (false)

Is this a CXFS node <true|false> ? (true)

Partition IDloptional] ? (0)

Do you wish to nodify failure hierarchy[y/n]:n

Reset type <powerCycle|reset|nmi > ? (powerCycle)

Do you wish to nodify systemcontroller

info[y/n]:n

Nurmber of Network Interfaces ? (1) 2

NNC 1 - IP Address ? (192.168.0.1)

NIC 1 - Heartbeat HB (use network for heartbeats) <true|fal se> ?
(true)

NIC 1 - (use network for control nessages) <true|false> ? (true)
NIC 1 - Priority <1,2,...> ? (1)

NIC 2 - IP Address ? 192.168.1.1

NIC 2 - Heartbeat HB (use network for heartbeats) <true|fal se> ?
true

NIC 2 - (use network for control messages) <true|false> ? true
NIC 2 - Priority <1,2,...>? 2

Successfully nodified node red

cmgr > nodi fy node yel |l ow
Ent er conmmands, you may enter "done" or "cancel" at any tine to exit
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Host nanme[ optional] ? (yell ow. myconpany.com

Is this a Fail Safe node <true|fal se> ? (false)

Is this a CXFS node <true|false> ? (true)

Partition I Dl optional] ? (0)

Do you wish to nodify failure hierarchy[y/n]:n

Reset type <powerCycle|reset|nmi > ? (powerCycle)

Do you wish to nodify systemcontroller

info[y/n]:n

Nurmber of Network Interfaces ? (1) 2

NIC 1 - IP Address ? (192.168.0.2)

NIC 1 - Heartbeat HB (use network for heartbeats) <true|fal se> ?
(true)

NIC 1 - (use network for control nessages) <true|false> ? (true)
NIC 1 - Priority <1,2,...> ? (1)

NNC 2 - IP Address ? 192.168.1.2

NIC 2 - Heartbeat HB (use network for heartbeats) <true|fal se> ?
true

NIC 2 - (use network for control messages) <true|false> ? true
NIC 2 - Priority <1,2,...> 7?2 2

Successful ly nodi fied node yel | ow

Repeat this process for each node. You can use the cxf s- confi g command to
display the defined NICs. For example:

irix# cxfs-config

node red: node 55 cell 4 enabled IR X server _admin
host name: red. myconpany. com

fail policy: Fence, Shutdown

nic 0: address: 192.168.0.1 priority: 1

nic 1: address: 192.168.1.1 priority: 2

node yel | ow. node 2 cell 3 enabled IR X server _adm n
host narme: yel | ow. myconpany. com
fail policy: Fence, Shutdown
nic 0: address: 192.168.0.2 priority: 1
nic 1: address: 192.168.1.2 priority: 2

3. Configure the NICs into networks. (CXFS will ignore NICs other than priority 1
unless you configure the NICs into networks.)
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a. Configure the primary network:

cmgr> nmodi fy cluster mycluster
Ent er commands, you may enter "done" or "cancel" at any tine to exit

Is this a Fail Safe cluster <true|fal se> ? (false)

Is this a CXFS cluster <true|false> ? (true)

Cluster Notify Cnd [optional] ?

Cluster Notify Address [optional] ?

Cluster CXFS node <normal | experinental >[optional] ? (nornal)
Cluster 1D ? (1)

Current nodes in cluster mycluster:

Node - 1: green
Node - 2: orange
Node - 3: red
Node - 4: purple
Node - 5: yellow
Node - 6: blue

No networks in cluster nycluster

Add nodes to or renove nodes/networks from cluster nycluster
Enter "done" when conpleted or "cancel" to abort

nycluster ? add net network 192.168.0.0 mask 255.255.255.0
nycl uster ? done
Successfully nodified cluster nycluster

At this point, cxf s- conf i g will show the primary network (network 0):
irix#
cxfs-config

Net wor ks:

net 0: type tcpip 192.168.0.0 255. 255. 255.0
Machi nes:
node red: node 55 cell 4 enabled IR X server _admin

host name: red. myconpany. com
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fail policy: Fence, Shutdown
nic 0: address: 192.168.0.1 priority: 1 network: O
nic 1: address: 192.168.1.1 priority: 2 network: none

node yel | ow. node 2 cell 3 enabled IR X server _adm n
host narme: yel | ow. myconpany. com
fail policy: Fence, Shutdown
nic 0: address: 192.168.0.2 priority: 1 network: O
nic 1: address: 192.168.1.2 priority: 2 network: none

b. Configure the secondary network:

cmgr> nmodi fy cluster mycluster
Ent er commands, you nmay enter "done" or "cancel" at any tine to exit

Is this a Fail Safe cluster <true|fal se> ? (false)

Is this a CXFS cluster <true|false> ? (true)

Cluster Notify Cnd [optional] ?

Cluster Notify Address [optional] ?

Cluster CXFS node <normal | experinental >[optional] ? (nornal)
Cluster 1D ? (1)

Current nodes in cluster mycluster:

Node - 1: green
Node - 2: orange
Node - 3: red
Node - 4: purple
Node - 5: yellow
Node - 6: blue

No networks in cluster nycluster

Add nodes to or renove nodes/networks from cluster nycluster
Enter "done" when conpleted or "cancel" to abort

nycluster ? add net network 192.168.1.0 mask 255.255.255.0

nycl uster ? done
Successfully nodified cluster nycluster
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The cxf s- confi g command will now display the secondary network
(network 1):

irix#
cxfs-config

Net wor ks:

net 0: type tcpip 192.168.0.0 255. 255. 255.0
net 1. type tcpip 192.168.1.0 255. 255. 255.0
Machi nes:
node red: node 55 cell 4 enabled IR X server _admin

host name: red. myconpany. com
fail policy: Fence, Shutdown
nic 0: address: 192.168.0.1 priority: 1 network: O
nic 1: address: 192.168.1.1 priority: 2 network: 1

node yel | ow. node 2 cell 3 enabled IR X server _adm n
host narme: yel | ow. myconpany. com
fail policy: Fence, Shutdown
nic 0: address: 192.168.0.2 priority: 1 network: O
nic 1: address: 192.168.1.2 priority: 2 network:

When you restart cx_ser vi ces, the first membership delivered message will
appear:

NOTI CE: Menbership delivered for cells 0x14.
Cell (age): 3(1) 4(1)

To delete a network, do the following:

cmgr> nmodi fy cluster mycluster
Ent er commands, you nmay enter "done" or "cancel" at any tine to exit

Is this a Fail Safe cluster <true|fal se> ? (false)

Is this a CXFS cluster <true|false> ? (true)

Cluster Notify Cnd [optional] ?

Cluster Notify Address [optional] ?

Cluster CXFS node <normal | experinental >[optional] ? (nornal)
Cluster 1D ? (1)
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Current nodes in cluster mycluster:

Node
Node
Node
Node
Node
Node

ouar®NR

green
or ange
red
purple
yel | ow
bl ue

Current networks in cluster mycluster:

Network O -
Network 1 -

cmgr> nmodi fy cl uster
Ent er conmands,

network 192.168.0.0, mask 255.255.255.0
network 192.168.1.0, mask 255.255.255.0

nycl ust er
when finished enter either "done" or "cancel"

nycl uster ? renmove net network 192.168.1.0
nycl uster ? done
Successfully nodified cluster nycluster

While there are networks defined, the cluster will try to use the highest priority
network and failover as needed to the lower priority networks as possible. Deleting
all networks will return the cluster to the default mode, in which a network
consisting only of the priority 1 NICs is used.

For more information, see "Define a Cluster with cngr " on page 333 and "Modify a
Cluster with cngr " on page 337.

Removing and Restoring Cluster Members
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This section discusses removing and restoring cluster members for maintenance:
* '"Removing a Metadata Server from the Cluster" on page 440

* '"Restoring a Metadata Server to the Cluster" on page 441

¢ "Removing a Single Client-Only Node from the Cluster" on page 442

* '"Restoring a Single Client-Only Node to the Cluster" on page 443

¢ "Stopping CXFS for the Entire Cluster” on page 444
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"Restarting the Entire Cluster" on page 445

These procedures are the absolute safest way to perform these tasks but in some cases
are not the most efficient. They should be followed if you have having problems
using standard operating procedures (performing a stop/start of CXFS services or a
simple host shutdown or reboot).

Removing a Metadata Server from the Cluster

If you have a cluster with multiple active metadata servers and you must perform
maintenance on one of them, you must stop CXFS services on it.

To remove a metadata server (exNMDS for example) from the cluster, do the following:

1.

5.

Enable relocation by using the cxfs_r el ocati on_ok system tunable parameter.
See "Relocation" on page 20.

. For each filesystem which exMDS is the active metadata server, manually relocate

the metadata services from exMDS to a backup metadata server by using the
CXFS GUI, cxfs_admi n, or cngr. For example:

cxfs_admi n: nycluster> rel ocate fsl server=node2

Disable relocation. See "Relocation” on page 20.

Note: If you do not perform steps 1-3 in a system reset configuration, ex VDS will
be reset shortly after losing its membership. The machine will also be configured
to reboot automatically instead of stopping in the PROM. This means that you
must watch the console and intervene manually to prevent a full reboot.

In a fencing configuration, exMDS will lose access to the SAN when it is removed
from the cluster membership

Stop the CXFS services for the exMDS node to be shut down using the CXFS GUI
or the cxfs_adm n or cngr commands running on another metadata server. For
example:

cxfs_admi n: nycl ust er > di sabl e exMDS

Shut down exMDS.

If you do not want the cluster administration daemons and the CXFS control daemon
to run during maintenance, execute the following commands:
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IRIX:

irix-exVDS# chkconfig cxfs_cluster off
irix-exVWDS# chkconfig cluster off

SGI ProPack:

[root @i nux-exNMDS root]# chkconfig cxfs off
[root @i nux-exMDS root]# chkconfig cxfs_cluster off

If you do an upgrade of the cluster software, these arguments will be automatically
reset to on and the cluster administration daemons and the CXFS control daemon will
be started.

For more information, see "CXFS chkconfi g Arguments" on page 387.

Restoring a Metadata Server to the Cluster
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To restore a metadata server to the cluster, do the following;:

1.

Allow the cluster administration daemons and CXFS control daemon to be started
upon reboot:

o IRIX:

irix-exVWDS# chkconfig cxfs_cluster on
irix-exVDS# chkconfig cluster on

e SGI ProPack:

[root @i nux-exNDS root]# chkconfig cxfs on
[root @i nux-exMDS root]# chkconfig cxfs_cluster on

. Immediately start cluster administration daemons on the node:

e JRIX:

exMDS# /etc/init.d/cluster start
e SGI ProPack:

exMDS# /etc/init.d/cxfs cluster start
Immediately start the CXFS control daemon on the node:

exMDS# /etc/init.d/ cxfs start
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4.

Start CXFS services on this node from another CXFS administration node:

anot her Admi n# start cx_services on node exMDS for cluster clustername force

Removing a Single Client-

Only Node from the Cluster

To remove a single client-only node from the cluster, do the following:

1.

Apr 18 13:00: 06 cxfs_client

442

Verify that the configuration is consistent by running the following on each active
metadata server and comparing the output:

MDS# /usr/cluster/bin/clconf_info

If the client is not consistent with the metadata servers, or if the metadata servers
are not consistent, then you should abort this procedure and address the health of
the cluster. If a client is removed while the cluster is unstable, attempts to get the
client to rejoin the cluster are likely to fail.

. Flush the system buffers on the client you want to remove in order in order to

minimize the amount of buffered information that may be lost:
client# sync
Stop CXFS services on the client:

client# /etc/init.d/ cxfs_client stop
client# chkconfig cxfs_client off

Note: The path to cxfs_cli ent varies across the operating systems supported
by CXFS. For more information, see CXFS MultiOS Client-Only Guide for SGI
InfiniteStorage.

. Verify that CXFS services have stopped:

¢ Verify that the CXFS client daemon is not running on the client (success means
no output):

client# ps -ef | grep cxfs_client
client#

¢ Monitor the cxfs_client log on the client you wish to remove and look for
filesystems that are unmounting successfully. For example:

cis_setup_fses Unnounted greenO: greenO from/cxfs/green0O
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Apr 18 13:01: 03 5A: 0200a uni x:
Apr 18 13:01: 03 5A: 0200a uni x:
Apr 18 13:01: 03 5A: 0200a uni x:

Monitor the SYSLOG on the active metadata server and look for membership
delivery messages that do not contain the removed client. For example, the
following message indicates that cell 2 (cl i ent), the node being shut down, is
not included in the membership:

NOTI CE: Cell 2 (client) left the nenbership
NOTI CE: Menbership delivered for cells 0x3
Cell (age): 0(7) 1(5)

Use the following command to show that filesystems are not mounted:

client# df -hl

5. Verify that the configuration is consistent and does not contain the removed client

by running the following on each active metadata server and comparing the
output:

MDS# /usr/cluster/bin/clconf _info

Restoring a Single Client-Only Node to the Cluster

client# ps -ef
r oot
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To restore a single client-only node to the cluster, do the following:

1.

Verify that the configuration is consistent by running the following on each active
metadata server and comparing the output:

MDS# /usr/cluster/bin/clconf _info

Start CXFS on the client-only node:

client# /etc/init.d/ cxfs client on
client# chkconfig cxfs_client start

Note: The path to cxfs_cl i ent varies across the operating systems supported
by CXFS. For more information, see CXFS MultiOS Client-Only Guide for SGI

InfiniteStorage.

3. Verify that CXFS has started:

Verify that the CXFS client daemon is running on the client-only node:

grep cxfs_client

716

1 0 12:59:14 2 0:05 /usr/cluster/bin/cxfs_client
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* Monitor the SYSLOG on the active metadata server and look for a cell
discovery message for the client and a membership delivered message
containing the client cell. For example (line breaks added for readability):

Apr 18 13:07:21 4A: 0200a uni x: WARNING Discovered cell 2 (woody)

[priority 1 at 128.162.240.41 via 128.162. 240. 34]

Apr 18 13:07:31 5A: 0200a unix: NOTICE: Cell 2 (client) joined the nmenbership
Apr 18 13:07: 31 5A: 0200a uni x: NOTI CE: Menbership delivered for cells 0x7
Apr 18 13:07:31 5A:0200a unix: Cell(age): 0(9) 1(7) 2(1)

* Monitor the cxfs_client log on the client you and look for filesystem
mounts that are processing successfully. For example:

Apr 18 13:06:56 cxfs_client: cis_setup_fses Munted greenO: greenO on /cxfs/green0
¢ Use the following command to show that filesystems are mounted:
client# df -hl

4. Verify that the configuration is consistent and contains the client by running the
following on each active metadata server and comparing the output:

MDS# /usr/cluster/bin/clconf _info
Stopping CXFS for the Entire Cluster
To stop CXFS for the entire cluster, do the following;:

1. Stop CXFS services on a client-only node:
client# /etc/init.d/ cxfs_client stop
Repeat this step on each client-only node.

2. Stop CXFS services on a metadata server:
MDS# /etc/init.d/cxfs stop

Repeat this step on each potential metadata server.
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3. Stop the cluster daemons on a metadata server:
e JRIX:
irixVMDS# /etc/init.d/cluster stop
e SGI ProPack:
[root @i nuxMDS root]# /etc/init.d/cxfs_cluster stop

Repeat this step on each potential metadata server.

Restarting the Entire Cluster
To restart the entire cluster, do the following;:
1. Start the cluster daemons on a potential metadata server:
e IRIX:
/etc/init.d/cluster start
e SGI ProPack:
/etc/init.d/ cxfs cluster start
Repeat this step on each potential metadata server.
2. Start CXFS services on a metadata server:
MDS# /etcl/init.d/cxfs start
Repeat this step on each potential metadata server.
3. Start CXFS services on a client-only node:
client# /etc/init.d/cxfs client start

Repeat this step on each client-only node.
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Discovering the WWNs

The cxf s- enuner at e- wwns script enumerates the worldwide names (WWNs) on
the host that are known to CXFS. For example, from an IRIX metadata server with
two single-port HBAs:

irix# /var/cluster/clconfd-scripts/cxfs-enunerate-wwns

# cxfs-enunerat e-wwns

# scsi @/ hw scsi_ctlr/0/bus
# scsi @/hw scsi_ctlr/ 1/ bus
# scsi @/ hw scsi_ctlr/2/ bus
# scsi @/hw scsi_ctlr/3/bus
210000e08b12bal4

# scsi @/ hw scsi_ctlr/4/bus
210100e08b32bal4

Mapping XVM Volumes to Storage Targets

This section discusses mapping XVM volumes to storage targets on the IRIX and SGI
ProPack platforms.

Mapping XVM Volumes to Storage Targets on IRIX
Do the following;:
1. Get visible controller port WWNSs.
2. Display the desired fields:
Is -d -1 /dev/dsk/* | egrep -v "dks|root|swap" | cut -f4 -d"/" | sort -u
Mapping XVM Volumes to Storage Targets on SGI ProPack

You can use the cxf s- enuner at e- wans script to map XVM volumes to storage
targets (assuming that CXFS software is installed.)

Do the following;:
* SGI ProPack server-capable nodes:

# /var/cluster/clconfd-scripts/cxfs-enunerate-wwns | grep -v "#"| sort -u
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¢ SGI ProPack client-only nodes:

# /var/cluster/cxfs_client-scripts/cxfs-enunerate-wwns | grep -v "#"| sort -u

Switching Between SG RDAC and SA AVT Mode for SGI RAID
To convert from SG RDAC to SG AVT, do the following:
1. Install the latest supported firmware on the RAID.
2. Determine the IP address for one of the controllers on each RAID box.
3. Make a script set t ype. scr that contains the following line:

set storageArray defaul t Host Type=" modename" ;

Note: The capitalization and punctuation in the above line are required.

To switch to S@ AVT mode, use the following line:
set storageArray defaul t Host Type="SA AVT";
To switch to SG@ RDAC mode, use the following line:
set storageArray defaul t Host Type="SA RDAC';
4. Run the following for one of the controllers per RAID box:

/opt/tpssmiclient/tpssncli RAID_IPaddress -f settype.scr

For example:

# /opt/tpssmclient/tpssncli 192.168.0.1 -f settype.scr
Perform ng syntax check. ..

Synt ax check conpl ete.
Executing script...
Scri pt execution conplete.

tpssncli conpl eted successful ly.
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Chapter 15

Cluster Database Management

This chapter contains the following:
* '"Performing Cluster Database Backup and Restoration" on page 449

® "Checking the Cluster Configuration with cxfs-confi g" on page 454

Performing Cluster Database Backup and Restoration

You should perform a database backup whenever you want to save the database and
be able to restore it to the current state at a later point.

You can use the following methods to restore the database:

e If the database is accidentally deleted from a node, use the f s2d daemon to
replicate the database from another node in the pool.

¢ If you want to be able to recreate the current configuration, use the confi g
command in cxf s_admni n or the bui | d_cngr _scri pt script. You can then
recreate this configuration by using the output file and the cxfs_admin -f
option or running the script generated.

e If you want to retain a copy of the database and all node-specific information such
as local logging, use the cdbBackup and cdbRest or e commands. You should
periodically backup the cluster database on all administration nodes using the
cdbBackup command either manually or by adding an entry to the r oot
cront ab file.

Restoring a Deleted Database from Another Node
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If the database has been accidentally deleted from an individual administration node,
you can restore it by synchronizing with the database on another administration node.

Note: Do not use this method if the cluster database has been corrupted, because the
database on another node will also be corrupted. In the case of corruption, you must
reinstate a backup copy of the database. See "Using bui | d_cngr _scri pt to
Recreate the Cluster Database" on page 451.
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Do the following;:

1. Stop the CXFS service on the node with the deleted database by running the
following command on one node:

f Caution: If you omit this step, the target node might be reset by another node.

cngr> stop cx_services on node nodename for cluster clustername

2. Stop the CXFS control daemon (cl conf d) by running the following command on
each administration node:

Caution: Running this command will completely shut down all CXFS filesystem
A access on the current node.

# /etc/init.d/ cxfs stop

3. Stop the CXFS cluster administration daemons (cad, cnond, cr sd, and f s2d) by
running the following command on each administration node:

e [RIX:
# /etc/init.d/cluster stop
e SGI ProPack:
# /etc/init.d/ cxfs_cluster stop
4. Run cdbr ei ni t on administration nodes that are missing the cluster database.
5. Wait for the following message to be logged to the sysl og:
fs2d[PI D] : Finished receiving CDB sync series from nachi ne nodename
6. Restart the CXFS control daemon by running the following command on each
administration node:
# letc/init.d/ cxfs start

The cdbr ei ni t command will restart cluster daemons automatically. The f s2d
daemon will then replicate the cluster database to those nodes from which it is missing
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Using bui | d_cngr _scri pt to Recreate the Cluster Database
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Note: Also see "Saving and Recreating the Current Configuration with cxf s_adm n"
on page 301.

You can use the bui | d_cngr _scri pt command from one node in the cluster to
create a cngr script that will recreate the node, cluster, switch, and filesystem
definitions for all nodes in the cluster database. You can then later run the resulting
script to recreate a database with the same contents; this method can be used for
missing or corrupted cluster databases.

Note: The bui | d_cngr _scri pt script does not contain local logging information, so
it cannot be used as a complete backup/restore tool.

To perform a database backup, use the bui | d_crngr _scri pt script from one node in
the cluster, as described in "Creating a cngr Script Automatically” on page 368.

Caution: Do not make configuration changes while you are using the
bui | d_cngr_scri pt command.

By default, this creates a cngr script in the following location:
/var/cluster/hal/tnp/cngr_create_cl ust er _clustername_processID
You can specify another filename by using the - 0 option.
To perform a restore on all nodes in the pool, do the following:

1. Stop CXFS services on all nodes in the cluster.

2. Stop the cluster database daemons on each node.

3. Remove all copies of the old database by using the cdbr ei ni t command on
each node.

4. Execute the cngr script (which was generated by the bui | d_cngr_scri pt
script) on the node that is defined first in the script. This will recreate the
backed-up database on each node.
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Note: If you want to run the generated script on a different node, you must
modify the generated script so that the node is the first one listed in the script.

5. Restart cluster database daemons on each node.

For example, to back up the current database, clear the database, and restore the
database to all administration nodes, do the following on administration nodes as
directed:

On one node:

# /var/cluster/cngr-scripts/build_crmgr_script -o /tnmp/ newcdb
Bui | ding cnmgr script for cluster clusterA ...

buil d_cngr_script: Generated cngr script is /tnp/ newcdb

On one node:
crmgr> stop cx_services for cluster clusterA

On each node:
# /etc/init.d/cxfs stop

On each node:
IRIX:
# /etc/init.d/cluster stop

SGI ProPack:
# /etc/init.d/cxfs_cluster stop

On each node:
# [usr/cluster/bin/cdbreinit

On each node:
IRIX:
# letc/init.d/cluster start

SGI ProPack:
# /etc/init.d/cxfs _cluster start

On the *first* node listed in the /tmp/newcdb script:
# [t mp/ newcdb
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Using cdbBackup and cdbRest or e for the Cluster Database and Logging Information
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A\

The cdbBackup and cdbRest or e commands backup and restore the cluster
database and node-specific information, such as local logging information. You must
run these commands individually for each node.

To perform a backup of the cluster, use the cdbBackup command on each node.

Caution: Do not make configuration changes while you are using the cdbBackup
command.

To perform a restore, run the cdbRest or e command on each node. You can use this
method for either a missing or a corrupted cluster database. Do the following:

—_

. Stop CXFS services on all nodes in the cluster.
Stop the cluster administration daemons on each administration node.

Remove the old database by using the cdbr ei ni t command on each node.

LN

Stop the cluster administration daemons again (these were restarted automatically
by cdbr ei ni t in the previous step) on each node.

5. Use the cdbRest or e command on each node.
6. Start the cluster administration daemons on each node.

For example, to backup the current database, clear the database, and then restore the
database to all administration nodes, do the following as directed on administration
nodes in the cluster:

On each node:
# [usr/cluster/bin/cdbBackup

On one node:
crmgr > stop cx_services for cluster clusterA

On each node:
# /etc/init.d/cxfs stop

On each node:

IRIX:
# /etc/init.d/cluster stop
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SGI ProPack:
# /etc/init.d/ cxfs_cluster stop

On each:
# [usr/cluster/bin/cdbreinit

On each node (again):

IRIX:
# /etc/init.d/cluster stop

SGI ProPack:
# /etc/init.d/cxfs_cluster stop

On each node:
# [usr/cluster/bin/cdbRestore

On each node:

IRIX:
# letc/init.d/cluster start

SGI ProPack:
# /etc/init.d/cxfs _cluster start

For more information, see the cdbBackup and cdbRest or e man page.

Checking the Cluster Configuration with cxfs-config

454

The cxf s- confi g command displays and checks configuration information in the
cluster database. You can run it on any administration node in the cluster.

By default, cxf s- confi g displays the following:

Cluster name and cluster 1D
Tiebreaker node

Networks for CXFS failover networks
Nodes in the pool:

— Node ID
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— Cell ID (as assigned by the kernel when added to the cluster and stored in the
cluster database)

— Status of CXFS services (configured to be enabled or disabled)
— Operating system
— Node function

¢ CXFS filesystems:

— Name, mount point (enabl ed means that the filesystem is configured to be
mounted; if it is not mounted, there is an error)

— Device name

— Mount options

— Potential metadata servers

— Nodes that should have the filesystem mounted (if there are no errors)
— Switches:

* Switch name, user name to use when sending a t el net message, mask (a
hexadecimal string representing a 64-bit port bitmap that indicates the list
of ports in the switch that will not be fenced)

¢ Ports on the switch that have a client configured for fencing at the other end
¢ Warnings or errors
For example:

t hump# /usr/cluster/bin/cxfs-config
d obal :

cluster: topiary (id 1)

ti ebreaker: <none>

Net wor ks:
net 0: type tcpip 192.168.0.0 255. 255. 255.0
net 1. type tcpip 134.14.54.0 255. 255. 255.0
Machi nes:
node | eesa: node 6 cell 2 enabled Linux32 client_only

fail policy: Fence
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nic 0: address: 192.168.0.164 priority: 1 network: O
nic 1: address: 134.14.54.164 priority: 2 network: 1

node t hud: node 8 cell 1 enabled IR X client_admn
fail policy: Fence
nic 0: address: 192.168.0.204 priority: 1 network: O
nic 1: address: 134.14.54.204 priority: 2 network: 1

node thunp: node 1 cell 0 enabled IR X server _adm n
fail policy: Fence
nic 0: address: 192.168.0.186 priority: 1 network: O
nic 1: address: 134.14.54.186 priority: 2 network: 1

Fi |l esystens:

fs dxm /mt/dxm enabl ed
devi ce = /dev/cxvm t p9500a4s0
options =[]
servers = thunp (1)
clients = leesa, thud, thunp
Swi t ches:
switch 0: adm n@sg-fcswl mask 0000000000000000

port 8: 210000e08b0Oead8c thump
port 12: 210000e08b081f 23 t hud

switch 1: admi n@sg-fcswo mask 0000000000000000

Wr ni ngs/ errors:
enabl ed machi ne | eesa has fencing enabled but is not present in switch database

The following options are of particular interest:
e -all lists all available information

® - ping contacts each NIC in the machine list and displays if the packets is
transmitted and received. For example:

node | eesa: node 6 cell 2 enabled Linux32 client_only
fail policy: Fence
nic 0: address: 192.168.0.164 priority: 1
ping: 5 packets transnmitted, 5 packets received, 0.0% packet |oss
ping: round-trip mn/avg/ max = 0.477/0.666/1.375 ns
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nic 1: address: 134.14.54.164 priority: 2
ping: 5 packets transnmitted, 5 packets received, 0.0% packet |oss
ping: round-trip mn/avg/ max = 0.469/0.645/1. 313 ns

e -xfs lists XFS information for each CXFS filesystem, such as size. For example:

Fi |l esystens:
fs dxm /mt/dxm enabl ed
devi ce = /dev/cxvm t p9500a4s0
options =[]
servers = thunp (1)
clients = leesa, thud, thunp
xfs:
magi c: 0x58465342
bl ocksi ze: 4096
uui d: 3459ee2e- 76¢c9- 1027- 8068- 0800690dac3c
data size 17.00 Gb

e -xvmlists XVM information for each CXFS filesystem, such as volume size and
topology. For example:

Fi |l esystens:

fs dxm /mt/dxm enabl ed
devi ce = /dev/cxvm t p9500a4s0
options =[]
servers = thunp (1)
clients = leesa, thud, thunp
Xvm
vol / t p9500a4s0 0 online, open
subvol / t p9500a4s0/ dat a 35650048 onl i ne, open
slicel/tp9500a4s0 35650048 onl i ne, open

data size: 17.00 Go

¢ -check performs extra verification, such as XFS filesystem size with XVM volume
size for each CXFS filesystem. This option may take a few moments to execute.

The following example shows errors reported by cxf s-confi g:

ai den # /usr/cluster/bin/cxfs-config -check -all
d obal :
cluster: BP (id 555)
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server _admin

1 network: O

recei ved, 0.0% packet
171/ 0. 299 ns

network: 1

recei ved, 0.0% packet
171/ 0. 303 ns

server _admin

1 network: O

recei ved, 0.0% packet
339/ 0. 446 ns

cluster state: enabled
ti ebreaker:
Net wor ks:
net 0: type tcpip 10.11.0.0 25