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PREFACE

At the beginning of the 1980s, 1 accomplished my long-standing ambition
[1] to publish an extended treatise dealing with the theoretical aspects of thermal
analysis in relation to the general subject of thermophysical properties of solids.
The pioneering Czech version appeared first in 1982 [2], successively followed
by English [3] and Russian [4] translations. | am gratified to remark that the
Russian version became a bestseller on the 1988 USSR market and 2500 books
were sold out within one week. The other versions also disappeared from the
bookshops in a few years leaving behind a rather pleasing index of abundant
citation responses (almost 500 out of my total record of 2500).

Recently 1 was asked to think over the preparation of an English revision
of my book. Although there has been a lapse of twenty years, after a careful
reading of the book again, 1 was satisfied that the text could be more or less
reiterated as before, with a need for some corrections and updating. The content
had not lost its contemporary value, innovative approach, or mathematical
impact and can still be considered as being competitive with similarly focused
books published even much later, and thus a mere revision did not really make
sense.

In the intervening years, I have devoted myself to a more general
comprehension of thermal analysis, and the associated field of overlaying
thermophysical studies, to gain a better understanding of the science of heat or,
if you like, thermal physics or science of heat. It can be seen to consist of the
two main areas of generalized interest: the force fields (that is, particularly, the
temperature expressing the motional state of constituent particles) and the
arrangement deformations (that is entropy, which is specific for ordering the
constituent particles and the associated ‘information’ value). This led me to see
supplementary links to neighboring subjects that are, so far, not common in the
specialized books dealing with the classically understood field of thermo-
physical studies or, if you like, forming the generalized and applied domain of
thermal analysis.

This comprehension needed a gradual development. In 1991, I co-edited
and co-authored other theoretical books [5, 6] attentive to problems of non-
equilibrium phase transitions dealing with the non-stationary processes of
nucleation and crystal growth and their impact on modern technologies [7], and
later applied to glasses [8]. A more comprehensive and updated Czech book was
published recently [9]. I have also become occupied in extensive lecturing,
beside the short courses mostly read on thermodynamics and thermal analysis
(among others, in Italy, the USA, Norway, India, Germany, Argentina, Chile
and Taiwan), 1 enjoyed giving complete full-term courses at the Czech
University of Pardubice (1988-1999, “Modern materials”), the University of
Kyoto (1996 and 2004, “Energy science”), Charles University in Prague (1997—
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2001, “Thermo-dynamics and society” and “On the borderland of science and
philosophy of nature™), and at the US University of New York, the division in
Prague (1999-, “Scientific world”). I was also proud to be given the challenge of
supervising an associated cooperation project with the University of Kyoto
(2001-2004) and was honored to be a founding member of its new faculty on
energy science (1996). It gave me space to be in contact with enquiring students
and made it easier for me to think about thermal science within a wider context
[10] including philosophy, history, ecology, sociology, environmental anthro-
pology, informatics, energetics and an assortment of applied sciences. It helped
me to include completely new allocations to this new edition, e.g., Greek
philosophical views and their impact on the development of contemporary ideas,
understanding caloric as heat to be a manufacturing tool, instrumental probe and
scholarly characteristic, early concepts of temperature and its gradients, non-
equilibrium and mesocopic (quantum) thermo-dynamics, negentropy as
information logic, generalized authority of power laws and impact of fractal
geometry, physics applied to economy (econophysics) or submicroscopic scales
(quantum diffusion) and, last but not least, the importance of energy science and
its influence on society and an inquiring role into sustainable environments.

A number of Czech-Slovak scientists participated in the discovery of
specialized thermophysical techniques [3], such as dielectric (Bergstein),
emanation (Balek), hydrothermal (Satava), periodic (Proks), photometric
(Chromy) or permeability (Komrska) methods of thermal analysis including the
modified technique of accelerated DTA (Vanis). There are also early
manuscripts on the first national thermodynamic-like treaties dealing with wider
aspects of heat and temperature that are worth indicating. They are good
examples of creative and illustrious discourse, which served as good quality
precedents for me. They were published by the world-famous Bohemian teacher
and high-spirited Czech thinker Jan Amos Komensky (Comenius), the renowned
author of various educational books among which the treaty on “The nature of
heat and cold, whose true knowledge will be a key to open many secrets of
nature” (available as early as 1678 [11]). Among recent example belongs the
excellent book *Thermal phenomena® 1905 [12] authored by Cenék Strouhal, a
Czech educator and early builder of modern thermal physics.

My aim has been to popularize the role of heat from the micro- up to the
macro-world, and have endeavored to explain that the type of processes
involved are almost the same — only differing in the scale dimension of inherent
heat fluxes. A set of books, popularizing the science of physics through the
freely available understandability (from Prigogine [13] to Barrow [14]), served
me here as examples. | am hopeful (and curious too) that this book will be
accepted as positively as my previous, more methodological and narrowly-
focused publications where 1 simply concentrated on theoretical aspects of
thermal analysis, its methods, applications and instrumentation.
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Fig. 1. — The symbolic manifestation of the title pages of four selected books related to the
scientific domain of heat; left to right: J.A. Comenius 1678, C. Strouhal 1906 and J. Sestak
1987 and 2004. It is worth noting that the latter publication (the revealed cover of which was
designed by the author) preceded the present updated and broadly reconstructed version in
vour hands. The previous book contents [9] was purposefully intended to assign a yet unusual
amalgamation between the author’s scientific and artistic efforts and ambitions so that the
book included 60 of the art (full-page) photos printed on the coated paper, which were used
not only as the frontispieces of each chapter but also helped to compose book’s extended
appendix. Though unconventional, such anticipated interdisciplinary challenge hopefully
refireshed the scientific comeliness and gave a specific charisma of this previous book, which
was aimed to present and seek deeper interconnections between the science and philosophy of
nature (cf. www.nucleus.cz and infol@nucleus.cz).

By no means did 1 want to follow the habitual trends of many other
thermoanalytical books (jointly cited in [3,9]), which tried for a more effective
rendition but still merely rearranged, for almost 40 years, more or less unvarying
information [15] with little innovativeness that would help the reader’s deeper
edification. Therefore, all those who are awaiting a clear guidance to the
instrumental basis of thermal analysis or to the clearer theory of
thermodynamics are likely to be disappointed whereas the book should please
those who would care to contemplate yet unseen corners of thermal science and
who are willing to see further perspectives.

However, this book, which you now have in your hands and which I
regard as a somehow more inventive and across-the-board approach to the
science of heat, did not leave much space to work out a thorough description of
any theoretical background. The interested readers are regretfully referred to the
more detailed mathematics presented in my original books [1-9] and review
articles cited in the text. It is understandable that I have based the book’s new
content mostly on the papers that I have published during the past twenty years.
I also intentionally reduced the number of citations to a minimum (collected at
the end) so that, for a more detailed list of references, the readers are kindly



advised to find the original literature or yet turn their attention to my previously
published books [1-9] or my papers (a survey of which was published in ref.
[16].

I have tried to make the contents as compact as possible while respect-ing
the boundary of an acceptably readable book (not exceeding 500 pages) but,
hopefully, still apposite. In terms of my written English in this version of my
book, its thorough understandability may be questionable but excusable as it is
written by an author whose mother tongue is fundamentally and grammatically
very different — the Slavic language of the Czechs.

I would also like to enhance herewith my discourse on heat by
accentuating that the complete realization of an absolute zero is impossible by
any finite processes of supercooling. In such an unachievable and unique ‘nil’
state, all motion of atoms would cease and the ever present fluctuations
(‘errors’), as an internal driving force for any change, would fade away. The
system would attain the distinctly perfect state, which is deficient in defects. We
know that such a perfect state is impossible as, e.g., no practical virtuous single
crystal can truthfully exist without the disordering effect of admixtures,
impurities, vacancies, dislocations, tensions and so forth. This is an objective
reason to state here that no manuscript could ever be written faultlessly. In this
context, any presentation of ideas, items specification, mathematical description,
citation evidence, etc., are always associated with unprompted mistakes. As
mentioned in the forthcoming text, any errors (i.e., a standard state of
fluctuations) can play the most important roles in any positive development of
the state of matter and/or society itself, and without such ‘faults’ there would be
neither evolution nor life and even no fun in any scientific progress.

Therefore, please, regard any misprints, errors and concept distortion that
you will surely find in many places in this book, in a more courteous way of
‘incontrovertibly enhanced proficiency’. Do not criticize without appreciating
how much labor and time has been involved in completing this somewhat
inquisitive but excessively wide-ranging and, thus, unavoidably dispersed idea-
mixing approach, and think rather in what way it could be improved or where it
may be further applied or made serviceable.

In conclusion I would like to note that the manuscript was written under
the attentive support of the following institutions: Institute of Physics of the
Academy of Sciences of Czech Republic(AV0210100521); Faculty of Applied
Science, the West Bohemian University in Pilsen (4977751303); enterprise
NETZSCh Geriitebau GmbH., Selb (Germany) as well as the Municipal
Government of Prague 5 and the Grant Agency of Czech Republic
(522/04/0384).

Jaroslav Sestak
Prague, 2005
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Chapter 1

1. SOME PHILOSOPHICAL ASPECTS OF SCIENTIFIC
RESEARCH

1.1. Exploring the environment and scale dimensions

The understanding of nature and its description are not given a priori but
developed over time, according to how they were gradually encountered and
assimilated into man’s existing practices. Our picture of nature has been
conditioned by the development of modes of perceiving (sensors) and their
interconnections during mankind’s manufacturing and conceptual activities. The
evaluation of sensations required the definition of measuring values, i.e., the
discretion of what is available (experience, awareness, inheritance). A sensation
must be classified according the given state of the organism, i.e., connected to
the environment in which the evaluation is made. Everyday occurrences have
been incorporated, resulting in the outgrowth of so-called custom states. This is,
however, somewhat subjective because for the sake of objectivity we must
develop measures independent of individual sensation, i.e., scales for identifying
the conceptual dimensions of our surroundings (territorial and/or force-field
parameters such as remoteness (distance) or warmth (temperature), having
mutually quite irreconcilable characteristics).

Our educational experience causes most of us to feel like inhabitants of a
certain geographical (three-dimensional) continuum in which our actual position
or location is not necessarily indispensable. A similar view may be also applied
to the other areas such as knowledge, durability, warmth etc. If we were, for
example, to traverse an arbitrary (assumingly 2-D) landscape we would realize
that some areas are more relevant than others. Indeed, the relative significance
of acknowledged objects depends on their separated distance — which can be
described as their ‘nearness’ [17]. It can be visualized as a function, the value of
which proportionally decreases with the distance it is away from us, ultimately
diminishing entirely at the ‘horizon’ (and the space beyond). The horizon, as a
limit, exists in many of our attributes (knowledge, experience, capability).

When the wanderer strolls from place to place, his ‘here’, ‘there’, his
horizon as well as his field of relevance gradually shifts whilst the implicit form
of nearness remains unchanged. If the various past fields of relevance are
superimposed, a new field of relevance emerges, no longer containing a central
position of ‘here’. This new field may be called the cognitive map, as coined by
Havel [17] for our positional terrain (as well as for our knowledge extent).
Individual cognitive maps are shaped more by memories (experience, learning)
of the past than by immediate visual or kinestatic encounters.
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communication user who exploits a limited range of scales to its explication [9,17]. Courtesy
of Ivan M. Havel, Prague, Czech Republic |

It is not difficult to imagine a multitude of cognitive maps of some
aggregates to form, e.g., a collective cognition map of community, field, etc.,
thus available for a wider public use. However, to match up individual maps we
need to be sure of the application of adequately rational levels, called scales
[18]. Returning to the above geographical illustrations we may see them as the
superimposition of large-scale maps on top of another smaller-scale maps,
which, together, yield a more generalized dimension, called the ‘spatial-scale
axis’. A movement in the upward direction along this scale axis resembles
zooming out using a camera (objects shrink and patterns become denser) while
the opposite downward movement is similar to zooming in (objects are
magnified and patterns become dispersed or even lost). Somewhere in the center
of this region (about the direct proportions one-to-one) exists our perception of
the world, a world that, to us, is readily understandable.

Our moving up and down in the scale is usually conditioned by artificial
instruments (telescopes, microscopes) that are often tools of scientific research.
Even when we look through a microscope we use our natural vision. We do not
get closer to the observed but we take the observed closer to us, enabling new
horizons to emerge and employ our imagination and experience. We may say
that we import objects, from that other reality, closer to us. Only gradually have
the physical sciences, on the basis of laborious experimental and theoretical
investigations, extended our picture of nature to such neighboring scales.

Let us consider the simplest concept of shape. The most common shapes
are squares or circles easily recognizable at a glance — such objects can be called
‘scale-thin’ [17]. Certainly there are objects with more complex shapes such as
the recently popular self-similar objects of fractals that can utilize the concept of
the scale dimension quite naturally because they represent a recursive scale
order. It is worth noting that the term fractal was derived from the Latin word



‘fractus’ (meaning broken or fragmented) or ‘frangere’ (break) and was coined
by the Polish-born mathematician Mandelbrot on the basis of Hausdorff
dimension analysis. The term fractal dimension reveals precisely the nuances of
the shape and the complexity of a given non-Euclidean figure but as the idiom
dimension does not have exactly the same meaning of the dimension responsive
to Euclidean space so that it may be better seen as a property [9].

Since its introduction in 1975, it has given rise to a new system of
geometry, impacting diverse fields of chemistry, biology, physiology and fluid
dynamics. Fractals are capable of describing the many irregularly shaped objects
or spatially non-uniform phenomena in nature that cannot be accommodated by
the components of Euclidean geometry. The reiteration of such irregular details
or patterns occur at progressively smaller scales and can, in the case of purely
abstract entities, continue indefinitely so that each part of each part will look
basically like the object as a whole. At its limit, some ‘conclusive’ fractal
structures penetrate through arbitrary small scales, as its scale relevance function
does not diminish as one zooms up and down. It reflects a decision by modern
physics to give up the assumption of the scale invariance (e.g., different
behavior of quantum and macroscopic particles).

Accordingly, the focus became the study of properties of various
interfaces, which are understood as a continuity defect at the boundary between
two entities regardless of whether it is physics (body surface, phase interfaces),
concepts (classical and quantum physics, classical and nonequilibrium
thermodynamics), fields of learning (thoughts, science and humanities) or
human behavior (minds, physical and cultural frontiers). In our entrenched and
customary visualization we portray interfaces only (as a tie line, shed, curve)
often not monitoring the entities which are borderlined. Such a projection is
important in conveniently picturing our image of the surroundings (models in
physics, architectonical design). Interfaces entirely affect the extent of our
awareness, beyond which our confusion or misapprehension often starts. As
mentioned above, it brings into play an extra correlation, that is the interface
between the traditional language of visible forms of the familiar Euclidean
geometry and the new language used to describe complex forms often met in
nature and called fractals.

The role of mathematics in this translation is important and it is not clear
to what extent mathematical and other scientific concepts are really independent
of our human scale location and the scale of locality. Vopénka [19] in 1989
proposed a simplifying program of naturalization of certain parts of
mathematics: “we should not be able to gain any insight about the classical
(geometrical) world since it is impossible to see this world at all. We see a world
bordered on a horizon, which enables us to gain an insight, and these lead us to
obtain nontrivial results. However, we are not seeing the classical, but the
natural (geometrical) world differing in the classification of its infinity as the



SJorm of natural infinity” (alternative theory of semi-sets that are countable but
infinite beyond the horizon).

One consequence is the way we fragment real-world entities into several
categories [17]: things, events and processes. By things, we typically mean those
entities which are separable, with identifiable shapes and size, and which persist
in time. Events, on the other hand, have a relatively short duration and are
composed of the interactions of several things of various sizes. Processes are, in
this last property, similar to events but, like things, have a relatively long
duration. However, many other entities may have a transient character such as
vortices, flames, clouds, sounds, ceremonies, etc. There is an obvious difference
between generic categories and particular entities because a category may be
scale-thin in two different ways: generically (atoms, birds, etc.) or individually
(geometrical concepts, etc.).

There is an interesting asymmetry with respect to the scale axes [18]; we
have a different attitude towards examining events that occur inside things than
what we consider exists on their outside. Moreover there are only a few relevant
scales for a given object, occasionally separated by gaps. When considering, for
example, a steam engine, the most important scale is that of macroscopic
machinery while the second relevant scale is set much lower, on a smaller scale,
and involves the inspection of molecules whose behavior supports the
thermodynamic cycle. Whatever the scale spectrum in the designer’s
perspective, there is always one and only one relevant ‘scale-here” range where
the meaning of the object or process is located as meaningful.

In the case of complex objects, there is a close relationship between their
distribution over scales and a hierarchy of their structural, functional and
describable levels. We tend to assign objects of our concern into structural levels
and events as well as processes into functional levels. Obvious differences of
individual levels yield different descriptions, different terminology (languages)
and eventually different disciplines. Two types of difficulty, however, emerge,
one caused by our limited understanding of whether and how distinct levels of a
system can directly interact and, the other, related to the communication
(language) barriers developed over decades of specialization of scientific
disciplines (providing the urgent need for cross-disciplinarity).

One of the first mathematical theories in science that dealt with inter-level
interactions was Boltzmann’s statistical physics, which is related to
thermodynamics and the study of collective phenomena. It succeeded in
eliminating the lower (microscopic) level from the macroscopic laws by
decomposing the phase space to what is considered macroscopically relevant
subsets and by introducing new concepts, such as the mannered entropy
principle. It requested to widely adopt the function of logarithm that was already
and perpetually accustomed by nature alone (physiology, psychology). In
comparison, another scaled sphere of a natural process can be mentioned here



where the gradual evolution of living parts has been matured and completed in
the log/log relations, called the allometric dependence.

Another relevant area is the study of order/disorder phenomena,
acknowledging that microscopically tiny fluctuations can be somewhat
‘immediately’ amplified to a macroscopic scale. What seems to be a purely
random event on one level can appear to be deterministically lawful behavior on
some other level. Quantum mechanics may serve as another example where the
question of measurement is actually the eminent question of interpreting
macroscopic images of the quantum-scale events. Factually we construct
‘things’ on the basis of information, which we may call information transducers.

The humanities, particularly economics, are further fascinating spheres for
analysis. However, their evaluation can become more complicated as individual
scale-levels may mutually and intermediately interact with each other. Namely
any forecasting is disconcerted assuming that any weather prediction cannot
change the weather itself while economic prediction activity displays the
inevitable dependence of what is being evaluated or forecasted.

Yet another sphere of multilevel interactions is the concept of active
information — another reference area worthy of mention. Besides the reciprocal
interrelation to “entropical” disorder we can also mention the growth of a
civilization’s ability to store and process information, which encompasses at
least two different scales. On the one hand, there is the need for a growing
ability to deal with entities that become composite and more complicated. On
the other hand, there is a necessity to compress information storage into smaller
and smaller volumes of space. Human progress in its elaborateness is hinted at
by the triangle [14] of his rivalry scales: time, t, information, [, and energy, E.

t=0

Modern industrial man ‘Starving’ philosopher

=0 ———— E=0
Primitive savage

Cyberneticist Weinberg is worth noting as he said “time is likely to
become, increasingly, our most important resource. The value of energy and
information is, ultimately, that it gives us more freedom to allocate our time”. If
we have lots of time we do not need much information because we can indulge
in haphazard, slow trial-and-error search. But if time becomes expensive, then
we need to know the fastest way to do things and that requires lots of
information and time organization. The above treated spatial ‘here’ suggests an



obvious analogue in the temporal ‘now’ (temporal field relevance), which is
impossible to identify without involving ‘change’ (past and future).

One of the most widespread concepts in various fields (physics, society
and/or mind) is the notion of ‘state’ [20]. In fact, there is no any exact physical
definition of what is the state alone and we can only assume that a system under
consideration must possess its own identity connected to a set of its properties,
qualities, internal and external interactions, laws, etc. This “identity’ can then be
called the state and the description of state is then made upon this set of chosen
properties, which must be generally interchangeable when another same system
is defined. Thermodynamics (cf. Chapter 6), as one of the most frequent users of
the notion of state, is presented as a method for the description and study of
various systems, which uses somehow a heterogeneous mixture of abstract
variables occasionally defined on different scales, because the thermodynamic
concept involves an energetic communication between macro- and microlevels.
For example, heat is the transfer of energy to the hidden disordered molecular
modes, which makes it troublesome to co-define the packaging value of internal
energy when including processes at the macroscopic level, such as the
mechanical work (of coordinated molecular motion as whole). Associated with
this is the understanding of thermodynamic variables as averaged quantities and
the assignment of such variables to individual parts that may be composed
together to form other parts [9, 20].

Another important standpoint is the distinction between ‘phase’ as the
denomination of a certain intensive state and the different forms of matter (as
liquids or solids). In fact, phase keeps traditional meaning as a ‘homogeneous
part’ and already Gibb’s writings were marked in this respect with a great
conciseness and precision so that he also treated the term phase from a statistical
point of view, introducing the words ‘extension-in-phase’ to represent what is
generally referred to today as ‘phase space’, i.e., all of the possible microstates
accessible to the system under the constraints of the problem. The relation
between these two ideas is as follows: at equilibrium a thermodynamic system
will adopt a particular phase in its macroscopic concept, which is represented by
a large number of possible microstates, which may be thought of as an
occupying extension-in-phase or regions of phase space. A phase thus represents
a statistical projection onto fewer dimensions from a region of phase space. This
representation is not possible if the word phase is used to merely represent a
state of matter

Any thermal process requires another scale-dependent criterion (which is
often neglected) that decides whether or not any (thermally) stable state is stable
enough and in what scale, viewed dimensionally, still maintains its stability.
When the approached stability is of a simple natural scale this problem is more
elementary but when equilibrium exists in the face of more complicated
couplings between the different competing influences (forces) then the state



definition of stability becomes rather more complicated. There can be existent
equilibriums, characterized by special solutions of complex mathematical
equations, whose stability is not obvious. Although the comprehensively
developed field of thermal physics deals with equilibrium states it cannot fully
provide a general law for all arbitrary “open” systems of stabilized disequilibria
but, for example, it can help to unlock an important scientific insight for a better
understanding of chaos as a curious but entire source for systems evolution.

1.2. Warmth and our thermal feeling

One of the most decisive processes of man’s sensation is to understand
warmth — the combined effect of heat and temperature. A stone under sunshine
can be regarded as torrid, sunny, tepid, warm, hot, radiant, caloric, sizzling,
fiery, blistering, burning, boiling, glowing, etc., and by merely touching it we
can be mistaken by our previous feeling so that we cannot discern what is what
without additional phraseology, knowledge and practice. Correspondingly,
under a freezing environment we can regard our sensation as wintry, chilly,
cold, frosty, freezing, icy, arctic, glacial, etc., again, too many denominations to
make an optimal choice.

We, however, would feel a different effect of sensation in our hand if in
contact with an iron or a wooden bar that are both of the same temperature. Here
we, moreover, are unintentionally making a certain normalization of our tactility
by accidentally regarding not only the entire temperature of the bar but also the
heat flow between the bar and the hand. Therefore the iron bar would feel to us
colder. Curiously, this is somehow similar to the artificial parameter called
entropy that explicates different qualities of heat with respect to the actual
temperature. Certainly, and more realistically, it should be related to the modern
understanding of transient thermal property known as warm-cool feeling of
fabrics (particularly applied to textiles) related to thermal absorptivity
(characterizing heat flow between human skin and fabrics at given thermal
conductivity and thermal capacity). The higher the level of thermal absorptivity,
the cooler the feeling it represents (cf. paragraph 5.7).

Early man used to describe various occurrences by vague notions (such as
warmer-cooler or better-worse) due to the lack of development of a larger
spectrum of appropriate terminology. Only the Pythagorean school (~500 BC)
resumed the use of numbers, which was consummated by Boole’s (~19"
Century) logical mathematics of strictly positive or negative solution. Our
advanced life faces, however, various intricacies in making a precise description
of complex processes and states by numbers only, thus falling beyond the
capacity of our standard mathematical modeling. Increased complexity implics a
tendency to return from computing with exact numbers to computing with
causal words, i.e., via manipulation of consequently developed measurements
back to the somehow original manipulation of perceptions, which is called



‘fuzzy logic’ [21] and which is proving its worth in modern multifaceted
technologies .

The scale-concept of temperature [22,23], due to its practical significance
in meteorology, medicine and technologies, is one of the most commonly used
physical concepts of all. In a civilized world even small children are well
acquainted with various types of thermometers giving the sign for “temperature”
of either, sick children, outdoor suitability of environment, working state of a
car engine or even microscopic distribution of energies. It should be noted,
however, that the medical thermometer can be deemed by children to be rather a
healing instrument decisive for an imperative command to stay in bed, while the
outdoor thermometer decides how one has to be dressed, the position of a
pointer on the dial in the car thermometer has some importance for the well-
being of the engine while the absolute zero represents the limiting state of
motionless order of molecules.

As a rule, there is no clear enough connection among these different
scales of “temperature” given by particular instruments. For teenagers it is quite
clear that all the things in the world have to be measured and compared so that it
is natural that an instrument called a thermometer was devised for the
determination of certain “exact” temperature — a quantity having something to
do with our above-mentioned imperfect feeling of hotness and coldness. The
invention of temperature was nothing but a further improvement of modern
lifestyle in comparison with that of our ancestors. Eventually, all adults believe
that they know what temperature is. The only persisting problem is represented
by various temperature scales and degrees, i.e. Fahrenheit, centigrade or Kelvin
and/or Celsius. The reason for their coexistence remains obscure and common
meaning is that some of these degrees are probably more “accurate” or simply
better — in close analogy with monetary meaning of dollars and euros [22].

Roughly speaking, it is true that modern thermal physics started to
develop as the consequence of thermometer invention, thus making possible
optional studies of quantitative thermal phenomena. It is clear that there were
scientific theories dealing with heat effects before this date and that the
discovery of the thermometer did not make transparent what temperature really
is. It still took a long time before scholars were responsive enough to what they
were actually doing to carry out experiments with thermometers. In this light it
may be quite surprising that the essential part of ancient natural philosophy
consisted just of what we now may call thermal physics. These theories and
hypotheses worked out by old philosophers remained still active even after the
invention of the thermometer and was it a matter of curiosity that led to the build
up of predicative theory of thermal phenomena paying little attention to such an
important quantity as temperature? To give an explanation it is important to say
a few words about these, for us quite strange, theories, in the following chapters.



The first conscious step towards thermal analysis was man’s realization
that some materials are flammable. Despite a reference to the power of fire, that
is evident from early records, man at an early stage learned how to regulate fire
to provide the heat required to improve his living conditions by, inter-alia,
cooking food, firing ceramic ware and extracting useful metals from their ores.
It occurred in different regions, at different times and in different cultures,
usally passing from one locality to another through migration of peoples or by
transmission of articles of trade.

The forms of power (energy, in contemporary terminology) generally
known to ancient peoples numbered only two; thermal and mechanical (as the
extraordinarily knowledge of electric energy, documented e.g. in the Bible,
should be considered exclusive). From the corresponding physical disciplines,
however, only mechanics and optics were accessible to early mathematical
description. Other properties of the structure of matter that include thermal,
meteorological, chemical or physiological phenomena were long treated only by
means of verbal arguments and logical constructions, with alchemy having here
a very important role.

Purposeful application of heat as a probing agent imposes such modes of
thermal measurement (general observation), which follow temperature changes
in matter that are induced by absorption, or extraction of heat due to state
changes. It is, fundamentally, based on the understanding of intensive
(temperature) and extensive (heat, entropy) properties of matter. In an early
conception of heat it, however, was widely believed that there was a cold
“frigoric” radiation [24] as well as heat radiation as shown above. This gave
credence to the fluid theory of ‘reversibly flowable’ heat. Elements of this
caloric theory can be even traced in the contemporary description of flow
mathematics.

Thermal analysis reveals the thermal changes by the operation of
thermophysical measurements. It often employs contact thermometers or makes
use of indirect sensing of the sample surface temperature by various means
(pyrometery). Therefore, the name for outer temperature scanning became
thermography, which was even an early synonym for thermal analysis. This
term is now restricted only for such thermal techniques that visualize
temperature by thermal vision, i.e., the thermal screening of the body’s surface.
Under the caption of thermal analysis, the heating characteristics of the ancient
Roman baths were recently described with respect to their architectural and
archeological aspects. In detail, the heat loss from the reconstructed bath was
calculated and the mass flow rate of the fuel was determined, allowing for the
estimation of temperature and thermal conductivity [25]. It shows that the notion
of thermal analysis should be understood in broader conjectures, a theme that is
upheld as one of the goals of this book.



Fig. 3. — Thermography: examples of thermovision of selected objects (left, classical view of
heat-loss for buildings with notable windows), which is a useful method of direct screening
the temperature (intensity scale shown in the center bar). Middle: the onion-like epidermal
cell formation directly scanned on the surface of a metallic sample during its freezing, which
is a specially developed type of thermoanalytical technique recently introduced by
Toshimasa Hashimoto (Kyoto, Japan). Another style of such temperature scanning (right)
was applied to visualize the immediate thermal behavior of a water drop (0.5 ml) deposited
on (two brand) of textiles at the initial temperatures of 25°C (and humidity of 40 % with the
T-scale laying between 15 to 30 °C) newly pioneered by Zdenék Kus (Liberec, Czechia).

1.3. Databases in thermal material sciences

It is clear that the main product of science is information, and this
similarly applies for the section of thermally related studies, too. There is
seldom anything more respectable than the resulting data bibliographic bases,
which store the information gathered by generations of scientists and which put
them in order. On the other hand, there are still controversial issues and open
problems to be solved in order that this information (and such derived
databases) will better serve the ultimate endeavor of science — the pursuit of
discovery and truth.

Let us make some remarks related to our specific field of interest, i.e.,
thermal science specified as thermal analysis as well as the accompanying
thermal treatment [3]. Let us mention only the two most specialized journals,
Thermal Analysis and Calorimetry (JTAC) and Thermochimica Acta (TCA),
which cover the entire field of thermal analysis and related thermophysical
studies, and which naturally belong to a broader domain of journals concerned
with material thermal science [26]. These two journals are members of a general
family of about 60 000 scientific journals that publish annually about 10° papers
on 107 pages. The questions then arises as to the appropriate role of such
specific journals, and their place among so many presently existing scientific
periodicals. The answers to these questions may be useful not only for their
Editors, but also for prospective authors trying to locate their articles properly,
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as well as for researchers needing to identify suitable journals when the
interaction between thermal specialties or disciplines pushes them beyond the
borders of familiar territory.

It is generally recognized that almost three-quarters of all published
articles are never cited and that a mere 1% of all published articles receives over
half of the citations from the total number. These citations are also unequally
distributed over individual journals. Articles written by a Nobel-prize winner (or
other high-profile scientist) are cited about 50 times more frequently than an
average article of unknown affiliation cited at all in a given year. About 90% of
all the actual information ever referred to represents a mere 2000 scientific
volumes, each volume containing roughly 25 papers. The average library also
removes about 200 outdated volumes each year, because of shortages of space,
and replaces them with newer issues.

What is the driving force for the production of scientific papers? Besides
the need to share the latest knowledge and common interests, there is the often
repeated factor of “publish-or-perish” which is worthy of serious re-thinking,
particularly now in the age of resourceful computing. We have the means of
safeguarding the originality of melodies, patents and even ideas, by rapid
searching through a wide range of databases, but we are not yet able (or
willing?) to reduce repetitions, variations and modifications of scientific ideas.
Printed reports of scientific work are necessary to assure continued financial
support and hence the survival of scientists and, in fact, the routine continuation
of science. It would be hypothetically possible to accelerate the production of
articles by applying a computer-based “Monte Carlo” method to rearrange
various paragraphs of already-existing papers so as to create new papers, fitting
them into (and causing no harm in) the category of “never-read” articles.
Prevention or restriction of such an undesirable practice is mostly in the hands
of scientific referces (of those journals that do review their articles) and their
ability to be walking catalogues and databases in their specialization.

The extent of the task facing a thermal analyst is potentially enormous
[27-29]. For the 107 compounds presently registered, the possibility of 10"
binary reactions exists. Because all reactions are associated with thermal
changes, the elucidation of a large number of these 10" reactions could become
a part of the future business for thermochemistry and, in due course, the subject
of possible publications in JTAC, TCA and other journals. The territory of
thermal treatment and analysis could thus become the most generally enhanced
aspect of reactivity studies — why? The thermal properties of samples are
monitored using various instrumental means. Temperature control is one of the
basic parameters of all experiments, but there are only a few alternatives for its
regulation, i.e., isothermal, constant heating/cooling, oscillating and modulated,
or sample determined (during quenching or explosions). Heat exchange is
always part of any experiment so reliable temperature measurements and control
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require improved sophistication. These instruments can be considered as
“information transducers”, invented and developed through the skill of
generations of scientists in both the laboratory and manufacturers’ workshops.

The process of development is analogous to the process for obtaining
useful work; where one needs to apply, not only energy, but also information, so
that the applied energy must either contain information itself, or act on some
organized device, such as a thermodynamic engine (understood as an energy
transducer). Applied heat may be regarded as a “reagent” [3], which, however, is
lacking in information content in comparison with other instrumental reagents
richer in information capacity, such as various types of radiation, fields, etc. We,
however, cannot change the contributed information content of individually
applied reagents and we can only improve the information level of our gradually
invented transducers.

This may be related to the built-in information content of each distinct
“reagent-reactant”, e.g., special X-rays versus universal heat, which is important
for the development of the field in question. It certainly does not put a limit on
the impact of combined multiple techniques in which the methods of thermal
analysis can play either a crucial or a secondary role. Both interacting fields then
claim superior competence (e.g., thermodiffractometry). These simultaneous
methods can extend from ordinary combinations of, e.g., DSC with XRD or
microscopy, up to real-time WAXS-SAXS-DSC, using synchrotron facilities.
Novel combinations, such as atomic force microscopy fitted with an ultra-
miniature temperature probe, are opening new perspectives for studies on
materials [3,9,16], and providing unique information rewards. However, the
basic scheme of inquiring process remains resembling [3].

At the end of the 20" Century, Chemical Abstracts Service (CAS)
registered the 19,000,000-th chemical substance and since 1995, more than a
million new substances have been registered annually [29]. The world’s largest
and most comprehensive index of chemical literature, the CAS Abstracts File,
now contains more than 18 million abstracts. About a half of the one million
papers, which are published annually in scholarly journals deal with chemistry
that is considered as a natural part of material thermal science. The database
producer Derwent and world’s largest patent authority registers some 600,000
patents and patent-equivalents annually; 45% of which concern chemistry. One
of the most extensive printed sources of physical properties and related data,
Landolt-Boernstein Numerical Data and Functional Relationships in Science and
Technology, has more than 200 volumes (occupying some 10 meters of shelf
space).

In the area of enhanced electronic communications and the global
development of information systems, electronic publishing and the Internet
certainly offer powerful tools for the dissemination of all types of scientific
information. This is now available in electronic form, not only from
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computerized databanks, but also from primary sources (journals, proceedings,
theses and reports), greatly increasing the information flow. One of the greatest
benefits of the early US space program was not specimens of Moon rocks, but
the rapid advance in large and reliable real-time computer systems, necessary for
the lunar-project, which now find application almost everywhere.
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However, because of the multitude of existing data of interest to material
thermal science and technology, and the variety of modes of presentation,
computer-assisted extraction of numerical values of structural data, physico-
chemical properties and kinetic characteristics from primary sources are almost
as difficult as before. As a consequence, the collection of these data, the
assessment of their quality in specialized data centers, the publication of
handbooks and other printed or electronic secondary sources (compilations of
selected data) or tertiary sources (collections of carefully evaluated and
recommended data), storage in data banks, and dissemination of these data to
end users (educational institutions and basic scientific and applied research
centers), still remain tedious and expensive.

The total amount of knowledge, collected in databases of interest for
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materials science, is impressive. On the other hand, the incompleteness of this
collection is also alarming. The 11 million reactions covered by the BCF&R
database constitute only a negligible fraction of the total number of
200,000,000,000,000 binary reactions between 19 million already registered
compounds, not even considering tertiary reactions, etc. In other words, lots of
substances are known, but little is known of how these substances react with
each other. We cannot even imagine how to handle such a large database
containing information on 10" reactions. The number of substances registered
grows by more than a million compounds annually, so the incompleteness of our
knowledge of individual compounds increases even more rapidly.

Materials thermal databases expand steadily, becoming more and more
difficult to comprehend. Man perceives serially and the speed with which he
receives information is small. It is estimated that an average resecarcher reads
200 papers annually. This is negligible to respect of the one million papers
published in the sixty thousand scholarly journals throughout the world though a
specialists needs to read a fraction. If a person could read the abstracts (about
two minutes each) of almost 10° papers on relevant chemistry and physics
processed during the last year by Chemical Abstracts Service, it would take him
almost 20,000 hours in order to optimize the selection of those 200 papers. And
it would take more than two years to complete!

Fortunately, there are other ways of making priority selections. One can
trust the search for information to computers, which will quickly locate it by
title, keywords, authors or citations, using complicated algorithms.
Unfortunately, the possibility of looking for atypical papers, which may bring
unusual solutions beyond the frame of the algorithms used, is, however, lost.
Such papers may be very important and valuable.

During recent years, most of the great discoveries made in any domain of
science impact thermal science in view of thermochemistry and thermal material
science. It has developed from the previously uncommon concepts:
quasicrystals, low-dimensional systems (quantum semiconductors often based
on GaAs structures), optoelectronics, non-crystalline and nano-crystalline
material (particularly in the field of metals), synthesis of high-temperature oxide
superconductors, manganets and ferrites (exhibiting magnetocaloric effects), fast
growing sphere of fullerenes, macro-defect-free cements, biocompatible
ceramics and cements, as well as the rapidly moving discipline of associated
nanotechnologies. It follows that Nature has provided such unusual and delicate
chemical mixtures enabling us to discover its peculiarities and curiousness.
There, however, is not any reason to expect these compounds to occur
spontancously in natural environments, like a planetary surface, or evolve from
interstellar material.

The intellectual treasure contained in scientific papers is great and any
simplification of this body of knowledge by computer searches may lead to
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irreplaceable losses. People, however, will rediscover, again and again, things
that were already described in old and forgotten papers which they were not able
to find buried in overwhelming data sources. This rediscovered knowledge will
be published in new papers, which, again, will not fully succeed in passing into
the hands of those who could make use of them. The unwelcome result is
steadily and quickly growing databases, which might hopefully be capable of re-
sorting overlapping data. We can even joke that the best way to make some data
inaccessible is to file them in a large database. Curiously, large databases may
be even seen to act like astronomical black holes in the information domain.

The steadily growing databases may distract a large number of scientists
from their active research, but it can also give jobs to new specialists engaged in
information and data assessment itself. Scientists may spend more and more
time in searching ever more numerous and extensive databases, hopeful of
becoming better organized. This allows them to be acquainted with the
(sometimes limitless) results of the often-extensive work of other scientists. On
the other hand, this consumes their time, which they could otherwise use in their
own research work and, are, accordingly, prevented from making use of the
results of the work of the other scientists. Gradually the flow of easily available
information may impact on even youngsters and students, providing them with
an effortless world of irrationality developed through games; perpetual browsing
the Internet, trips to virtual reality, etc. However, let us not underestimate its
significant educational aspects associated with computers (encyclopedia,
languages, etc.) and their capability to revolutionize man’s culture. Another, not
negligible, aspects is the beauty of traditional book libraries; the bygone
treasures of culture, and often a common garniture of living rooms where all
books were in sight and a subject for easy access and casual contemplating.
Their presence alone is one that fills me with personal contentment.

If the aim of Science is the pursuit of truth, then the computerized pursuit
of information may even divert people from Science (and, thus, curiously thus
from the truth, too). We may cite “If knowing the truth makes a man free” [John
8:32], the search for data may thus enslave him (eternally fastening his eyes to
nothing more than the newborn light of never-ending information: a computer
display).

What is the way out of this situation? How can we make better use of the
knowledge stored in steadily growing databases? An inspirational solution to
this problem was foreshadowed already by Wells in 1938. He described an ideal
organization of scientific knowledge that he called the ‘World Brain’ [30]. Wells
appreciated the immense and ever-increasing wealth of knowledge being
generated during his time. While he acknowledged the efforts of librarians,
bibliographers and other scientists dealing with the categorizing and earmarking
of literature, he felt that indexing alone was not sufficient to fully exploit this
knowledge base. The alternative he envisioned was a dynamic “clearing-house
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of the mind”, a universal encyclopedia that would not just catalogue, but also
correlate, ideas within the scientific literature.

The World Brain concept was applied in 1978 by Garfield, a founder of
the Institute for Scientific Information (ISI), of the ISI citation databases and, in
particular, co-citation analysis [31]. The references that researchers cite establish
direct links between papers in the mass of scholarly literature. They constitute a
complex network of ideas that researchers themselves have connected,
associated and organized. In effect, citations symbolize how the “collective
mind” of Science structures and organizes the literature. Co-citation analysis
proved to be a unique method for studying the cognitive structure of Science.
Combined with single-link clustering and multidimensional scaling techniques,
co-citation analysis has been used by ISI to map the structure of specialized
research areas, as well as Science as a whole [32].

Co-citation analysis involves tracking pairs of papers that are cited
together in the source article indexed in the ISI’s databases. When the same
pairs of papers are co-cited with other papers by many authors, clusters of
research begin to form. The co-cited or “core” papers in the same clusters tend
to share some common theme, theoretical, or methodological, or both. By
examining the titles of the citing papers that generate these clusters, we get an
approximate idea of their cognitive content. That is, the citing author provides
the words and phrases to describe what the current research is about. The latter
is an important distinction, depending on the age of the core papers. By applying
multidimensional scaling methods, the co-citation links between papers can be
graphically or numerically depicted by maps indicating their connectivity,
possibly to be done directly through hyperlinks in the near future. By extension,
links between clusters can also be identified and mapped. This occurs when
authors co-cite papers contained in the different clusters.

Thus, the co-citation structure of research areas can be mapped at
successive levels of detail, from particular topics and subspecialties to less-
explicit science in general. It seems to be useful to have the numerical databases
of materials related to the ISI’s bibliographic databases. Each paper bearing the
data under consideration cites and is cited by other papers, which determine its
coordinates in the (bibliographic) map of (materials) science. In this way,
definite data (a definite point in data space) is related to a definite point in
bibliographic space (image of these data in bibliographic space). The
correlation between data (objects, points in data space) is expressed (capable of
locating) as correlations between their images in bibliographic space (which is a
well-approved technique developed and routinely performed by ISI).

1.4. Horizons of knowledge
The structure of the process of creative work in natural sciences is akin
to that in the arts and humanities as is apparent from the success of
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computerization, which is itself a product of science [33]. An inspired process
requires certain mind harmonization or better endowment of rhythm accordance,
which is necessary in any type of communications (language, digits). Besides
fractal geometry (natural scene, artistic pictures, graphical chaos, various flows,
reaction kinetics), as an alternative to Euclid’s strict dimensionality (regular
ornaments, standard geometrical structures, models of solid-state reactions),
there are no margins that science shares with art in some unique and common
way of ‘science-to-art’. They both retain their own subjects and methods of
investigations. Even an everyday computer-based activity, such as word
processing, or even computer-aided painting, has provided nothing more than a
more efficient method of writing, manuscript editing, graphics, portrayal or
painting (popular ‘Photoshop’) similarly applied even to music. It has indeed
altered the way in which the authors think; instead of having a tendency to say
or draw something, now they can write in order to discover if they have
something to write (or even to find).

Spontaneously mutual understanding through a concord of rhythms is, as
a matter of interest, a characteristic feature of traditionally long-beloved music,
well familiar in various cultures [9]. The way that it forms melodies and that it
combines sequences of sound brings about the swiftness of an optimum balance
of surprise and predictability. Too much surprise provides non-engaging random
noise while too much predictability causes our minds to be soon bored.
Somewhere in between lays the happy medium, which can intuitively put us on
a firmer, rhythmical footing. The spectrum of sequences of sounds is a way of
gauging how the sound intensity is distributed over different frequencies. All the
musical forms possess a characteristic spectral form, often called ‘1/f-noise’ by
engineers, which is the optimal balance between both, the unpredictability,
giving, thus, correlations over all time intervals in the sound sequences.

So that when a musical composition is in style, i.e., that is highly
constrained by its rules of composition and performance, it does not give
listeners too much of new information (adventure). Conversely, if the style is
free of constraints the probabilistic pattern of sounds will be hard to make it
result in a less attractive style than the optimal 1/f spectral pattern.
Distinguishing music from noise, thus, depends then entirely on the context and
it is sometimes impossible and even undesirable to discern. It is close to the
everyday task of physics, which is the separation of unwanted, but ever-
presented noise away from the authentically (repeating) signal, or even ballast
figures out of the true mathematical theory, which all is long-lasting challenge
now effectively assisted by computers. All other creative activities, like
painting, poetry, novel writing or even architecture have displayed similar trends
of getting away from constraints. The picture of artistic evolution is one of
diminishing returns in the face of successful exploration of each level of
constrained creative expression. Diversity has to be fostered and a greater
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collaboration, easier connection and eavesdropping between minds, between
people and organizations should be a measure of progress.

Separation of natural sciences from philosophy, and the development of
specialized branches of each scientific field, led to the severance of thinking
which is now tending back to re-integration. Its driving force is better mutual
understanding, i.e., finding a common language to improve the comprehension
of each other and the restoration of a common culture. Thus, the cross-
disciplinary education, aiming to bridge natural sciences and humanities, i.e.,
certain ‘rhythmization of collaborating minds’, has become a very important
duty to be successfully run through the third millennium. It should remove the
mutual accusation that the severe philosopher’s ideas have initiated wars and
bright scientific discoveries have made these wars more disastrous.

All human experience is associated with some form of editing of the full
account of reality. Our senses split the amount of facts received; recognizing and
mapping the information terrain. Brains must be able to perform these
abbreviations together with an analysis of complete information provided by
individual senses (such as frequencies of light, sound signals, touch discerning,
etc.). This certainly requires an environment that is recognizable, sufficiently
simple and capable to display enough order, to make this encapsulation possible
over some dimensions of time and space. In addition, our minds do not merely
gather information but they edit them and seek particular types of correlation.
Scientific performance is but one example of an extraordinary ability to reduce a
complex mass of information into a certain pattern.

The inclination for completeness is closely associated with our linking for
(and traditional childhood education towards) symmetry. Historically, in an
early primitive environment, certain sensitivities enhanced the survival
prospects of those that possessed symmetry with respect to those who did not.
The lateral (left-right) symmetry could become a very effective discriminator
between living and non-living things. The ability to tell what a creature is
looking at it clearly provided the means for survival in the recognition of
predators, mates and meals? Symmetry of bodily form became a very common
initial indicator of human beauty. Remarkably no computer could yet manage to
reproduce our various levels of visual sensitivity to patterns and particularly our
sense of beauty.

Complex structures, however, seem to display thresholds of complexity,
which, when crossed, give a rise to sudden jumps in new complexity. If we
consider a group of people: One person can do many things but add another
person and a relationship becomes possible. Gradually increasing this scenario
sees the number of complex interrelations expand enormously. As well as
applying nature, this also applies for the economy, traffic systems or computer
networks: all exhibits sudden jumps in their properties as the number of links
between their constituent parts overgrows. Cognizance and even consciousness
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is the most spectacular property to eventually emerge from a very high level of
complexity achieved within a connected logical network, like the top neuronal
organization of the brain.

Such a complex phenomenon can be explained as the outcome of a huge
number of mundane processes organizing themselves, over a long period of
time, into a structure which learns in the same way that a neural network does:
consciousness would be like a computer ‘internet’ system that evolves by a
microscopic version of natural selection gradually incorporating its novel
hardware and software. Supercomputers can always outperform the brain in
specific abilities, particularly by applying speed in performing repetitious tasks.
But a high price is paid for their lack of adaptability and their inability to learn
about themselves or combine with others, in yet unknown ways, enabling
collaboration. In the nearest future the personal computers will be able to figure
out what the owner is doing and provide him with some kind of useful service
without any cognitive load on him (e.g., monitoring health).

It is worth noting that the long-lasting battle of whether the thoughtless
computer can ever beat the first-class intuition of a chess world-champion has
recently turned in favor of a computer; despite its perfunctory capability to
merely check the millions of possibilities, it is also able to find the most
appropriate move in a negligible period of time. In some way, the computer
expeditiousness may thus become competitive to man’s forethought and
discretion. Physicists, however, believe in basic mathematical structures behind
the laws of nature and, to the astonishment of biologists, they dare to introduce
computational things (like quantum gravitation and intrinsic non-computability
at the microscopic level) in order to explain macroscopic features of the mind as
a complex computational network.

Computing, in its usual sense, is centered on the manipulation of numbers
and symbols. Recently, there has arose computing with words, in which the
objects of computation are propositions drawn from a natural language, e.g.,
small, large, light, dark, heavy, close, far, easy, difficult, etc. Such manipulation
is inspired by the remarkable human capability to perform a wide variety of
physical and mental tasks without any measurements and any calculations, such
as parking a car or driving it in heavy traffic, performing diverse skills and
sports or understanding speech and body-language. Underlying this remarkable
capability is the brain-like capability to manipulate perceptions of distance,
speed, color, sound, time, likelihood and other characteristics of physical and
mental objects. A basic difference between perceptions and measurements is
that, in general, measurements are crisp whereas perceptions are fuzzy. The
fundamental aim of science is continuous progression from perceptions to
measurements. But alongside the brilliant successes of these steps forward there
is the conspicuous underachievement and outright failure to build computerized
robots with the agility of animals or humans.
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The new computational theory based on perceptions, introduced by Zadeh
and called fuzzy logic [21] is based on the methodology of computing with
words, where words play the role of labels of perceptions, expressed as
propositions in a natural language. Among the basic types of constrains are
possibilistic, veristic, probabilistic or random sets, fuzzy graphs and usualities.
There are two major imperatives: (i) if the available information is too imprecise
(or exceedingly multifarious) to justify the use of numbers, or (ii) when there is
a tolerance for imprecision or indistinctness, which can be exploited to achieve
tractability, robustness, prudence, low-solution expenditure and better rapport
with reality. Although the fuzzy logic is still in the initial stages of development,
it may gradually play an important role in the conception, design and utilization
of informatively intelligent systems.

Recently we have also become attentive to the traditional method of
learning only from our mistakes, customarily passing on information genetically
from generation to generation. We can pass on information by world of mouth,
over written message, over airwaves or using modern network means of the
Internet. This information can influence any member of the species that hears it.
The time that it takes to convey information is now very short and its influence
extremely wide. The evolution of human civilization witnesses the constant
search for better means of communication [34]. In 1943 the chairman of [BM
has said that the world market can absorb about five super computers and just 30
years later there was the opinion that there is no reason for every individual to
have a desk-computer in their homes. Earlier everyone expected that computers
would just keep getting bigger and more powerful as well as expensive, the
reality was opposite: Computers got smaller and cheaper, and more and more
people could afford to own them. Their co-acting effectiveness developed most
impressively by linking them together into huge world spanning networks. It
helped the further development of intellectual capabilities of individual ‘brains’
not by their further evolution but by the sophisticated level of their computerized
collaboration. In any complex system it is not so much the size of the
components that are of primary importance but the number of interconnections
between them alternating the neuron network. Creating the power of a gigantic
interconnected computer, through a web of connections between an over-
frowning numbers of small devices, is a pattern that has developed within the
human brain, however, the Nature, undoubtedly, got there first.

It is a well-known opinion that collaboration provides exciting
opportunities for research and understanding, which individuals working alone
are unable to realize. But collaboration presents new issues to be addressed as
we design new environments for this cooperation. The key is to identify how
truly "great" feats of teamwork materialize. Nowadays, it is clear there are not as
many brilliant individuals as there are brilliant collaborations. In considering
collaboration, one must deal with issues involved in the inter-relationships
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among the individuals in a particular group activity. For example, how can the
system reduce friction that may develop between two persons or groups? The
value added to a project by collaboration is not only found in the replication of
information for each participant, but more importantly, the type of people who
use the system. It is not the task of mercantile calculus but of non-equilibrium
thermodynamics.

The kind of networks we require depends on what type of experts we want
to draw together. People are information processors, but if you define them as
such, you end up with a warped sense of what people are really all about. As we
change the quantity and quality of people with information, we change the
quality of their behavior. This seems rational, but if you think about it, if
information was really the most valuable and important thing, the people who
run our organizations would be the smartest — that clearly is not the case. Some
other variable must be making the impact — and that variable is intelligence —
one of the few elements of modern mankind that cannot be distributed
democratically. For example, people smoke, even though they know it is
harmful to their health, drink alcohol and drive, even though they know they
should not threaten others by their drunken outing. One of the most important
design shifts is that we must structure information not for itself, but for its effect
on relationships. We are slowly moving from "creative individuals" to "creative
relationships" as a new source of information.

The real value of a medium lies less in the information it carries than it
does in the communities it creates. The Internet is as much a medium of
community as it is a medium of information retrieval. Consider Gutenberg in the
15th century. At the time, the new medium was movable type. The Bible was
the first book ever published and became the medium of the community. During
the Reformation period, alternative understanding and interpretations of the
Bible developed simply because of its wider distribution through the society of
the time. The results of successful collaborations in the past are many, among
others: the flying airplane and the atomic bomb, quantum physics and thermal
sciences, the double helix and personal computers. Even the Internet was
originally a tool to help physicists to collaborate. Such cooperation consists of
several aspects: Communication = an essential ingredient but not a synonym;
bandwidth does not control success; Participation = a means to the end; a
required attribute, but again, not a synonym and Process = a shared
creation/discovery that the individuals could not have done it alone.

Famous biologists, the Nobel prize winners Watson and Crick, both said
they could not have come up with the double helix secret of life working alone
(e.g. without knowing the x-ray image of DNA observed by Franklin), though
their instinct helped them to realize that the base pairs do not match like with
like but complementary (as A-T and G-C). It means that there are individual
geniuses, but the problems that they face are often bigger than they can solve if
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working in isolation. The value came from the interactions and the spread of
technology now allows more people with more information to interact. A key
element of all success is ‘shared space’ — it is needed to create ‘shared
understanding’. The properties of the environment shape the quality of the
collaboration. Chalkboards have limits for example, but computers present many
more possibilities. We can scale shared space by making it intelligent — perhaps
we need to think of the computer as a facilitator. Intelligence is derived and
applied in a myriad of ways. Sometimes we must recognize that others have
more intelligence than ourselves — sometimes we must realize that we hold the
key to success if we could just convince others that this is the case.
Communication is an act of intelligence, but often the final and/or initial stages
of the communication link become "fuzzy" and the message does not get sent or
received as intended. The "quality" of the intelligence becomes muddied.

In this context, the disposition of a man-made intelligence will soon
become of important attentiveness. Biological life proceeded from very complex
interactions of originally simple inorganic units through the continuous process
of self-organization. Its imitation complement, called “artificial life”, is believed
to arise cognitively from complex (logic) interactions to take part within
computer (neuron) software. Both such variants, come what may, follow the
original vision of Neumann’s and Turing’s idea of a certain structure (or
organism) simulated by a cellular (digital) automaton, today -electronic
computer.

Many common health troubles are due to viruses, a short length of
DNA/RNA wrapped in a protein coating that fits cell receptors and replicates
itself using the cell’s machinery. It can be anticipated as an infectious structure
(organism) where its appropriately managed mission (having implementation as
its driving force) is rewarded by benefiting more space to live. If implanted they
often effect possible mutation, ensuing undesirable syndrome or, under the
interplay character of positive circumstances may eventually help to form more
stable complexity leading thus to evolution.

In a similar fashion, computer viruses can be seen as embryos during the
operation (soon also creative) process, in which the virus competes for more
working time (or memory space) in the computer processor, closely similar to
any animals’ fight for food. Viruses can multiply when finding breeding-ground,
developing new strategies on how to survive or even the capabability to
messenger themselves to other environments. It was already shown that an
artificial creature can be formed by a certain bunch (collection) of instructions
(coding) alone. They however still lack the feature of real life — mutative self-
replication in order to trace evaluation adaptation to their surroundings and
cohabitants.

We must regroup in our own mind and attempt to examine the issues in a
fresh manner in order to see the other person's viewpoint. Collaboration is much
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more than sharing workspace and experiences. Collaboration, by its very nature,
is a form of intelligence on its own — the process of collaboration is as important
as the starting point and the end. If we can keep this in mind, then we may be
able to achieve the "greatness" that comes from great collaboration. Have you
ever met or worked with someone with whom you seemed able to communicate
with by telepathy — someone who was able to anticipate your ideas and needs
and vice-versa. It is a wonderful thing to find someone with whom you are
"simpatico”. It might be your spouse or a close colleague or a son, daughter or
other close relative. It may be a friend who shares common values, interests,
skills, etc. The basis for the closeness can be many different things. The question
is [34]: "Can we create or even, hope to create, such closeness over the
Internet?"

But if we want to predict the future and understand what is likely to be
upon us, it is necessary to step back and examine the most important
revolutionary technology to ever appear on Earth. What is the Internet and from
where did it come? Some will talk about AOL or Microsoft as if they are the
same thing as the Internet. Others will refer to pornography and the dangers
inherent on the "Net" from this dark side of society. Throughout the history of
humanity, there have been many significant revolutions, such as the Renaissance
and the Industrial Revolution that permanently changed how people lived their
lives. But none of these changes has occurred as quickly, as universally and as
unceremoniously as the Internet revolution. The Internet affects every corner of
our world in profound ways — at home, at school, and at work — our lives are
different, not necessarily better, as we move into the Information Age. The
motto of the Information Age is “Information is Power” and if this is true, we
are the most powerful generation that has ever populated the face of the Earth.

From simple words to the latest hit-song to the ingredients required in a
favorite recipe on how to make a pipe bomb, there is almost nothing you cannot
find out about with a little effort and access to the World Wide Web. In the early
days of the 1990s, many businesses were forced to adopt Internet-based
technology. But today, companies involved in mining, manufacturing,
transportation, communications, etc. are now using the Internet routinely since
the benefits are so self-evident. Businesses, such as bookstores, are not
necessarily located down the road anymore, they can now be found online. It is
worth recognizing that an Internet-based business can market their products
globally without needing an actual store — they only require good distribution
channels. The Internet automates many business processes and transactions,
reduces costs, opens up new markets, and empowers customers and potential
customers in ways that couldn't even be imagined 10 years ago. The Internet
allows small businesses to compete with large corporations, provided that a
professional online presence is developed and maintained. We can communicate
almost instantly with anyone in the world, whether it is with family or friends
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abroad or business associates. Letters and Faxes of yesterday are now the E-
mails of today and who knows what may turn up in the near or distant future.

In the world of ever-increasing figures the information theory has become
an important tool, which helps to elect a best element in a large set by
employing some relevance criteria, which is particularly of growing importance
in the current information-based economy. Contrary to information thirst in
technology economy gathers large amounts of data as a widely affordable task,
which requires, however, selection, examination, approval and judgment of such
a huge information input often too plentiful to a consistent (and finite)
processing capacity. The filtered result must be presented in a user-friendly
manner, e.g., in an optimum ranking order when the quality of each selected
item cannot be measured directly but only in an analogous element pairwise
comparison. Each element is evenly put on a site of a liner chain with periodic
boundary conditions and can spread over neighboring sites, thus forming a
domain. The associated algorithm (searching engine) is programmed to stop
when a domain occupies the whole lattice and the value attached to the domain
is then favored as the best one [37].

There, however, is always a risk of over-abundant cumulating of ballast
information through, e.g., unwanted distribution of unasked data, advertising
and promoting rubbish or other yet unknown inflows. This danger has become
particularly painful in the recent Internet, which assimilates and helps
intermediate large amounts of unsolicited Email (Spam). The consequent need
of unpolluted figures is thus acquired through a sort of data cleaning (data
filters) in order to confine the storage load. Here we can behold certain analogy
with a biological computer (our long-perfected brain), which terribly needs a
sensible management to avoid brain overflow (or even its perpetual outgrowth),
intricate by multiple levels of input data (rational, emotional, etc.). It is worth
mentioning that recent hypothesis correlates the sleeping phase called REM
(rapid eye movement) with an assortment and filtrating processes, which
factually undertake survival role of the disposal of a day-package of input
information to those that are useful to store or useless to disremember (trash).
This allocation process depends on the antecedent state of comprehension so
that the REM stage is found longer for newborn and shorter for older individuals
apparently depending to the extent of experience how to analyze, sort and
collect input data. Of course, this kind of self-improving process is yet outside
the capability of our artificial automatons-computers.

We can imagine that the Internet makes research blind to proximity and
scale. It, however, may bring some disadvantages rarely discussed. While the
whole human quest for further knowledge may not crash to a stop as a result of
some uncontrollable computer virus destroying everything (all important steps
in the progress of civilization paid a high price such as yellow fever victims
during the construction of the Panama canal). These adverse factors might well
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move human progress along certain unwitting tracks or, at least, frustrate
progress by a reduction in the diversity of views. Unnoticed it might even forbid
the types of questions that are undesired to ever appear.

Forbidden knowledge is also a controversial subject. All modern states
have secrets that they hope to keep concealed from certain people for various
reasons. Recently this issue has been running into controversy with the
imposition of restrictions on the Internet lying beyond the means of a
government’s computer system to break. Like any proprietary of dangerous
possessions (guns or even cars) it may be a subject to some imposed restrictions
for the common goods, just as in the same way that like the PIN numbers of
credit cards are secured. Powerfully widespread communication networks may
become exceptionally vulnerable to the novel forms of attacks — conventional
assault of society order (robbery, shooting wars) being replaced by computer
and mobile-phone fraud, cyber-terrorism (hackers’ attacks on the computer
control systems to trigger a disaster), cyber-espionage, etc. It is not far from
early installed religious taboos usually framed in order to maintain the
exclusivity of certain gods. Moreover the insightful network of satellites,
massive use of cellular phones and coupling all home facilities, schools and
further organization with Internet, can help establishing a kind of police state of
everyone being under continuous but unnoticed control (communication,
opinions, and location). Such an inquisitiveness state can even match the
Orwell’s famous sci-fi of ever-watching “Big Brother” situated in the early year
1984 as an ironic picture of the past Soviet Union dictatorship.

Strict domination over communications seems to be an important, if not
crucial, tactic in the recommencement of modern wars, where the instantaneous
knowledge of the enemy’s location, and the decoding its messages, facilitates
the precise guiding controlled missilery. The blocking or jamming of your
enemy’s communication resources along with its broadcasting and, on the
contrary, dissemination of false instructions and spreading propaganda or fear is
an equally powerful weapon as the use of conventional explosives. Widely
accessible information can help to dismantle autocratic regimes without
uprising; just by free available news. Alternatively, too much free information
can narrow the creative approach of people or better students if readily available
for transcription without the individual’s creative impact.The harder the
competition, the greater is the pressure to gain a marginal advantage by the
adoption of innovation. Progressives will have been better adapted to survive in
changing environments than conservatives. Sometimes science advances by
showing that existing ideas are wrong, that the past measurements were biased
in some way or old hypothesis were misleading,.
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Fig. 5. - The atmospheric convection on the rotating Earth shows vast rivers of air that cover
the globe from the equator to the poles. In the equator the sun’s rays have the larges angle of
incidence so that the surface and the air is warmed most extensively therefore the air starts to
rise. On contrary, the area of poles are least warmed so that the hot air masses have tendency
to move from the equator towards the poles at higher altitudes of atmosphere while the cold
air from the poles moves opposite. The rotation effect, however, breaks both the Northern and
the Southern Hemisphere’s convection cell into three-to-three parts causing in addition
circulation of air so that winds in each cell get a skewed. The winds between the equator and
the thirty-degree parallel are called ‘trade winds’ while the winds between the thirty and the
sixty-degree parallels are called ‘westerlies’. A more detailed view on inherent fluxes and
temperature gradients is shown left because of the repetitious changes in the heat delivery
conditions (day and night), which becomes the base of changes of the Earth’s weather. In
fact, it is a macroscopic outlook to the generalized prospect of thermal analysis. Zooming
down to a microscopic scale the globe can serve as the model of a tiny particle (right) in a
reaction conglomerate where the heat is delivered by furnace and atmosphere by
decomposing gas but where gravity force has unidirectional downward action. Such a portrait
is apparently more complicated by accounting on the mutual interactions, various flows and
diffusion paths as discussed further on in the Chapter 10.

Much of the everyday business of science involves the gradual expansion
of little islands of knowledge, deepening the interconnections between the ideas
and facts within their environments. Progress is made not by new discoveries
but by finding new ways in which to derive known things, making them more
simple or efficient.

Comfort, however, may become disincentive to further modernization.
Most inhabitants of the Western democracies live luxuriously when compared
with the lot of their distant ancestors. Looking forward we might wonder
whether the direction in which advanced technological societies are moving will
create less work, longer lives and greater leisure, and whether this might
eventually remove the incentive to innovate in science and technology. On the
other hand, the technological process itself can reveal a serious downside. It
often creates environmental problems that outweigh the benefits that the
technology was designed to alleviate. Also our own situation in the Universe
and our technical capabilities have not been intended in a design view to the
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completion of our knowledge of the Universe, which does not exists for our
convenience only.

There are limits with what we can do and know — the skill and knowledge
is cumulative and we can only but build on what we already know. Existence is
precarious — as the world becomes an increasingly sophisticated technological
system, it is intensifying the risk from the consequences of its own headlong
rush for development. It is difficult to get politicians and democracies to plan for
the far future as there are enough problems for today and tomorrow. Even if a
civilization would grow befittingly and would not suffer self-destruction, it will
ultimately face environmental crises of cosmic proportions as the earth lacks
resources, stars run out of nuclear energy and galaxies disintegrate — nothing to
worry about yet in our somehow what narrow-looking and often self-foolish
societies.

1.5 Measurability and knowability

It is understandable that early science possessed neither exact information
nor stored or otherwise catalogued data so that it dealt predominantly with easily
describable phenomena, such as motion. It was taken as a fact that there existed
force acting on a thrown stone to stop it motionless on ground but it was not
clear enough what forced the heated air to flee above fire. It, however, may be
found quite surprising that the requisite part of ancient natural philosophy
consisted just of what we now may call thermal physics and that the theories and
hypotheses suggested by old philosophers were, more than one and a half
centuries after the invention of thermometer, still active. How was it possible to
build up the predicative theory of thermal phenomena ignoring such a field-
force quantity as temperature? To give an answer to this question it is worth to
say a few words about these, for us as modern scientists, quite strange theories.

Let us first make clear that such basic but opposite forces, like gravity and
buoyancy, have a different effect in different arrangements. Let as take the Earth
as a representation of a huge particle with its own enveloping atmosphere which
layer is imprisoned by concentric effect of gravity. The Earth is unequally
heated by Sun forcing macroscopic areas of air to move due to temperature
caused differences in its density which, we humans, witness as weather, cf. Fig.
5. On much large scale we cross the threshold of cosmos and perceive its new
peculiarities laying, however, beyond or text. On contrary, for a microscopic
system of miniature grains (often found agglomerated) the gravity force is
directionally straightforward and the surrounding atmosphere is usually created
by chemically induced decomposition of grains. The resulting micro-flows
respect again the compacting force of gravity and escaping strength of gases
under the temperature gradients imposed by heated furnace. In yet smaller level
we enter the special world of quantum mechanics, worth of a special noting,
again.
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In an often desired "cutoff point™ we can even get rid of either of these
ever-present forces. For example, we can carry out our thermohysical study in a
spaceship laboratory under conditions of negligible microgravity. It was shown
[6, 35] that in such a case the force of gravity (keeping the melt in a terrestrial
laboratory inside a crucible holder and shaping almost flat outer surface of the
melt) is replaced by the predominant force of surface energy, which compresses
the melt to form a ball as to achieve minimum of its outer surface (often pushing
the melt out of the crucible). Another technique makes possible to diminish the
effect of thermal energy (noise) when adjusting the laboratory experiment to
comply with very low temperatures (usually below 4K) so that the other
consequences can become dominant (quantum mechanic effects).

An important circumstance is provided by the energetically balanced
state, often called equilibrium, the final state of time evolution at which all
capacity for a system’s change is spent. A basic contribution to its understanding
was by early mechanics, the traditional branch of science dealing with plain
motion of objects in material systems and the forces that act on them. Let us
recall that the momentum, p [N.s = m.kg/s] of an object of mass, m, and velocity,
v, is defined as the product (mxv). The impulse of a force on an object over a
time interval equals to the object’s change of momentum and can bee seen as a
sudden driving forward, push or impetus or the effect caused by impelling force.
The force, F in Newtons [N = m kg/s’] is the influence on a body, which causes
it to accelerate (a vector equal to the body’s time rate of change of momentum)
and work, W [in Joules = kg m’/s’] is the force that is exerted over times the
distance over which it is exerted. The power [in Watts = kg m?/s’] is the measure
of the amount of work done [J/s] or energy expended. Secularly, it has been
found infeasible to give a generally strict definition to energy, E (as we can
witness from Poincare to Feynman). We do know there is the principle of the
conservation of energy, which simply signifies that there is something that
remains unvarying, i.c., preserved absolutely constant. Nonetheless, energy is
comprehended as the capacity for doing the work and work is thus the
transference of energy [J/s] that occurs when a force is applied to a body that is
doing some action, such as moving, changing its state (of temperature, stress,
etc.).

Energy has to be completed by a degree of its accessibility, which requires
even a more complicated connotation of a new term called entropy, S [J/K].
Practically, this quantity determines a systems capacity to evolve irreversibly in
time. Its ascendant meaning follows from thermodynamics where it is
understood as the function of state whose change in differential irreversible
processes is equal to the heat absorbed by the system from its surroundings (Q in
[J]) divided by the absolute temperature (7 in [K]) of the system. Further on it
has a definite meaning in statistical mechanics as the measure of complexion
determined by logarithmic law, S =k log W, where W of the number of possible



29

arrangements of microscopic states involved in the system set-up and k is the
Boltzmann constant. In mathematical context it expresses the amounts of
disorder inherent or produced and in communication it is rented as a measure of
the absence of information about a situation, or videlicet, the uncertainty
associated with the nature of situation.

We can find an apparent association between the Brillouin’s relation
between entropy and information and the Einstein’s relation between mass and
energy, which can be exposed through their transferring factors, which is, for the
first case, equal to one bit, i.e., k /n2 = 10" [J/K] while for the latter case it is
related to the reciprocal square of the speed of light, 1/¢* = 107! [s%cm’]. They
are of the similar gneseologic principle pairing the system and the observer.

By means of the connotations of contemporary science, let us define the
two basic but opposing forces more exactly, previously mentioned to have the
status of an unintentionally experienced omnipresent strength. The force aiming
down to the rest is now associated with gravity, recently characterized by the
universal gravitational constant, g ( = 6.672059 10" [N m? kg'2 or m’ kg'l s?),
as a natural part of the basic unit called the Planck (quantum) length (of the
magnitude of 107 = \/(gh/c3), where # { = 6.6260755 10>* [J Hz'|}, and ¢ { =
299 792 458 [m s™']} are respectively the Planck constant and the speed of light
in vacuum}. The other force tending upwards to swell (symbolized by fire) is
currently represented by the thermal kinetic energy of particles, mv’/2 = kT,
where k (= 1.380 658 1072 [J K'l]) is the Boltzmann constant and 7T [K] is
temperature (as a natural part of the basic unit called the thermal (quantum)
length, F/N(m k T) ). Here we should mention that there exists two connotation
of Planck constant either in [J s] as % or in [J Hz''] as A (= 2x h).

The inherent regularity is the consequence of fact that the space and time
cannot be boundlessly divided below certain limits because of their interfering
fluctuations. Therefore we can distinguish elementary basic length (10°** m) and
time (10™ s) as based on the fundamental Planck and gravitational constants
together with the speed of light which signifies that the distance of the Planck
length passes the light at the Planck time. When completing with the charge of
an electron, e, the use of these four fundamental quantum constants broke also
through the new definition of SI units in metrology where the electric voltage
can be defined on basis of the Josephson effect observed for superconductors
(i.e., Volt in terms of 2e/h) as well as the electric current through the Quantum
Hall Effect measured for semiconductors (i.e., Ohm in terms of h/e?).

The strength of electromagnetic force of nature and with it the whole of
atomic and molecular structure, chemistry and material science, is determined
by a pure number, the final structure constant (equal to u, ¢ €’/2 h), which
numerically matches the value of about 1/137. This is one of the famous
unexplained numbers that characterize the universe. Present theories of physics
lead us to believe that there are surprisingly few fundamental laws of nature
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although there are almost endless arrays of different states and structures that
those laws permit to exist.

Besides man’s oversights, a particular uncertainty of different levels and
weights is always inherent in any of the assemblages arising from its set-up and
inherent physical properties. Especially quantum mechanics states the principle
of microscopic uncertainty as the simultaneous determination of position (x) and
momentum (p), AxAp = A and/or time (¢) and energy (F£), which is written as
AtAE = h. It puts on view a specific limit (identified, e.g., by the quantum
volume of a particle/fermions, Ax’ = N (h /27)°/Ap’) abridge as a specific span,
which cannot be overtaken by any finite process leading either to equilibrium
(At — 0, attaining the static state of classical crystal structure, £ = constant) or
to disequilibrium (providing the dynamically static state of ‘lively equilibrium’
under continuing ¢ and supplying F) often exemplified by self-organized
processes. Typical are the oscillatory Zhabotinsky — Belousov reactions carried
out exclusively under a continuous input and self-catalyzing feedback curiously
constrained by the Planck constant [36] through both the principle of least action
and the effect of thermal length, h/N(m k T). Factually, most of the
macroscopically accounted diffusion-scaled processes are drawn near the
dimensions appropriate to the micro-world following the Schrodinger wave
equation when many such processes possess the matching mathematical
formulae. It appears that the quantum world in solids is in the hands of electrons
while protons realize that for aqueous environments. In addition, it also shows
that the micro-space possess a fractal structure (Nottole), i.e., v ~ (v, +vy)/(1+
viv/c’) ~ InfAx/Axy). Tt is not unreliable that even the synchronized staying
power of heat (Q) and temperature (7) may have certain, similar limits, such as
the product of AT AQ obeying a certain limiting constant. It can encompass such
a meaning that we cannot determine the temperature precisely enough for large
heat flows and vice versa.

Through the process of better understanding of the notions ‘light-fire-
heat-energy-entropy’ it was recognized that although energy is conserved in
physical processes, it is degraded into less ordered and less useful forms as is
habitually observed in a closed system that tends to became more and more
disordered. Whenever entropy, literally, prevails over energy, the resulting
structure is dominated by randomness (and fractal and chaos) rather than by our
familiarity of a traditional ‘Euclidean orderliness’. This is not a law like gravity
but, instead, a principle having a statistical nature and thus turns out to be very
important for consideration of what is technologically possible and practically
attainable. Yet later succession was found in the interconnection between the
notions of entropy and information and their gain or loss. It follows that
information can be seen as a commodity and it takes effort to acquire it. So that
it is possible to classify all technological enterprises in terms of the amount of
information that is needed to specify the structure completely and the rate at
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which the information needs to be changed in order for the system to improve or
arrange or organize. It needs lot of efforts, understanding and willingness to get
across the boundary of narrow minds and special considerations. There is no
reason to think that the Universe was constructed for our convenience.

Deeper thought about nature and its knowability was already
particularized by Majmonides at the turn of 13™ Century in his book “Handbook
for scatterbrained afloaters” where he attempted to categorize knowledge to that
which is known, knowable but yet unknown and unknowable. In his view God is
unknowable and whether one can have faith in God or not, both are unverifiable
and its testimony is up to one’s conviction and it can be relocated on many other
subjects of thinking. His famous example was a person who tries to move an
ocean by poring it out by a pail, one by one. Clearly it is not feasible but it is
also not (theoretically) unachievable! He said that it is always more difficult to
answer the question ‘why’ (philosophy, e.g., why a stone is moving, life
begansurfacing) than to reply to the question of ‘how’ (sciences, e.g., how is the
stone moving in its current trajectory? How did life begin?). This became
reflected in the modern way of the presentation of basic questions about nature
as those, which are answerable, yet unanswerable, ultimately unanswerable and
senseless to ever ask. Here we should remember Cantor who said that “the art of
asking the right question in mathematics is more important that the art of
solving them’ as well as Einstein’s phrase ‘any physical theory cannot be fully
testified but just disproved — we are often blind trying to understand our nature’.

In a spiritual quest we can say that humankind was entitled to comprehend
only what God deigned to reveal. Adam and Eve were banished from Eden for
eating from the tree of knowledge — God’s knowledge. Zeus chained Prometheus
to a rock for giving fire, the secret of the gods, to a mortal man. When Adam, In
Milton’s “Paradise Lost”, questioned the angel Raphael about celestial
mechanics, Raphael offered some vague hints and then said that the rest from
Man or Angel the Great Architect of the Universe did wisely to conceal. All the
limitations and forbidden regions were swept aside with Newton’s monumental
work “The Principia” (1687). There, in precise mathematical terms, Newton
surveyed all phenomena of the known physical world, from pendulum to
springs, to comets and to grant trajectories of planets likely benefiting from the
early work of the Greek philosopher Apollonius from Porgy (about the 200°s
BC), who calculated all possible geometrical and algebraic properties of ellipses,
parabolas and/or hyperbolas. After Newton the division between the spiritual
and physical was more clear and physical world became knowable by human
beings. Einstein rejected Newton’s inertial structure, going one step further to
give space a relativistic frame, which obliged him once to ask whether God had
a choice in how the Universe was made or whether its laws are completely fixed
by some fundamental principles, citing his famous “/ shall never believe that
God plays dice with the world”.
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Fig. 6. - Newton (Sir) Issac (1642 — 1726) British mathematician (also physicists and yet
unfamiliar alchemists), most famous and respectable scientist, founder of mechanics.
Einstein Albert (1879 — 1955) German physicist, originator of theories of relativity,
quantum theory of photoelectric effect, theory of specific heats or Brownian motion.

Similarly to Newton also Einstein has his way paved by the work of
Poincaré, who was Einstein’s challenger prior to his death in 1912, which,
unfortunately, happened sooner than the relativistic theory got underway.
Nonetheless, Newton and Einstein were unique artists who devoted themselves
to simplicity, elegance and mathematical beauty to be admired by many
generations. The assessment of the basic constant of Nature gives us an
exceptional opportunity to have such geniuses, the observers, who can
distinguish and comprehend the laws and the inherent constants in charge. We
should be responsive enough to see that if the universal constants would be
slightly different there probably would be no such observers who would be able
to appreciate the constants and even to have them ever recognized.

1.6. Commencement of thermal studies

Let us repeat that veritable views claim that the contemporary science of
thermal physics and the interrelated field of thermal studies started to develop in
the 17" Century following the invention of an instrument that enabled
quantitative studies of thermal phenomena. However, this statement should not
be interpreted quite speciously, or in such a way that there was no scientific
theory dealing with heat effects before this date. Equally wrong would also be to
believe a more widely shared understanding that after the thermometer became a
recognized instrument then scholars had a clear idea of what temperature (and
heat) was, and that by making experiments with thermometers they were aware
of what they were actually doing.
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Initially, Rumford’s conception of heat included the belief that there is a
cold “frigoric” radiation (consisting of cold particles called ‘frigoids’) existing
side by side with the heat radiation This idea was time-honored by Poincare
who even made an authentic experiment trying to distinguish between such heat
carrier particles [9,24]. The instrument consisted of two opposite parabolic
mirrors aligned in a precisely collateral position, common focal point equipped
by a socket to keep a thermometer for measuring temperature changes while the
other focal seated replaceable holders to operate various substances. In the case
of a candle insertion, the increasing temperature in the opposite focus
documented that there was a heat flow between the mirrors in the direction from
candle towards the thermometer. On contrary, when the candle was replaced by
a piece of ice the thermometer displayed a definite temperature decrease which
was explained by the opposite flow of particles of cold from the ice towards the
thermometer. OQur challenge is to leave the solution to readers but everybody
would note that the flow is always from hotter to cooler spot even from
thermometer to ice.

The forms of potency (energy in our contemporary terminology derived
from Greek ‘ergon’ — action and ‘emergia’ — activity), generally known to
ancient people, numbering only two again, were explicitly mechanical and
thermal (the knowledge of clectric energy documented, e.g., in the Bible should
be considered as extraordinarily exclusive). From the corresponding physical
disciplines, however, only mechanics and optics were available for clear
mathematical description. The rest dealing with the structure of matter and
including thermal, meteorological, chemical or physiological phenomena were
treated only by means of verbal arguments and logical constructions. The most
representative theory of this type had been formulated by Aristotle already in the
fourth century BC and survived from ancient to middle age. It was based on the
famous doctrine of the four Rudiments (or conventionally Elements) and its
everlasting inference even into modern views of physics acts as a joining feature
in the forthcoming text.

By measuring particular temperature it becomes clear that we do not live
in a thermostatic equilibrium. Instead we reside in an obvious disequilibrium.
This can be also witnessed in a series of a self-organized patterns and processes
lying evidently outside the traditional concept of equilibrium. It links with a
delicate interplay between chance and necessity, order and chaos as well as
amid fluctuation and deterministic laws and it is always under subtle interactions
between mass flows and heat flows. The idea of equilibrium is also reflected in
our gradual development of the understanding of our Universe, which has
progressed from a static view up to the present complex world of novelty and
diversity, the description of which is also a modest aim of this book.

Mankind would like to live in thermo-stable environments, but the Earth’s
ecosystem, sometimes simplified as a sort of a Carnot super-engine (or better
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myriads of tiny motors working as a team), is not stable and pleasant
everywhere. The systems used by mankind to obtain what it wants is usually
done so in a dissipative way by heating and cooling, and with machines when
manipulating these disequilibria in micro- (reactions), ordinary- (machinery,
experiments) and macro- (ecosystem) levels. Disequilibria can thus be a source
of desired work but also grounds for thermo-stabilizing as well as destabilizing
power. Disequilibria are also a global datum of Nature as it derives from the
cosmological history of the present Universe (cosmic microwave background).
On a smaller scale, the Earth (atmosphere, biosphere, etc.) experiences a non-
equilibrium due to the constant influx of heat delivered from the Sun. On an
even smaller scale, we have everyday experience of the variety of non-
equilibrium processes visualized in the formation of, e.g., snowflakes or living
cells and we can also encounter it during laboratory experiments. However, all
dissipative processes take place with a time arrow. They belong to a world in
which exist the past and the future, memories, culture and discoveries, including
the recent invention of the laws of thermodynamics and irreversibility
themselves.

History of thermal physics illustrates the everlasting dilemma of how to
distinguish between the overlapping notions of heat and temperature. Though
this puzzle has brought up devious but fruitful ideas about immaterial character
of ‘phlogiston’ and ‘caloricum’ as fluids it enabled a better understanding of
early views to different transformations. Scientists often challenge the dilemma
of which understanding is more efficient. In this example, Black was already
aware of the incorrectness of the material theory of caloric but, at the same time,
he also realized that such a fluid representation is more convenient for the
phenomenal cognoscibleness and associated mathematical description. We may
even face the similar situation today when dealing with new but yet
unobservable notions of dark matter and dark energy, which is helping us to
solve the analogous mystery of gravity and anti-gravity forces in the Universe.
Black’s great intuitive invention was the introduction of measurable quantities
such as heat capacity and latent heat. There were long-lasting struggles between
famous scientists of different scientific school backing and opposing caloric,
like Laplas, Fourier against Bernouli, etc.

Newton was one of the greatest scientists. He gave to us, amongst other
things, the deterministic description of our physical world whilst always aware
that it could be a part of a superior universe (extending from the very small to
the extremely large). He intuitively associated heat conduction with temperature
gradients called ‘gradus caloricum’ (whereupon gradient is derived from Greek
‘gradus’ which means felicitous, congenial). Newton even tried to make some
quantitative observations by heating one end of a metallic bar and observing
heat propagation by detecting the progress of melting of various substances
(wax) at different distances. It helped him to formulate the law of cooling
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without knowing what heat actually was. At the turn of eighteenth century,
Buffon applied Newton’s cooling law in an effort to estimate the age of the Farth
based upon an approximation of cooling rates of various substances. He arrived
to the value of 75 000 years. Leibnitz in his ‘Protogaea’ assumed that the outer
surface of the molten proto-earth would solidify irregularly leaving the inner
part still liquid. On the basis of Fourier’s theory, Thompson tried to approximate
how much energy could be stored in the Earth that was formed from a
contracting cloud of interstellar dust that has since cooled and condensed, and he
arrived to the age of about hundred million years. Impact of the additional
energy received from radioactivity decay increased it by four times until
radioactive chronology pushed the value up to the present estimate of 4.6 10°
years — quite a difference from the original statement of the Irish bishop Ussher
in the year 1654 who said that the biblical “let there be light” happened just on
the 23™ March of the year 4004 BC.

The scientist Kelvin also tried to make a more accurate attempt at
estimating the age of the Earth, arriving at the value of 100 000 000 years,
which was based on the amount and rate of energy lost by radiation to the
Earth’s surrounds from the time when it was formed from contracting
interstellar dust. The most important invention of Kelvin, however, was to
abandon the standards necessary for correct temperature measurements so that
he defined temperature on the basis of the efficiency of thermal work whilst
putting faith in the idea of caloricum. In fact, even the current definition of
temperature is somehow awkward due to the fact that the absolute zero
temperature is a limiting state, which cannot be achieved by any finite process.
It would have been more convenient to define such a ‘nil” point as an
untouchable infinity (logarithmic proposal by Thompson) even under the penalty
of a different structuring to thermodynamics.

Hess enunciated an important law, which is now associated with his
name, that the amount of heat evolved in a reaction is the same irrespective of
whether the reaction occurs in one stage or in several steps. [t, however, became
indispensable to make thermal observations more accessible, which turned out
to be feasible by Seebeck’s investigations who, in 1821, observed that an electric
current was generated when one junction of two dissimilar metals in contact was
heated, even if only by the hand. The current became easy detectable by using a
magnetic needle in a spiral coil termed a galvanometer by Ampere, who based
his work on the observation of Oersted. This system grew to be popular when
applied to high temperatures in 1826 by Becquere! who used the junction of
platinum and palladium. The increase in conductivity on lowering temperatures
was first observed by Davy and later confirmed by O/ during his investigation
in 1826 that established the law that bears his name. Actual thermodynamic
concepts became necessary, if not irreplaceable, when the determination of
thermophysical properties became needful and significant.
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It was initiated as early as in the middle of the 17" Century by Boyle and
Mariott who related the pressure and volume of air, and by Hooke, who
determined the simple relation between the deformation and stress. A century
later it was supplemented by Gay-Lussac’s detection that the heat expansivity of
all gases is the same, which lead to the famous state equation of gases. It
strongly affected the conception of heat to be associated with the internal motion
and collision of molecules, first connected with their linear movement by
Kroening in 1856. From the balance of impulses it followed that the pressure is
proportional to the medium kinetic energy of molecules and is equal to 3/2kT
where T is the absolute temperature and k is the Boltzmann constant. It acted in
accordance with the Petif and Dulong observations on heat capacities showing
that the medium kinetic energy of a fixed atom in the crystal network is equal to
3KkT. Tt proved that, for each degree of freedom, for an atom to move it required
a mean energy of kT/2.

Important roles in early thermal physics were played by statistics and the
Boltzmann relation between the ratios of heat over temperature (entropy). These,
as well as the probability of the arrangement of atoms, were used by Planck to
show that the Wien radiation law for low frequencies and the Rayleigh-Jeans
radiation law for high frequencies could be explained by individual atoms that
emit discrete frequencies. Planck’s work allowed him to derive his radiation law
on the basis of the thermodynamic equilibrium between emitted photons and the
absolutely black surroundings encountered on the condition of maximum
entropy and thus providing a bridge between the micro- and macro- world of
very small and very large collections. Recently these principles have been used
to analyze the background structure of the entire universe, i.e., the arguable
vacuum, previously known as the ‘ether’, which is now understood to be
bursting with unidirectional zero-point radiation (seen as the ocean resource of
energy which is borrowed on account of the creation of asymmetry and returned
back on the energy re-execution).

1.7. Touching ultimate hypotheses

According to the Heisenberg principle of uncertainty, within its super-
ultramicroscopic dimensions the Universe appears to be full of extravagant,
vehement and fiery fluctuations (known as “boiling vacuum” or “Fermi Sea” or
even “physical vacuum”). We can envision that virtual particle-antiparticle pairs
pop out of the vacuum, travel for a short distance loop and then disappear again
on Planck’s timescales so fleeting that one cannot observe them directly.
Nevertheless we can take notice of them as another indirect effect can be
brought up to measurement. The virtual particles affect the spectrum of
hydrogen in a tiny but calculable way that has been confirmed by observations.
Accepting this premise we should contemplate the possibility that such virtual
particles might endow empty space with some nonzero energy. The problem is,



37

however, that all such estimates lead to absurdly large values falling beyond the
known matter in the observable Universe, which, in consequence, would force
the Universe to instantly fly apart.

It was not until the 1980s that a new promising and rather comprehensive
approach to the ultimate theory of Universe appeared, based on the idea that all
particles and forces can be described in terms of one-dimensional objects along
with their interacted membranes of two-dimensions and higher. It surfaced as a
suitable description of our ‘elegant’ Universe [38], which is close to the
Pythagorean’s idea of chord harmony tuned in rational ratios. This so called
string and later superstring theory (Green, Schwarts, Gamow) is mathematically
built on the thought structure of vibrating strings (of various shapes and a range
of tension) that factually represent non-material and tiny fragments (little
filaments of deep-buried dimensions) infiltrating the Universe to cooperatively
and harmoniously act as a symphony of cosmic breath (often dedicated to Ailos,
the Greek goddess of wind). The Universe is thus displayed in terms of a
somewhat strange geometry of ‘compactified’ multi-dimensional space
(visualized as a bizarre pattern often called Calabi-Yano manifold). We should
not forget to mention another approach, known as loop quantum gravity, which
seeks a consistent quantum interpretation of general relativity and predict the
space as a patchwork of discrete pieces (“quanta”) of volume and area.

The known human physical laws are since 1916 assumed to be the
consequence of the laws of symmetry (Noesther), i.e., the conservation of a
quantity (position, momentum, spin, etc.) upon the transfer of symmetry
(translation, rotation, mirroring, etc.) within space and in time. The symmetry
holds at that juncture when the laws of physics are unaffected when three
transformations are all applied at once: interchange of particles and antiparticles
(charge conjugation), reflection in a mirror (parity inversion) and reversal of
time (time inversion). It shows that the four basic types of forces (gravity,
electromagnetism, weak and strong interactions) must naturally exist in order to
enable Nature to respect a given calibration accord and, thus, the original
question of why there are such forces is now reduced to the question of why
does Nature respect such symmetry? It required a new system of representation
(e.g., Feynman’s diagrams) that could provide a new physical framework such
as quantum flavor dynamics, known as SU(2), and quantum chromo dynamics,
SU(3), and a new theological visualization of God as the symmetry architect.

Historical cosmology assumed that such an energetic Universe flowed
through ‘ether’ (‘aither’) which was something celestial and indestructible,
possibly related to Aristotelian primeval matter (‘plenum’) or the recent view of
omnipresent force-fields. It gave birth to a material universe in such a way that a
delicate impact (‘bud’)y in such a primordial ‘reactive solution’ provided a
dissipative structure, or fluctuation, capable to grow. This idea is also very close
to the reaction-diffusion model of space-time [39] and challenges the



38

traditionally established model of the 'Big Bang’'. It certainly is different with
respect to the accepted ‘mechanical’ anticipation of waves resulting from the
primeval big explosion that would have never occurred without reason
(‘spontancously’) and where the wave’s transporter medium holds constant
entropy (conservation of energy). On the contrary, the diffusion waves can
interact with the carrier to undergo metabolic changes, enables entropy to
increase and, most importantly, enabling self-organizing (and thus is non-linear
in its character, assuming the Universe is an open system, like the terrestrially-
scaled weather).

We may remind ourselves that according to conventional wisdom,
Poincare failed to derive an early relativity theory mainly as a result of his
stubborn adherence to the nineteenth century concept of the ether as an utter
void while Einstein, just few years later, succeeded because he stayed behind the
assertion of a new kind of ether that was the superfluous space-time substratum.
His relativity postulate was called an ‘absolute world’by Minkowski. Fifteen
years later, however, Einstein used Mach’s ideas on rational movement in order
to cancel the action-at-a-distance and refreshed the idea of the ether because his
relativity space is endowed with physical qualities. The ether should be regarded
as a primary thing (similarly to the prematurely Aristotelian plenum) assuming
that matter is derived from it [40], citing ‘the metrical qualities of the continuum
of space-time differ in the environment of different points of space-time being
conditioned by the matter existing outside of the territory under consideration’ .

We can anticipate that gravity arises from the geometry of space and time,
which combine to form 4-D spacetime. Matter tells spacetime how to curve and
spacetime tells matter how to move. Any massive body leaves an imprint on the
shape of the spacetime, governed by an equation formulated by Einstein already
in 1915, The Earth’s mass, for example, makes time pass slightly more rapidly
for an apple near the top of a tree than for Newton’s head ‘just conceiving his
theory of gravity in its shade’. Literarily, when the apple falls, it is actually
responding to this warping of time. The curvature of spacetime keeps the Earth
in its orbit around the Sun and drives distant galaxies ever further apart. Given
thus the success of replacing the gravitational force with the dynamics of space
and time, we may even seek a geometrical explanation for the other forces of
nature and even for the spectrum of elementary particles. Whereas gravity
reflects the shape of spacetime, electromagnetism may arise from the geometry
of an additional fifth dimension that is too small to be seen directly.

This is a true domain of above mentioned string theory where we meet
several extra dimensions, which results in many more adjustable parameters.
One extra dimension can be wrapped up only in a circle. When more extra
dimensions exist, the bundle can possess many different shapes (technically
called fopologies) such as a doughnut or their joins, other ridiculous spheres
(six-dimensional manifold, etc.). Each doughnut loop has a length and a
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circumference, resulting in a huge assortment of possible geometries for such
small dimensions. In addition to such ‘handles’, further parameters correspond
to the location of “branes’ (a kind of specific membrane) and the different
amounts of flux wound around each loop. Vast collection of possible solutions
are not mutually equal as each springs’ configuration exhibits its own potential
energy, flux and brane contributions and the curvature itself of the curled-up
dimensions. Associated energy can, again, be seen as a kind of vacuum energy,
because it is the energy of the spacetime when the large four dimensions are
completely devoid of matter and fields. How such a hidden space behaves
depends on the initial conditions, where the singularity that represents the start
point (Big Bang) on the space-curve happened to lie in the initial vast landscape
of possibilities, which inhabit the hierarchically supreme yet quizzical super-
universe of curled proportions. It reminds us of a possible world of fluctuations
curling on the endless sea level of wholeness predicting that our Universe might
just occupy one (and for us living, appropriate, but generally random) valley out
of virtually infinite landscape possibilities. This novel landscape picture seems
of help in resolving the quandary of vacuum energy, but with some unsettling
consequences.

In Einstein’s theory, the average of the Universe is tied to its average
density, so that geometry and density must be linked. The high-density universe
is thus positively curved like the surface of a balloon (Lobachevsky hyperbolic
geometry) and, on contrary, the low-density universe is negatively curved like a
surface of a saddle (Riemann elliptic geometry), and the critical-density universe
is flat. Many precise measurements of the angular size of the variation of the
microwave background residual radiation were good enough for researchers to
determine that the geometry of the Universe is flat (current curvature provides a
value very close to one, ~ 1.05). But many different measurements of all forms
of matter, including cold dark matter, a putative sea of slowly moving particles
that do not emit light but do exert attractive gravity, showed that visible matter
contributes only by less than 1/4 of the critical density. Thus vacuum energy, or
something very much like it, would produce precisely the desired effect, i.e., a
flat universe dominated by positive vacuum energy would expand forever at an
ever increasing rate, whereas one dominated by negative vacuum energy will
collapse. Without vacuum energy at all, then the future impact on cosmic
expansion is uncertain and in the other world, the “physics of nothingness® will
determine the fate of our Universe.

1.8. Science of thermal dynamics

Looking back to novel ideas of the 19" Century we see that they assisted
the formulation of an innovative and then rather productive field of physics
(thermal physics), which gradually coined the name thermodynamics though the
involved term ‘dynamics’ has not its appropriate position. Thermodynamics
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became a definite physical domain based on general laws of energy conservation
and transformation, and where its consequences serve practical applications. It
studies real bodies that consist of many integrating parts. The basic assumptions
for such real mixtures are the same as those that are also fulfilled by pure
components, but rather that all the properties of mixtures are the consequence of
the constitution of the components, although not a simple summation of
components as various interactions between components must be taken into
account. One of the most important laws is the second law of thermodynamics,
which, simply stated, says that any spontaneous process must be only such that
any resulting state is more easily accessible than the state of any previous
(competing) process. Thermodynamics can also provide an idea of a global
(non-material) driving force showing that the process always follows the
circumfluent contour lines of the straightforward access to all intermediate states
on its reaction path. This, in fact, is very similar to the objective of our curved
universe, where the easiest path is controlled by gravity lines of force or, in
everyday experience, by the uniplanar contour line of comfort walking.

Every thermodynamic process is associated with a certain dissipation of
energy, as well as an associated degree of entropy production, which is also the
measure of the irreversibility of time. Inherent thermal processes are sensitive to
the criterion (or perhaps our point-of-view) of what is stability, metastability and
instability. There can exist equilibria characterized by special solutions of
complex mathematical equations, whose stability is straightforward, however,
the comprehensively developed field of thermal physics primarily deals with
equilibrium states that are unable to fully provide general principles for all
arbitrarily wide, fully open systems, which would encompass every unsteady (or
somehow re-re-establishing) disequilibrium. It, however, can promote the
unlocking of important scientific insights, which lead to a better understanding
of chaos and are an inquisitive source for the evolution of systems ( such as life).

Any thermodynamic system bears its own clear definition criteria, i.e., a
real material body has its volume and is circumscribed by its surface, which
means the defect on the exterior otherwise homogeneously defined body. A
system can be any macroscopic entity, biological being or even ecological
formation. A system can be imagined to be composed of certain material points
or sites, which we may call subsystems, where each point, or any other fraction
of a whole, cannot be merely an atom or a molecule but any elementary part of a
body that is understood as a continuum. Thanks to the body’s interactions with
its surroundings, there are certain primitive characteristics, representing the
behavior of the system, as each constituent point can move and can change its
temperature. There certainly are other important quantities that play crucial roles
in the general laws of balances, i.e., mass, momentum, energy and/or entropy.
Energy in space, however, is directionless, which is why we often use the help
of an auxiliary parameter: the directional vector of momentum across a surface.
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A system’s interaction can be identified with any type of reciprocation of
balances. The number of parameters is often greater than the number of balance
laws, so it is necessary to have other axioms and interconnections. Among the
most important are causality, determinism, equipresence, objectivity, material
invariance, time irreversibility, and the decisive effect of nearest neighbors, and
nearby history.

When the thermodynamic parameters of a process change so slowly that
their relaxation time is longer than the time of observation, these processes are
called quasistatic and have important technical consequentiality. This, in fact,
means that these processes are in states of both equilibria and disequilibria at the
same time. Without this simplification, however, we would not be able to study
most of nature’s processes because only a negligible fraction of them are time
independent. Generally we assume equilibration during which any well-isolated
system achieves, within a long enough time, its stable, well balanced and further
noticeably unchanging ground state (i.e., death, which is the stabilization of
original ‘fluctuation’).

An isolated ecosystem could thus sustain inherent life for only a limited
period of time, often much less than that, which is necessitated to undertake
from the onset of isolation until reaching thermodynamic equilibrium. Such a
well-confined situation can be compared to the thermal death of our ‘one-off-
universe’ so that any thermodynamic equilibrium is factually a global attractor
for all physical processes when separated from their surroundings. Having
reached the ultimately balanced state, no gradients would exist and no further
changes would be possible and in this petrified state, even time would be
defeated of its meaning as its passage could not be verified by reference to any
change as well as the observation of properties could not be made, only inferred,
because even observation requires some kind of interaction between the
measured system and an observer. We can match them up to the first category of
antithesis in physics (black holes).

An important quantity is heat, which is often understood as the energy
absorbed or evolved by a system as a result of a change in temperature but the
words of heat and energy are not synonymous. We must see the concept of heat
as referring to a process whereby energy is passed from one system to another
by virtue of the temperature difference so that the word heat factually applies to
the process. It is worth noting that an unharnessed flow of heat from a higher to
a lower temperature represents in actuality a loss in work (accessible) effect and
is therefore equivalent to friction in the production of irreversibility

Therefore, the most basic and also wunlocking quantities in
thermodynamics are temperature, heat and entropy, where the latter is an
artificially introduced phenomenological (extensive) parameter expressing as the
ratio of heat and temperature. Temperature and entropy characterize collective
behavior of the studied corpus of constituent species. Temperature is a
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measurable quantity and represents the degree of the mean energy, which is
inter-exchanged by species (atoms) that constitute the system. On the other hand
entropy as a measure of the system displacement is not a directly measurable
parameter, similarly to heat; we can observe only associated changes. From a
standard phenomenological viewpoint, we can also treat entropy as ‘normalized’
heat in order to match its conjugate pairing with temperature, obtaining the
sense that the higher the temperature the higher the ‘quality’ of heat [9].

Creation of order in a system must be associated with a greater flux of
entropy out of the system than into the system. This implies that the system must
be open or, at least, non-isolated. In this context any structure must be a spatial
or temporal order, describable in terms of information theory and a higher-order
dissipative structure stands for self-organization indicating that such a system
dissipates energy (and produces entropy) in order to maintain its organizational
order. It follows that all real systems, such ecosystems, are not closed to
interactions with surroundings, which is a kind of sink for energy higher in
entropy, and closer to equilibrium. Schrddinger pointed out that “living
organization is maintained by extracting order from the environment’ and
Boltzmann proposed that “life is struggle for the ability to perform useful work”.

Entropy has accoutered various connotations, corresponding to the
system’s make up, i.e., incidentalness of the internal evolution of the
arrangement of system constituents, which can be definite species or logical
thoughts. It has also initiated a perception of chaos that is excessively original
within habitual mathematical descriptions but has opened-up new perspectives
on disorder as a vital part of our universe where we employ only practicable
solutions (e.g., acceptable ever-presented vibration of aircraft wings to assure
safe flying against their anomalous quivering indicative of danger).

However, there is persisting and old idea of how to manipulate entropy. It
is often attached to delaying the moment of death, re-obtaining order once
disorder has set in. Maxwell taught us that a supernatural actor, a demon, is
required to be able to sit next to a hole drilled in a wall separating two parts of a
vessel containing gas. Watching the molecules and opening and closing the hole,
the demon can let faster molecules go on one side and slower molecules stay on
the other side. Disequilibrium, or information, is obtained. Maxwell’s demon is
a mental artifact used to explain the concept of entropy but cannot be a real
device. But the idea is fertile; we can conceive the heat flow diversion (allowed)
but not its reversion (forbidden). Respecting the entropy principle, we can
imagine an automaton operating that flows continually from warmer to cooler
according to a purely thermodynamic logic. Instead of being a stable solution,
entropy ensures only dissipative structures such as another thermodynamic
demon - life.

The theory of thermal science is important for our practical applications
as it teaches us that the best yields can be only obtained from infinitesimal
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changes, which are associated with reversible processes where all adjustments
are close to zero, i.e., motion damps out and concretization would last
exceptionally long. However, if some action is due to a real execution it must
possess a finite driving force, even if it is negligibly small. We have always to
decide whether to employ high driving forces with lower work efficiency or
make it more energetically economic upon decreasing gradients but paying time
for its prolonged realization. For getting an easy profit the thermodynamic laws
are somehow cruel and impossible to circumambulate (even by any persuasive
ecological arguing). There is an aphorism that, in the heat-to-conversion game,
the first law of thermodynamics says that one cannot win; at the best we can
only break even. The second law reveals that we can break even only at absolute
zero and the third law adds that we can never reach the desired zero temperature.

As all other living things do, we ‘Homo sapiens’ — a most significant form
of life, demand and would require thermal energy in the form of food and heat
[41]. The manmade haste in the mining of energy may be seen by the Nature
hazardous as an activity rather close to wrongdoing. The Nature may wish to
have a control over human activity [42] like the goddess ‘Venus’ liked to visit
the God ‘Volcano’ as to keep graceful control of his dubious behavior in his
underground dwellings. We wordlessly witness accumulation of ash from the
combustion of fossil-fuels, radioactive wastes and other manmade litters,
without pushing natural recycling by the ecosystem, which is vulnerable to
events it has never witnessed before. The ancient Greeks saw the ecosystem as
‘Nature of the Earth’ to be something agitated by divine vitality and even now
we should keep remindful of its beauty. It is clear that naturally enough smart
‘Goddess Earth’ is beginning to show her first signs of suffering.

“We are not just observers we are actual participants in the play of the
universe.” Bohr once said that actually applies to the forthcoming description of
the generalized concept of fire. The fight of mankind for a better life, while
striving to survive in the universe/nature and while hunting for eternal fire,
should therefore be understood as a fight for lower chaos (entropy) and
maximum order (information), not merely seeking for sufficient energy, which
seems be, more and less, plentiful. We thus should not underestimate certain
self-organization tendencies noticeable not only on the micro- but also on the
macro-level of nature noting (according to Kauffinan [43]) that “even biospheres
can maximize their average secular construction of the diversity of autonomous
agents and the ways those agents can make a living to propagate further on.
Biospheres and the Universe itself create novelty and diversity as fast as they
can manage to absorb it without destroying the vet accumulated propagation
organization which is the bases of further novelty”.
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Chapter 2

2. MISCELLANEOUS FEATURES OF THERMAL SCIENCE

2.1. Heat as a manufacturing tool and instrumental reagent

The notion of fire (light, flames, blaze, heat, caloric and more recently
even energy) is thoroughly recognized as an integrating element, rudimentary in
the pathway of ordering matter and society [41]. It has a long history, passing
through several unequal stages in the progress of civilization. From the
chronicles of interactions of society with fire we can roughly distinguish about
four periods. Perhaps the longest age can be named the period without fire as
the first human beings were afraid of fire/blaze (like wild animals) but,
nevertheless, eventually gained their first sensation of warmth and cold. The
first man-made fireplace dates as being about 300.000 years old, but artifacts of
ashes resting from different burned woods (apparently composed unnaturally by
early man) can be even associated with prehistoric homo erectus dating back to
one and half million years ago (Koobi Fora, Kenya). Another extended era was
associated with the growth of the continuous experience of wusing fire which
helped, in fact, to definitely detach human beings from animals (fire as weapons
or as a conscious source of warmth) by substantially aiding the cooking of meat
as to make it more easily digestible. The associated development of cooking
also increased the range of palatable foodstuffs and allowed for more time to be
spent on activities other than hunting.

A definite advancement came with the recent but short period of making
fire, up which preceded the exploitation of fire that included the domestication
of fire and its employment as a tool and energy source until the present use of
heat as an instrumental reagent. Even the ability to use fire for many specific
purposes is conditioned by the smallest flame defined by the balance between
the volume of combustible material available and the surface area over which
air/oxygen can fuel the combustion reaction. As the volume of combustible
material gets smaller, the surface becomes too small for the flame to persist, and
it dies. Small stable flames are well suited to the needs of creatures of human
size the tallness of them is affected by the straight downward force of gravity.
The opposing direction (buoyancy) of heat was viewed as a contradictory force
to gravity that holds people attached on the earth forcing all bodies to finish in
rest (i.e., the equivalence of motion and rest for a thrown stone). Moreover
people witnessed that a small ignition (spark, impetus) could lead to
catastrophic results (fires, avalanches), i.e., unique circumstances (singularity)
can give way to the concealed potentiality hidden in the system.

It was found to be curious but apposite that our terrestrial atmosphere
contains offensive gases like oxygen, which should easy react but instead
coexist and form a mixture far from chemical equilibrium representing thus an
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open, non-equilibrium system characterized by a constant patchy flow of energy
and matter. The proportion of free oxygen eventually stabilized at 21%, a value
amply determined by its range of flammability. If dropped to below 15%
organisms could not breathe and burning would become difficult while
exceeding 25% combustion may become spontaneous and fires could rage
around the planet. Oxygen, in fact, was a toxic by-product in the originally
massive blue-green bacteria photosynthesis (while splitting water molecules into
their components) and its increased atmosphere “pollution” resulted in the self-
elimination of these bacteria (seen as a signified ‘global catastrophe’).

The earliest inventions of mankind were always connected with
application of fire in providing and/or processing not only food but also in
procuring natural or processed materials for making them useful or ornamentally
attractive. The first man-made artifacts were hand-molded from clay known as
early as about 15000 years BC and primeval ceramic objects stem 7000 years
later from the Mesolithic period. The name ceramics is derived from Greek
word ‘keramos’, i.e., potter’s clay or vessel, but its origin may be even older,
from Sanskrit, where a similar word means ‘firing’. The ‘potter’s wheel’ is a
Mesopotamian great invention from the 3rd millennium BC and was responsible
for a significant improvement in ceramic technology and cultural life.

Based on the experience gained in producing glazed ceramics by smelting
copper ores and in preparing mineral dye-stuffs, people discovered how to
obtain enameled surfaces by fire-melting the readily available mixture of silica,
sand, lime, ash, soda and potash. The first steps in this direction were made as
early as some 7000 years ago by putting in service natural glasses, as ‘tektites’
(believed to be of meteoric origin), obsidians (glassy volcanic rocks), ‘pumice’
(foamed glass produced by gases being liberated from solution in lava) and
‘lechatelierite’ (fused silica in deserts by lightening striking sand or by meteorite
impact). Through history, glass was always regarded to have a magical origin:
Just to take plentiful sand and plant ashes and, by submitting them to the
transmuting agencies of fire to produce melt which whilst cooling could be
shaped into an infinite variety of forms which would solidify into a transparent
material with appearance of solid water and which was smooth and cool to the
touch, was and still is a magic of the glass workers art.

Invention of man-made glass was accomplished somewhere on the eastern
shores of the Mediterranean prior to 3000 BC, but no hollow glass vessel dating
earlier than the second millennium BC has been found. Glass technology
reached a high degree of perfection in Mesopotamian and Egypt, especially
sometime during 500 BC when one of the most important brainchild, a
‘blowpipe’, was invented (around 50 BC probably in Syria), which turned glass
into a cheap commodity and provided the stimulus for the proliferation of
glasswork throughout the Roman Empire.
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Nearly as old is the technology of binding materials obtained by lime
burning for the preparation of lime-gypsum mortars. These materials were
already used in Phoenicia and Egypt in about 3000 BC. It was the Romans who
invented concrete made of lime with hydraulic additives known as ‘pozzolana’
and volcanic tuff. In Mesopotamia the experience of firing ceramics was also
applied to the melting of copper, and, later, of gold and silver that led finally to
the metallurgical separation of copper from oxide ores. Copper, however, was
known in Baluchistan as early as by 4000 BC and bronze by 3500 BC. Around
2500 BC excellent properties of alloyed copper (silver, gold, arsenic) were
discovered followed by tin in 1500 BC and iron about 500 years later. About
3000 BC articles on lead also appeared and starting from 2500 BC the Indians
began to monopolize the metallurgy. Whilst bronzes were mixed phases
prepared intentionally, the admixture of carbon was introduced into the cast
iron, and, later, steel by chance, and its unique role could not be explained until
recently. Even ancient Chinese metallurgists clearly appreciated that the relative
amounts of copper and tin in bronze should be varied depending on the use for
which the articles were intended.

Iron could already be melted and poured by about 500 BC and steel
appeared as early as by 200 BC depending on the thermal and mechanical
treatment. The medieval skill belonging to the Persians in cold-hammering
swords of exceptional quality was based on the ability to pour bimetallic strips
of low (tough) and high (brittle) carbon-containing steel followed by their
prolonged mechanical interpenetration. All such progress was intimately
associated with the skill and knowledge of fire-based craftsmen, such as metal-
smiths, who had had to have the experimental know-how of, for example, how
intense the fire must be to make the metal malleable, how fast to quench an
ingot, and how to modify the type of hearth to suit the metal involved.

Operational stuffs, called materials, have always played an important
position in the formation and progress of civilizations [7,9]. It was always
associated with the relevant level of intercourse (communication) and
comprehension (information). We can learn about their history from
archeological sites as well as from recent dumps and waste-containers. The
recent tremendous growth of certain groups of individualistic materials will, in
time, be necessarily restricted in favor of those materials that are capable of
recycling themselves thus possessing the smallest threat to nature.

Applicability of materials is traditionally based on working up their
starting (‘as cast”) mass to shape a final and refined structure. Today’s science,
however, tends to imitate natural processing as closely as possible and, in this
way, wastes less by positioning definite parts to appropriate places. This ability
forms the basis for the development of so-called ‘nano-technologies’. It has long
been a dream of scientists to construct microscopic machines, such as motors,
valves or sensors on the molecular scale. They could be implanted into larger
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structures where they could carry out their invisible functions, perhaps
monitoring internal flows or even some vital biological functions. For example,
the newly made dendrimers, tree-shaped synthetic molecules, can possess the
ability to capture smaller molecules in their cavities, making them perfect to
deal with biological and chemical contaminants. It is believed that they will be
eventually able to detect cancer sells, and destroy them by delivering a specific
drug or gene therapy. They may become capable of penetrating the white blood
cells of astronauts in space to detect early signs of radiation damage, and may
even act as toxicant scanners in the battle against bio-terrorism.

Living structures are yet becoming more and more of an observable
example, particularly assuming the synergy of various components in combined
materials. Such composites are common not only in nature but also known
within human proficiency: from Babylonian times (3000 BC), when resin
impregnated papyrus or tissue was used, up until recent times when the icy
airfields of Greenland used sandwich composites made from brittle ice
strengthened by layers of newspaper. It appears that we must follow the models
of the most efficient natural composites, such as hollow fibrils in cellulose
matrix that make up wood, or collagen fibers such as in hydroxyapatite found in
our teeth.

In the reproducibility of technological processes, the artificial production
of glass and cement (originally volcanic and slag) and iron (primarily
meteoritic) have played a decisive role in the progress of civilizations — their
production recently amounting to a tremendous 10" kg per year (with the total
world need of energy sources close to ten gigatonnes of oil equivalent).
Reproducibility of technological processes, in which ceramics and metals were
worked to produce the desired wares, could be secured only by experienced
knowledge (information, data-storing) as well as by the resulting accustomed
measuring techniques. Its development could only take place after people learnt
to think in abstract categories such as are used in mathematics whose beginning
reach as far back as the fourth millennium BC. Production became feasible only
after it matured to be consciously determined, keeping constant and optimal
values, such as mass proportions of input raw materials. Thus, as well as the
others, the Egyptians knew the double-shoulder balances as early as 3000 BC.
The notion of the equality of moments as the forces acting on the ends of an
equal-arm lever was surely one of the first physical laws discovered by man and
applied in practice. Weighing (of pouring in water) was even used as a
convenient means to measure time intervals more precisely.

Besides growth of industrialization, we should also realize what the more
powerful and far-reaching the benefits of a technology are, the most serious are
the by-products of technologies’ misuse or failure. The more a forward-looking
manufacturing process can bring about randomness, the further its products
depart from thermal equilibrium, and the harder it is to reverse the process that
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gave rise to them. As we project a future of increasing technological progress we
may face a future that is advanced but increasingly hazardous and susceptible to
irreversible disaster.

In order to make technological progress, mankind had to acquire
progressive techniques of producing high enough temperatures. First they
applied controlled heat not only by using the closed kilns but also by using
sitting kilns or smelters in regions prone to high winds. The role of air had to be
understood in order to get the process of burning coordinated. It was also vital to
keep certain temperatures constant; hence it was necessary to introduce some
early-experimental temperature scales. The relation between input mixtures,
mode of fire treatment and resulting properties were initially recognized and
then, subsequently, experimentally verified during the preparation of other
compounds such as drugs, dying materials and, last but not least, in culinary
arts. This all led to the early recognition of three principles of early thermal
treatment and analysis [44], i.e., amount of fire (temperature) can be level-
headed, applied fire affects different materials in different ways, and that
materials stable at ordinary temperatures can react to give new products on
firing.

It is clear that fire has always played a significant role as an explicit fool
either in the form of an industrialized power (applied for working materials by
men long ago in the process of manufacturing goods), or later as an instrumental
reagent (for modern analysis of the properties of materials). In contrast to a
mechanical machine, that provides a useful work upon the consumption of
potential energy received from the surrounding world, it was recognized that any
practical use of heat must include changes involved in the explored system
itself. In the principle sphere of dynamo-mechanics (in an ideal world detached
from disturbances caused by e.g. friction) the efficiency of mutual conversions
between potential and kinetic energies can approach a theoretical 100%.

Heat engines, however, cannot be only a passive machinery — just
protecting two components, with different temperatures, to get in touch, or not,
with each other at the right moment (similar to the restriction of two parts,
moving with different speed, to come, or not, into the required mechanical
contact with each other). We should remember that reversible changes furnish
the capacity to effect the system and its control — the initial conditioning can
restrict the dynamics of an object. Model thermodynamic behavior can be
similarly specified if well-defined reversible changes are available for an
equilibrium state. For that reason any irreversibility is seen negatively as it is
realized by lively irrepressible changes when the system gets out of standard
control. It follows that thermal systems can be controlled only partially;
accidentally they may arrive at a spontaneous stage of a surprising character.
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Fig. 7. - A most unusual manner of treating external wastes in a natural way is done by the
holy scarab in Egypt (left). This pill-peddler is known for using the wastes of others in a
rather original fashion while exercising skilful motions of its legs to form and roll a ball
from the excrements of other animals. Such a biological prototype of waste managements,
which Nature has evolved through a long-lasting optimization, is the best model for our
waste treatment and renders the possibility to foreshadow the symbolic furtherance for a
better-established process of futuristic recycling of human wastes. (Moreover the beetle’s
teguments are of the most tough and durable composite materials, which again is worth
increased attention by material’s engineers for better material tailoring and use of
nanotechnologies.) On the other hand the progress of civilization has made it possible for
man to expand his exploitation of fire (right) to such an extent that the Earth is being
overrun by excess of waste heat and its by-product material litter. It, however, stays against
the primary role of natural fires, which originally contributed in the creation of landscapes
through the regular burning of localized areas due to lightening. Thanks to fires, the
countryside mosaic and plant diversity have been maintained and, on the other hand, thanks
to mosaic structure, the extent of the fire damage has been kept locally restricted. This
natural course, however, has been disturbed by man-made woods, and mono-cultivations
due to agriculture, which causes national fires to be regionally more disastrous. Even a more
radical trend is the ultimate forest nonexistence, when the land is clear-cut and exploited for
manufacturing, which obstructs the natural cycles merely producing man-made litter useless
(and even harmful) in the view of ecosystem.

2.2. Mechanical motion and heat transfer

The incompatibility between the time-reversible processes taking place in
the mechanics of body-like species (including molecules), and irreversible
thermal processes responsible for the equilibration of temperatures (e.g. in an
unequally heated rod) required a better understanding of the inherent phenomena
involved, particularly the nature of heat. In sequences it led to the formulation of
a consistent science of thermal physics, developing the related domain of
thermal analysis and touching on any adjacent field of science where
temperature is taken into account.

In fact, it was initially based on the early and erroneous premises of a non-
material notion called ‘thermogen’ (or superior term ‘caloric’). It can be also
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seen as the application of different premises regarding the manner of individual
approach of theoretical modeling. The caloric theory gave an obvious solution to
the problem of thermal expansion and contraction, which postulated and
described an opposing force to that of the attraction between particles caused by
gravity. In order to stay away from a total gravitational collision, which would
produce a single homogeneous mass, the opposing force was considered to be
the ‘self-repulsive caloric’. Such an early ‘fluid’ hypothesis became important in
the formulation of modern laws and was common to the way of thinking of
Archimedes, Epicureans and later used in Carnot’s and Clausiu’s concept of
thermodynamics [45, 46], up to present day truly dynamic theories of non-
equilibrium, introduced by Prigogine [47, 48]. Even our everyday use of heat
flow equations applied in thermal analysis bears the “caloric” philosophy.

However, the notions of heat and temperature (femper — temperament,
first used by Avicena in about the 11" Century) were not distinguished until the
middle of the 17" Century (Black [49]). It took another 150 years until the
consistent field of thermal science was introduced on the basis of Maxwell’s
works [50,51] and named by Thompson as ‘thermodynamics’ according to the
Greek terms ‘thermos’ — heat — and ‘dynamis’ — force. The contradiction of its
‘dynamic‘ notion against its ‘static’ applicability (thermostatics) is thus a
common subject of examination. The thermodynamic account was complicated
by the introduction of an artificial quantity to counterpart the intensive
parameter of temperature in its sense of gradients. After the Greek ‘en’ (in-
internal) and ‘trepo’ (turn) it was called entropy (meaning transformation and
proposed by Clausius in sound analogy with the term energy). This action
eliminated heat from a further mathematical framework. In effect the famous
law of thermodynamics gives the quotation of energy conservation law but only
under specific conditions for heat that is not fully equivalent with other kinds of
energies. Heat cannot be converted back to mechanical energy without changes
necessary to affiliate heat with entropy, via the second law of thermodynamics,
which intuitively states that heat cannot be annihilated in any real physical
process. It brought a conceptual disparity between the fully reversible
trajectories of classical mechano-dynamics and the evaluator world governed by
entropy. It may be felt that the domain of thermodynamics was initially
positioned at a level of esoreric (‘those within’) doctrine.

Only statistical thermodynamics (Boltzmann) interconnected the micro-
cosmos of matter with phenomenological observables under actual
measurements. The famous Boltzmann constant gave the relation between the
phenomenological value of temperature and the average kinetic energy of
motional free atoms — submicroscopic species. In the evaluation of heat
capacity, Einstein and Debye associated temperature with these perceptible
micro-particles (array of atoms), each oscillating around lattice sites where all
degrees of freedom correspond to the vibrational modes (assumed either as
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independent harmonic oscillators or as an elastic continuous medium with
different frequencies). The vibrational nature of some forms of energy (as that of
heat) was a very valuable and inspirational idea related to an old Pythagorean
idea of chord harmony tuned in rational ratios.

The 19™ Century was the period of the industrial revolution. Scientists
studied the efficiency of machines of all sorts, and gradually built up an
understanding of the rules that govern the conservation and utilization of energy.
The laws of thermal physics were one of the results of these investigations, most
famously stating that the artificially introduced parameter known as entropy of a
closed system can never decrease. In practice, this means that even though
energy can be conserved in some physical processes, it is gradually degraded
into less ordered and less useful forms. It is habitually observed that the entropy
of any closed system becomes steadily more disordered. This is not a kind of
law as gravity might be classified, but a principle having a statistical nature and
very important to consider what is technologically possible.

Later an interconnection between entropy and information (its gain or
loss) was found. If we are to obtain information about the state of a system then
there is always a cost. It was Maxwell’s sorting demon that made it clear that it
is not possible to create or cause a violation of the second law of
thermodynamics, any more than it is possible to show a profit at roulette by
always betting on all the numbers. The cost of such a long-term strategy always
outweighs the possible benefits. It follows that information can be seen as a
commodity that takes effort to acquire, and it is possible to classify all
technological enterprises in terms of the amount of information needed to
specify its structure, or what level of information would be required to introduce
a change in the system (organization improvement, etc.). Information is thus
expensive to acquire — it costs time and energy. There are limits to the speed at
which that information can be transmitted, and limits to the accuracy with which
it can be specified or retrieved. Most importantly, however, is that there are
powerful limits on how much information can be processed in a reasonable
period of time. Even the speed at which light travels is limited.

An ever-increasing experience with burning revealed that released heat
always leads to volume increase. Cognizant employment of fire was accordingly
utilized by Savery and Newcomen (1705) and improved by Watt (1800), as well
as by Trevithick, Cugnot and finally by Stephenson (1813) while constructing a
steam heat engine and, later, a functional /ocomotive. In that time, they were not
at all aware that part of the heat is transformed to motion. It was, however, a
qualitative step in making a better use of coal (as a traditional source of heat for
personnel working in manufactures) and made it the main source of mechanical
energy for use in industry and home, replacing other traditional sources such as
animals, water and wind.
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Fig. 8. — Newcomen'’s steam engine as the primary milestone in the novel exploitation of
heat and its alternative use other than for effortless getting warmness with the original sketch
of cylinder with piston (middle), which can be acquainted with the shared employment of all
four elements (where the earth-based construction represents the joining ‘in-form’ =
information transducer). Right it is added by illustrative drawing of the mechanical control
torque, factually the first automaton realized through the Watt’s innovative governor.

This new scheme actually interconnected the three of the early elementary
forms [52,53] heating water by fire to get a thick air (steam) capable of
providing useful work (moving piston and turning a wheel). Later on, this idea
was improved by Lenoir (1868, gas-engine) and particularly Ort (1878) and
Diesel (1892), who imprisoned the burning fire directly inside a cylinder and,
thus, constructing thus a shaped earth. Certainly, a confident know-how was
indispensable, or perhaps better to say, a particular use of the directed (in)
formation. The miracle of the nineteenth century, i.e., the four stroke
combustion engine, was brought to life!

Restricted by thermal laws, it gave a practical dimension to the
innovative field of thermodynamics and showed the essence of a sequence
process controlled by the four cycle series, which both started and ended in the
same position. The encircled loop of given pair of the associated (intensive and
extensive) parameters granted access to a convenient estimate of the energy gain
(or, better, generally assumed assets, goods).

All this put an emphasis on the importance of mechanical ‘know-how’ to
everyday life. Heating a room when it is cold and cooling it when it is hot is also
a matter of know-how (an exchange of information). Various thermal flows are
set up to partially modify the natural laws determining the movement of the air
in the room. The ingenious control torque (governor) of a heat engine, invented
by Watt using the principle of the excess centrifugal force, was realized
experimentally by the famous parallelogram with springs, two balls and steam
valves. It illustrates well the advanced information portrayal though there was
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nothing known about its inherent control function in the terms of modern state
vectors.

However, the moment of birth for modern scientific thought probably
occurred a few years earlier, in 1811, when Fourier was awarded the prize of the
French Academy of Sciences for the material description of heat transfer in
solids citing: “the heat flow is proportional to the temperature gradient’. This
simple proportionality revealed a new potential that later achieved more general
applicability (analogical equations applicable for diffusion, quantum-mechanics
of waves, etc.). In its simplicity Fourier’s law was considered somehow similar
to the Newton’s laws of mechano-dymamics, but its novelty led to a set of new
classifications, the evaluation of which put heat and gravity at a contradiction to
one another. Gravity can move a mass without causing an internal change,
whilst heat puts matter in motion while reforming, at the same time, its internal
properties. Similarly to Boerhaave’s statements [54] “heat is propagated and its
distribution is equalized under all circumstances” it supports the idea that
propagation of heat is an irreversible process. Moreover, there was a belief that
something is ‘qualitatively conserved’ and something is ‘quantitatively
converted’. In the year 1847, Joule introduced an equivalent for physical-
chemical changes and helped to finally define energy as a joining element
between physical-chemical and biological processes.

The idea of the thermal engine has developed into a wide variety of
engines, turbines, pulse-jets and other power cycles all still governed by the
same principles of thermodynamic efficiency for the external and/or internal
utilization of heat/fire. Similarly to any hydroelectric turbine, the combustion
engine is an open system — it consumes oxygen and fuel at higher potential
energies than at which it produces heat and combustion products. Such a desired
pattern of activity produces, however, disorder and thus fully complies with the
second law of thermodynamics. The energy produced by the automotive open
system of an engine is literally kept alive on the production of excess amount of
heat depleted to its surroundings. The second law of thermodynamics tells us
that we need to do work in order to acquire information.

This way of thinking is very general and allows us to quantify the cost of
any computation. In any sphere of human activity it is not enough to be in
possession of a procedure to solve a problem. We need also to know the cost of
its implementation, either in terms of time, money, and energy or computation
power. This knowledge opens to us the possibility of finding a procedure that is
better, in the sense of being more cost-effective.

Foreshadowing the work of Prigogine’s self-organization, there was
introduced in 1920s the science of structures, as pioneered by Bogdanov's
tektology (from the Greek ‘tekton’ — builder), and the first attempt to arrive at a
systematic formulation for the principles of organization, which can function in
non-living and living systems. It was followed by Bertalanffy’s general system
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theory [55] aimed to develop self-guiding and self-regulating machines that try
to solve the problems of interactions and regulation, which lead to an entirely
new field of investigation that had a major impact on the further elaboration of
the system view of life.

It inspired Wiener to invent a special name ‘cybernetics’ (derived from the
Greek ‘kybernetes’, meaning steersman) as to describe the joint science of
control and communication in the animal and the machine. Its importance
became the theory of information developed by Shannon when trying to define
and measure the number of signals (information) transmitted through telegraph
lines. It is worth mentioning that the clockworks of the seventeenth Century
were the first autonomous machines, and for the next three hundred years they
were the only machines of their kind. Computers invented recently are novel and
unique machines that can work autonomously, once turned on, programmed and
kept ongoing by sufficient energy supply. Computers, however, do something
completely new — they process information. As Descartes used the clock as a
metaphor for the body, Neumann used the computer in his cybernetic believe
and as a metaphor for the brain introducing there the human relevant expressions
of intelligence, i.e., computer memory and language.

Any variety of useful machinery, that has been developed by means of
human cognition (mind) have, however, a relatively short history, just a couple
of thousand years. The evolution of life, on contrast, exhibits a history that is
several orders longer, perhaps billions of years, and even a live cell can be
understood as a precisionally fine-tuned machine that was gradually (self)
constructed through the ages as an extraordinary sophisticated set of interrelated
parts (molecules) that harmoniously act together in predictable ways insuring
thus the progressive development, variability, and selective survival of more of
its kinds and efficient use of energy. Its “know-how” is recorded in DNA
memory that possesses a capacity for creative mutations of its structure (internal
development of certain “cognition” [43,56]), which permits further evolution of
its machinery cell into forms needed to prosper successfully upon the Earth’s
continuously changing face. It is clear that the space-time structures do not
remain stable and that some of the subsequently mentioned principles, such as
chaos and/or entropy versus order and/or information, penetrated into other
fields such as humanities, sociology, economics, etc. A generalized course of
cycling, which makes a process in such a reliable way as to exhibit coequality of
the initial and final points, is necessary to retain the procedural capacity for its
continual periodicity.

The short history of human civilization does not compare with the much
longer history of life. The recently constructed mechanical engines bear a level
of matchless sophistication in comparison to the mechanism of living cells,
which have undergone very slow but continual development. Thus, the present-
day propensity for the fabrication of macroscopic human tools tends to avoid the
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undesirable aspects of self-destruction by introducing, e.g., pure technologies,
they produce ecologically harmless byproducts (clean engines) but are, however
and unfortunately, less efficient. This downside is, however, being overcome by
techniques such as miniaturization, which tries to simulate a more efficient level
of the molecular tools from living cells. The as yet conventional approach of a
“top-down” technology starts with a large clump of material, which is then
formed by being cut into a desirably useful shape yet carried out mostly within
the capability of our hands. Energy saving miniaturization (the earlier mentioned
“nanotechnology™) would, by contrast, be a “bottom-up” approach that would
involve the stacking-up of individual molecules directly into a useful shape, and,
moreover, that would be controlled by the “power of our minds” in a similar
way to the proteins that are assembled from individual amino acids. We can
think back to the vision of the “nanobots” age, which predicted the manipulation
of small species to actually form miniature engines (or more imminent micro-
computers).

Similarly to the processing instructions necessary for the operation of
macroscopic machines (done either by an experienced engineer, by the help of a
printed manual, or by the fully automatic control of a programmable computer)
and realized at the one-dimensional level of a written message, we have, in
necessary addition, to look for the analogy of microscopic instructions already
known within the models of the three-dimensional level of DNA structures.
Such an approach is also related to the nowadays message passed by the human
cognition and based on the early inaugurated need how to understand fire from
its visible wholeness down to its imaginable composition of internal vibrations.
This has become an important domain of communication and is closely related
to spheres of information (and reversed entropy) to be discussed herein, and in
more detail, later on.

2.3. Special but not rare case of self-organization

By the end of the nineteenth century, there were available two different
mathematical tools available to model natural phenomena — exact, deterministic
equations of motion and the equations used in thermal physics, which were
based on the statistical analysis of average quantities present in complex
systems: Whenever any non-linearity appeared, it was put into linear regimes,
i.e., those whereby double cause produces double effect and the solution is
linear in the known term (classical thermodynamic laws). In these linear systems
small changes produced small effects and large effects were due either to large
changes or to a sum of many small changes. Moreover the imperfect
measurements of an event did not prevent one from gathering its main
properties, and in turn, this fact produced the property of easy experiment
repetition. The description of phenomena in their full complexity, the equations
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that deal with small quantities, such as infinitesimal changes, at maximum, with
constant changes (e.g., linear heating) took, however, time to develop.

An example of such a simple model is the linear spring where the increase
of its tension is proportional to the increment whereby it is stretched. Such a
spring will never snap or break. The mathematics of such linear object is
particularly felicitous. As it happens, linear objects enjoy an identical, simple
geometry. The simplicity of this geometry always allows a relatively easy
mental image to capture the essence of a problem, with the technicality growing
with the number of its parts. Basically, details are summed up until the parts
became infinite in number, and it is here that the classical thermodynamic
concepts of equilibration leading to the equilibrium structures [13,47,57] belong
(i.e., crystals and other static body-like structures). In such conditions each
molecule is in an equilibrium state with its own environment and with the
potential and kinetic energies of neighboring molecules that are, in the overall
level, mutually indifferent.

On the other hand we know the historical prejudice against non-linear
problems, i.e., neither a simple nor a universal geometry usually exists. We can
consider the cases of a strained spring oscillations now with a non-linear
restoring force where the resonance does not happen in the same way as in the
above mentioned linear case. It is possible for the tilt to become so pronounced
that the amplitude is not single valued and shock jumps may occur conceivably
coming to pass in wave packages. It is similar to the case of a continual inflow
of energy which forces the molecules to coordinate in larger clusters. In such
non-linear systems, small changes may have dramatic effects because they may
be amplified repeatedly by self-reinforcing feedback being, thus, the basis of
both instabilities and the sudden emergence of new forms of order that is so
characteristic of self~organization [9,36,47,57]. Such a drastic move away from
a standard configuration can lead to states displaying spatial or temporal order.
We call these regimes dissipative structures to show that they can only exist in
conjunction with their environment (non-equilibrium thermodynamic laws) and
are granted by the continuous access to an energy source. We can reveal that
such a dissipative system in its dynamic ‘equilibrium’ is literarily fed by
negative entropy (i.e., producing positive entropy — plainly said, it is factually in
the state that we may associate with our normal awareness of heating). If
constraints (or, better, ‘enforced fluctuations’) are relaxed the systems return
back to standard equilibrium and, consequently, the entire long-range molecular
organization collapses.

During the 1960s, when Prigogine developed a new systematic approach
to so called non-linear thermodynamics that was used to describe the curiosity of
self-organization phenomena experienced outside the reaches of equilibrium.
The dissipativeness of a process accounts for the irreversible dispersion of the
part of energy during its transformation from one form to another, and in
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technical processes, it is mostly associated with decrements and losses.
Dissipation of energy (due to diffusion, friction, etc.) is thus associated with
wastes. However, a new kind of equilibrating disequilibrium can be assumed as
a competition between energy and entropy where, at low temperatures, the
energy is likely to yield ordered structures with low component entropy, while at
high temperatures the entropy becomes more decisive. Mutual molecular
motions turn out to be more important producing chaos and structural disorder.

Non-equilibrium thermodynamics of a completely open system also
enables the formation of configuration patterns in a similar way to classical
‘thermostatics’ (stable crystals), but it is of a quite different ‘dynamic’ nature
(turbulence, vortices), showing that the dissipation can become a source of
order. Microscopic characteristics of the equilibrium distribution lie in the order
of molecular distances (10" m), while in the dynamic case of the energetic
super-molecular its ordering reaches clusters of 10™ up to 10% m. In short we
can say that the classical (equilibrium) thermodynamics was the first reaction of
physics to the complexity of nature’s pretentiousness towards the atrophy of
dissipated energy and its conclusive forgetting of the initial conditions (in its
sense of diminishing original structures).

Ordered disequilibria are customarily exemplified by the well-known
Bernard-Raleigh instabilities, a very striking ordered pattern of honeycomb
(hexagonal) cells [9] appearing under certain conditions of heating a thin layer
of a liquid, in which hot liquid rises through the center of the cells, while cooler
liquid descends to the bottom along the cell walls. It occurs only far from the
equilibrium state (originally represented by the uniform temperature throughout
the liquid) and emerges at the moment when a critical point of instability is
achieved. A constant flow of energy and matter through the system is necessary
condition for this self-organization to occur. It may be observed even at a
macroscopic scale in the atmosphere when the ground becomes warmer than air.
Physically, this non-linear pattern results from mutually co-coordinated
processes because molecules are not in random motion but are interlinked
through multiple feedback loops thus acting in larger cooperative aggregates,
mathematically described in terms of non-linear equations. Farther away from
equilibrium, the fluxes become stronger, entropy production increases, and the
system no longer tends towards thermostatic equilibrium.

Upon involving two or even more variables in connection with spatially
inhomogeneous systems, the higher-order non-linearity gives rise to more
complex phenomena. The best examples are systems controlled by simultaneous
chemical reactions and mass diffusion. From the mathematical point of view, the
system becomes localized at the thermodynamic branch and the initially stable
solution of the appropriate balance equation bifurcates and new stable solutions
suddenly appear often overlapping. One such a possibility is time-symmetry
breaking, associated with the merging of time-periodic solutions known as limit
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by disordered cycles of chaos
exhibiting with its increasing complexity the windows of stable periods of order characterized
by odd integers. It is continued by duplicated even period (6, 12, 24, ...), and so on, with
incessant and infinitesimal depth. Factually, shadowed band of chaos is regularly interrupted by
white window of order where the final state again collapses to only few points, corresponding to
the attractive periodic orbits. Points seem to condensate at certain lines which border bands that
encapsulate the chaotic dynamics ending at a = 4 with a single band spanning the whole unit
interval. There are an infinite number of such windows, the one between 3.828 < a < 3.857
being the most prominent one characterized by 3 (and followed by 5, 7, 9, etc., the period-9
window already hard to find), which can be found in the reversed order (i.e., 3 right of 5, etc.).
We can easily discover its inherent self-similarity as we can see smaller and smaller copies of
the whole bifurcation diagram finding the complete scenario of period-doubling, chaos, order
and band splitting again, however, on a much smaller scale. Literally, bifurcation moves from
the stable state to the period-doubling regime where the length of bifurcating branches
became relatively shorter and shorter following certain geometric law (i.e., self-similarity of
the quadratic iterator, where the vertical values in the first and third magnification are
reversed to reflect the inversion of previous diagram). The parameter, a, beyond which the
branches of the tree could never grow marks the period-doubling regime. This threshold
became known as the Feigenbaum point (the limit of rectangles sequences is reaching the
value of 3.5699456..), which factually splits the bifurcation diagram into two distinct parts of
(period-doubling) order and utter chaos. There is a rule that quantifies the way the period-
doubling tree approaches the Feigenbaum point. Measuring the length of the two succeeding
branches in the a-direction the ration turns out to be approximately 4.6692. This number is
called Feigenbaum constant and its appearance in many different systems was called
universality (to have the same fundamental importance of numbers like 7 or V2).
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cycles whose period and amplitude are stable and independent of the initial
conditions, cf. Fig. 9.
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Their importance lies in the fact that they can constitute models of
rhythmic phenomena commonly observed in nature, particularly assuming
biological or chemical clocks materialized in picturesque world of various
bayaderes and strips endowed with various sea shells. The way to gradual
increase of complexity by a mechanism of successive transitions became opened
leading either to the loss of stability of a primary branch and the subsequent
evolution to a secondary solution displaying asymmetry in space similar to
stable rotating waves, as observed in the classical Belousov-Zhabotinsky
reactions. Such transitions are sometimes accompanied by some remarkable
trends, e.g., certain classes of reaction-diffusion systems under zero-flux
boundary conditions, may exhibit no net entropy production change when the
system switches from the thermodynamic branch to a dissipative structure. It
well reflects elementary consequences of universal geometry.

Let us reiterate case of a gross organization where we perceive a set of
discs, the largest the main cardioids, one abutting upon the next and rapidly
diminishing their radii. How rapidly they diminish their size we can derive from
the fact that each one is x-times smaller that its predecessor with the parameter
ratio attaining in its limit the Faigenbaum universality constant of 4.6692... and
thus characterizing the previously mentioned universality at the transition to
chaos, see Fig. 9.

Take for example the well known case of resistors carrying large electrical
current, which can exhibit negative differential resistance, i.e., currents that even
decreases with increasing voltage supporting oscillations, rather than steady
currents. Another example are the instabilities that occur in thin wafers in
certain semiconductors (GaAs). If the electrical potential across the
semiconductor exceeds a critical value the steady current that is stable at lower
potentials abruptly gives way to periodical changes in the current, often called
Gunn oscillations. However, the most apparent correlation between a choice of
organized structures is provided by different living organisms like butterflies,
shells or even animals (skin ornamentation — zebra) and was elaborated by
Turing, who formulated the hypothesis that such patterns are, in general, the
result of reaction-diffusion processes, which are mostly applied at the early
stages of the cell’s growth.

Nevertheless, this self-organization does not contradict the second law of
thermodynamics because the total entropy of the open system keeps increasing,
but this increase is not uniform throughout disorder. In fact, such dissipative
structures are the islands (fluctuations) of order in the sea (background) of
disorder, maintaining (and even increasing) their order at the expanse of greater
disorder of their environment.

We should remember that, particularly in the living world, order and
disorder are always created simultaneously at the moment when the transfer of
heat begins to play a crucial role. It does not violate Boltzmann’s early
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supposition that “entropy can be understood as a representation of increasing
molecular chaos and consequent disappearance of initial non-symmetricality”.

2.4, Stimulation responses and generality of power laws

Most of our cultural experience lies in the linearly perceived world. We
are taught from early childhood to apprehend things, objects and their
surroundings geometrically and to foresee them in the basic visible forms of
lines (and aggravated blocks) and the associated circles (and spheres). The
question arises whether such an austerely ‘linear’ education is satisfactorily
intrinsic to our naturally sensed education (through the process of evolution,
which materialized in the development of general responses of our organisms).
We may inquire if some other functions (obviously exhibiting a damping
character) are even more natural (particularly as organisms avoid the self-
destruction processes due to incessant surfeit). Furthermore, we may benefit
from sensing the loveliness provided by the structure of nature available through
various ways of sensation. For example, most of us have experienced eye vision
(and its brain perception) of a forest. From a distance the forest may be seen as a
two-dimensional object, getting closer its three-dimensional imprint becomes
increasingly obvious, but on the actual entering the woods their complex
structure can be felt as a beautiful mixture of bizarre patterns and forms, which
are not part of our standard cognition of linearity. We may experience the same
feeling when zooming into the morphological picture of a microscopically
observed structure. Its joined curiosity has become the driving force for the
recent development of alternative portraying of geometry and commensurate
mathematics in terms of fractals [9,59].

It is well known that every physiological property of sensation is related
to some physical property of the corresponding stimulus. Sensation is the
process by which our sensory systems gather information about the
environment. Perception is the selection process of organization and
interpretation of sensations. Stimulus is a form of energy that can excite the
nervous system and the transformation of external stimulus into neural impulses
is called transduction. The absolute threshold is the weakest stimulus that can
be detected in a modality and the relative threshold is the smallest change in
intensity that can be detected. In psycho-physical terms, intensity is related to
the amount of stimulus energy falling on the sensory surface. If the original
physical intensity, I, is low, even a very small change, A, is noticeable; however,
if it is high, a relatively larger change is required. This principle is represented in
Weber’s L.aw where Al/l = constant. A more general principle relating the sensor
intensity (response), S, to the stimulus dimension (measured in distance from the
threshold), I, was introduced by Fechner and is presently known as Weber-
Fechner logarithmic law, S = const log I It shows the importance of a
logarithmic function as the operation introduced by nature for the biological
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necessity of gearing up the sensation change to proceed more slowly, having
thus a certain self-protection role against damage due to sensation overload.

An even more general psycho-physical law is the power law [60], named
after Stevans, which states that S = const I", where N is the modality-dependent
exponent (either power or root) and 1 is again the above-mentioned intensity of
physical stimulus. The exponent N was estimated to equal 0.5 for brightness, 0.6
for loudness, 0.9 for vibration, 1.4 for heaviness and 1.6 for temperature. Some
special cases of Stevans Law are worth noting: if the exponent N is less than
unity, it complies with the above case of compressed stimulation, and when N =
1, it provides the case of the so-called ‘length exception’ to the Weber-Fechner
Law, where every change in [ produces an isomorphic change in S. Stevanson’s
Law, however, is applicable to all modalities, and all qualities within a modality,
which takes place under any circumstances, and which is suitable to describe so-
called ‘operating characteristics’. This term was appropriated from the spheres
of engineering, as any sensory transducer behaves similarly, which is true even
for expanded stimulations, where N > 1 (as in the ‘pain’ exception).

There are many other experimental scales related to the damping role of
our sensation such as Pogson’s Law to evaluate the magnitude of stars,
Banfort’s scale of wind-strength or Mercalli-Cancani magnitude of earthquake.
Power law has also instituted its value in such diverse areas as are models for
the evaluation of syntactic communication [61] where it become an agreeable
ingredient to facilitate most theories of language evolution. Its particular form is
known as Zipf’s law, which states that the frequency of a word is a power
function of its rank [62]. Another sphere of operation is the partitioning course
of commonalty property [58,63]. There is also a close allometric relationship
between energy flow rates and organism size as introduced by Peters [58].

Likewise we can derive an optimal strategy for the investigator to
formulate the question, and the information is thus a measure of how successful
this strategy is. Namely, the information can be seen as the average number of
questions asked until the right knowledge box is discovered. Clearly, as the box
size, s, decreases the information must increase and its plot versus the
logarithmic inverse scale reveal the traditional power law, I, 1, + D, log, (1/s),
where I, is a constant and the fractal D characterizes the information growth.
Factually it can be seen as the additional amount of information obtained when
doubling the resolution and is often called the information dimension
(1.21<Di<1.24).

Important is the strength of the acoustic signal and particularly the music
harmony, which was revolutionized by turning from the original natural tuning
(traditional since Pythagoreans, using the ratios of chords length from 1, 9/8,
5/4, 473, 9/2, 5/3, 15/8 to 2) to the equidistant interval division called tempered
tuning [64, 65] introduced by Werckmeister in the year 1691 and practically
employed by Bach in his famous “48” piano composition in 1722. It reads for
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the frequency, log 1= log f, + m(1/12) log 2, and the staves of sheet music are
thus separated in the logarithmic scale.

It is worth mentioning that for getting the same increase in loudness as we
get, e.g., between one singer and two, we have to double the size of the choir,
similarly in sensing weight or light or temperature. Since any real tone is
accompanied by overtones we can increase its loudness by strengthening either
the fundamental or the overtones. In an organ, for example, which is pretty loud
anyway, there is not much point in trying to make it even louder by bringing in
more pipes to play exactly the same notes. But if, instead, we can bring in more
pipes to reinforce the harmonics, we are putting our effort where it produces
most effect. It is also possible to calculate the degree of overlap from any pair of
notes, and to predict how much dissonance they should generate when sounded
together. Clearly the traditional musical intervals ratios stand out from those
around them as being particularly free of dissonance.

These insights were largely developed by Helmholtz and published in his
book “On the Sensation of Tones” where he pointed out that, when two notes
sound together, there will be many difference tones at the frequencies separating
the various harmonics. These will only be heard faintly, but unless the
fundamental frequencies are in simple ratios again, they will be dissonant with
the primary tones. It leads to the theory of chords and understanding of the role
of the fundamental bass, which gives a certain paradox about Helmoholtz’s place
in the history as seen by musician. It had further consequences in physics, for
example, we can sece the emitted light produced upon heating chemicals
elements to be arranged in a particular set of frequencies, rather like a musical
scale. Electron waves trapped inside an atom can be recognized as standing
waves. So the reason why Bohr’s orbits existed was essentially the same as the
reason the different modes of oscillation exist inside a musical instrument and
the radiation of light from an atom must be very like the sounding of a musical
note. Heisenberg pointed out that a musical note should never be considered in
isolation from the ear that hears it, which involves a fundamental uncertainty
because of the ear’s critical bandwidth; so also an electron should always be
thought of in relation to the experiments which measure it, and this will involve
a fundamental indeterminacy — famous principle of uncertainty.

The associated logarithmic function touches another inquisitive sphere —
psychology — where an almost anonymous Czech priest Simerka [66] in the year
1882 made an experimental record and analysis of confrontation and quarrels
based on his confession practice. He proposed that the strength of conviction, P,
and number of reasons, D, are logarithmically proportional as P = log (1 + D)
showing the table of D versus P pairs: 0 -0, 1 -0.7,2-1.1,3-14, 10 - 2.4,
20 — 3.0 and 50 — 3.9. It follows that the most confident belief is for just one
motive regardless if it is certainty or insinuation, defamation, journalese,
publicity or politics while the cause multiplication does not improve the
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trustworthiness to a great extent — only three times for as many as twenty
reasons. Therefore the most important sphere became information [9,67] which
will be dealt with separately in further parts of this book.

The above discussed and naturally originated power laws are very
important for the approval of validity of the laws in physics, either derived
theoretically or developed on the basis of experiments. All resulting relations
stand for the functional dependence f [68], between the i-quantities, x,
characterizing the given phenomenon and numerical values, which depends on
the selection of the j-units, k, independent to the character of law. For example,
it reads that x = f{x;, x5 x3 ...,x; so that /%, %P .x¥ = I, which is called
the dimension analysis. It can be illustrated on the transport phenomena relating
two alike processes, 1 and 2, of heat transfer applied for temperatures 7, = k7 77,
with generalized time, %, , distance, &, (=x) and heat diffusivity, &, It follows
that k, k/k’ = 1, which makes it directly available in the form of two
dimensionless numbers, which were carlier introduced by Fourier and Biot for
the heat and mass transport as F, = £, t/x> and Bi = ax/ A (alternatively as F,,
= Di/x° and Bi, = a, x/D, where D is the diffusion and « is thermal
expansion coefficients). Another renowned number of that kind was devised by
Rayleigh in the form, R = a g AT/ (k, v) [69] where symbols g, AT, k, and vare
respectively gravitation acceleration, thermal gradient, thermal diffusivity and
kinematic viscosity. Certainly, there are many other important dimensionless
numbers, among others let us mention Reynolds, Re = vx/v or Prandtl, Pr = v/
k., both useful in the theory of motion of fluids.

2.5. Thermal science and energy resources

We cannot exclude a brief examination of all possible types and impacts
of energy [70-76] in concluding these two introductory chapters for a book
dealing with heat, which we use to employ to live and to assure us of a desirably
comfortable life. It is fair to say that one of the most embarrassing questions to
ponder is how much we exploit energy and what is the availability and
sustainability of its reservoirs. It is well-known that energy resources can be
divided into two broad categories: energy capital sources, i.c., those sources of
energy which, once used, cannot be replaced on any time scale less than millions
of years and income energy sources, which are more and less continuously
refreshed by nature (or even by man assisting nature). For large scales we often
utilize a more easily imaginable unit, coined as Q, which equals to 3x10"* kWh
[74] (roughly representing the mount of energy required to bring the US Lake
Michigan to boil — about 5 000 km® of water).

Over the past two millennia, the total world energy consumption has been
approximately 22 Q, corresponding to an average annual use of about one
hundredth of Q. During the period of the so-called industrial revolution (the past
one-and-half century) some 13 Q were consumed. The total world rate of energy
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consumption has drastically changed, from Q = 0.01 in the year 1850, to 0.25 (in
1950’s), and to 0.45 expended recently towards the end of 20" Century. About
20% of this value was consumed by the US itself. The important question is how
efficient is our use of energy? Since the sixties the average energy-efficiency
increased by a few percent to about 32 %, but most power stations are machine-
based and use heat engines and the efficiencies are limited to no more than the
maximum limit given by the ideal Carnot thermodynamic cycle, which implies a
realistic upper bound limit of about 40% [76].

Oil (petroleum) is thus the most widely used energy source with the
currently estimated world reserves of about 15 Q (with about another 10 Q
available from additional sources such as tar sands and oceans shelves. Here,
however, one has to be cautious with any estimates, which always depend on
many factors, i.e., how well do we know the geology of our planet, where the
source can be found elsewhere, and if a source could get naturally refilled
(recent theories of methane deep-earth diffusion and sea-base sediments). Coal
is our most plentiful fossil fuel energy source, having Q of about 35 and natural
gas amount is approximated to about 20 Q (though it is not clear yet what is the
origin of natural gas and whether it can be restocked by the outward emergence
of methane that is still plentiful in the deep-rooted zones of the Earth). Roughly
speaking, we have altogether some 80 Q of effectively extractable fossil fuels,
promisingly one hundred.

The most important question arises: how many years will these fossil
reserves last? If we double, or even triple, the above guessed numbers it would
still provide, more or less, a pragmatic estimate in survival years until the
reserves would be actually used up — not too long at all. It goes side by side with
another question: what about the other conventionally exhaustible sources? A
reasonably conservative estimate for the reserves for nuclear fission is roughly
30 Q if a light-water reactor technology (LWR) is employed and perhaps thirty
times more for a scenario involving the use of breeder reactor technology. Use
of geothermal energy is more questionable as the present extraction rate is very
low, close to a mere 0.0005 Q. An estimate for the total recoverable energy from
geothermal sources is, however, as high as about 60 Q while the time to
exhaustion of the estimated geothermal energy reserves may vary within the
range from several thousands to mere hundreds years. The world population has
explosively increased from one to five billion and we can ask what about our
future. Five potential scenarios can be foreseen [9,74]:

A) Turn out to be modest and reduce the world consumption to the limit of the
year 1850 where the total Q was about 0.05 for five billion people (to range up
to 0.1 Q for double population) — it would have keep going on for almost
another 20.000 years.
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B) Halt the energy consumption at the current level and for the present
(unchanging) five billion people, i.e.,, at 0.45 Q level. Current technical

measures could assure prolongation of our lifestyle for an extra 2 years or so.
C) Maintain the present population of five billion people but let the rest of the

world achieve the living level of the average US citizen. In order to match the
US current consumption per capita, the world annual energy use would increase
to 1.7 Q and would allow our further persistence for only 500 years.

D) Halt the energy consumption at the current level (as in C) but allow the
population to increase to 10 billion, yielding the energy use to double, i.e., Q =
3.4, which, however, shrinks the continued existence yet to half.

E) Assuming 10 billion (as in D) but letting the previous energy consumption
grow by another 50% (to the tremendous value of 5.1 Q, which is 10 times as in
A or 3 times as in C) and which implies survival of civilization for a mere one
hundred or, optimistically, two hundred years.

Discussing sincerely any reliable energy conservation program we have to
see the consequences of extremes. Any crucial change of our lifestyle, dictated
by the first degree of energy conservation economy (A), would fundamentally
affect the citizens of industrial nations but would be more courteous to the
underdeveloped countries. Therefore, it would be impossible to bargain its
anticipation because the history records reveal that any abrupt wealth changes
are accompanied by major political upheavals. Perhaps we could label such a
drastic economical process with suddenly enforced energy crisis, Earth
disastrous catastrophes or as a result of the radical upgrading of the efficiency of
energy production or due to some new yet not foreseeable discoveries. It would
not be easy at all, as any courses of action to decrease energy requirements and
to search for new energy production technologies that would manage to secure
even scenario B have been mostly unsuccessful.

Not considering fusion, as a hopefully soon to be available optional and
plentiful source, we have to account for renewable sources [9,74,78] from
hydropower (<0.05; dams, tidal), biological stock (<0.015; wood, specialized
plants, farm waste materials), direct temperature differences (<0.07 wind,
waves) and solar-thermal-electrics (<0.07; i.e., the provision of heat for the
direct heating and for variety of techniques that convert sunlight to electrical
energy, however, difficult to estimate more precisely), altogether approximately
0.2 Q; prospectively 0.3 Q in yet outlying future. We should note that the use of
hydropower energy is almost saturated and its long-range estimated doubling
cannot be attained without an advanced employment of see drifts. On the other
hand, the practically exploitable wind energy [79], which amounts to about 10°
GW (out of the totally presented 10° GW), makes available further escalation of
variously constructed windmills (mechanical efficiency of propeller is close to
45% being proportional to the second power of the length of blades, the angular
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velocity of their tops cannot, however, exceed the speed of sound). Nonetheless,
such a projected spreading out may be restricted by some inevitable side-effects
most severe is the offensive sound, which can seriously disrupt nature. Inherent
noise can enforce animals to vacate nearby areas and even cause fish to leave
shallow seas. Low amplitude sound, often difficult to perceive, can become a
source of health problems thus the windmills must be situated in isolated arcas
and their location should not disturb the landscape, too. Unfortunately, the wind
velocity is also not constant in magnitude or direction, even from the top to
bottom of large rotors, which imposes cyclic loads and increases noise pollution.
All this briefly illustrates how many often unseen or even neglected problems
can be involved.

Burning natural biological material, the most conventional source of
energy, which is best experienced by mankind, is now capable of yielding only
hundredths of Q per year. We should also note that planting new trees and other
vegetation to replace those we burn (often so hastily) is a true income energy
source, moreover neutral with respect to the environmental balancing of the
content of carbon dioxide. We, however, have to be careful to consider how
“green” the so called green technologies are in reality because even biomass
conversion may show an inefficient profit if all provisions are made for heat,
work and chemicals consumed during its man-made production so that the true
final yield may be negligible.

Besides traditionally asking for how long our resources could last, we
may pose the equally valid query: what is the future carrying capacity of
renewable reserves to evenly accommodate a certain number of human
populations? The answer is: for scenario A about 8 billion, severely decreasing
for B close to one, and being the juncture for both C and D down to 0.3 billion.
For the most energy demanding scenario E, it goes critically to accommodate
tenths of billions people only if providing them tolerable life. Even if our
estimates are 100 % misguided they still give sufficiently alarming data to
seriously think about them!

Within our deeper exploratory principles of thermodynamics [76-78] we
could, certainly, manage to exploit even very small efficiencies and small
thermal gradients if we have enough time to carry out the process and provide
sufficient technical means to manage its sophistication. For example, if an
electricity generating system would be driven by the temperature difference
between the surface and the depth temperatures of the ocean, the maximum
efficiency obtainable is about 3.5 %, which would reduce down to an operating
efficiency of mere 2 %. If approximately 1700 Q of the solar energy, which falls
upon the ocean annually, were utilized by this OTEC (Ocean Energy Thermal
Energy Conversion) it would provide tremendous 35 Q; even a portion of this
amount would be a nice prospect for a very high-tech future hungry for energy.
Certainly it does not account for possible ecological disasters, which may result
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in assumingly robust alteration of world weather (including changes of sweeping
streams and deep-sea whirls). Similar exploratory problems we may face when
approaching a prospective exploitation of massive deposits of hydrocarbons laid
on the bottom of deep oceans as it may suddenly produce an easy-initiated and
thus uncontrolled escape of massive amounts of methane, which is a very
effective ‘green-house gas' crucially effecting Earths® climate.

Even nuclear fission is not limitless. The scenario involving the use of
breeder reactor technology, which may last not more than several hundred years
only, is almost nothing in the distant-time-view of future civilizations.
Dependent on the capital source of energy, which will eventually become
exhausted, the world inhabitants will need to undergo a drastic downward shift
in the human population. It will happen due to the uncompromising revolution
in the energy lifestyle, unless, of course, a radically new system of energy
conversion will be revealed in order to span our traditional business governed by
a low-efficiency thermal engine.

Over a normal year, however, the Earth receives over five thousand Q,
and about half becomes available for such purposes as powering photosynthesis,
warming the earth surface and also providing available energy for mankind —
this is about ten thousand times the current energy requirements of the human
race. We can imagine that covering just one percent of desert would satisfy the
present world energy thirst. If the surface of US highways were made from solar
cells it would exceed four times the US need of energy. All is always only ‘if’,
because we must accustom new materials and further ‘spacious’ requirements,
accept that the sun does not shine 24 hours a day, acknowledge that the light
density varies, highways surface deteriorate, dirt must be cleaned up and
sweeper labor employed, cells would fade and corrode, electricity must be
circulated far away, etc.

Existing conversion units [72,77,78] and energy production units are
high-priced requiring grand input energy to manufacture and have a long
lifetime to pay it back in the form of after-created energy. Typical efficiency of
commercially fabricated solar cells do not exceeds more than 25 % (even those
inspected on the laboratory scale where they stay close to theoretical values).
We can expect progress on amorphous (n=13 %) and crystalline silicon (24%),
CulnSe; (18 %) and composed (multilayer) semiconductors (GalnP/GaAs/Ge at
32 %), the latter, however, signifying a danger due to the poisonous nature of
arsenic in its consequent disposal. On the other hand, silicon would have no
dangerous wastes and is about 10* more plentiful on the earth than arsenic,
gallium or indium but still needs a lot of energy for its manufacturing. If solar
energy is to be more widely used, it must become economically competitive —
the consuming price is still above 5 US cents per kWh, at best, while
conventional electrical power plants can still deliver it ten times cheaper. For
real progress, photovoltaic energy production needs a strong economic impulse
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(earnest background and bounteous financial support) as well as a suitable profit
like that which is still thriving in the coal or oil business.

So far the most successful method for generating electricity directly from
incoming energy from the Sun is the solar-thermal-electric conversion (STEC)
system — traditionally we heat water contained in reservoirs (pipes) with
darkened surfaces. We can also let sunshine fall on a large number of mitrors,
which reflect and focus rays onto a central receiver (equipped with a heat
engine) or allow natural heating of a large, duly covered area furnished with the
central (solar) chimney operational for a hot-air driven turbine. In a very dry and
cloudless atmosphere and at sea level, the maximum power density falling on
the Earth’s surface is a mere 1.07 [kW/m”]. When the Sun is 70° from the zenith,
the power density measured by a flat collector is about 0.25 [kW/m?], which can
be improved for the central receiver by adjustable mirrors positioned against the
sunlight. A fluid flowing through a thermal receiver is, however, treated
classically by a thermodynamic cycle with the associated engine’s efficiencies.
Therefore, the overall efficiency is difficult to estimate but is unfortunately
always low.

Climate is among the most important variables; at best, we can assume
that about 15% is converted into electrical energy assuming the storage
efficiency in neighborhood of 80%. The annual electric generation would not
thus exceed 4.65 kWh/m?, so that in order to satisty the world consumption of
0.85 Q (scenario C) some 466.000 square kilometers of land would require its
covering by mirror collectors (or solar cells), which would occupy about 0.3 %
of the earth surface area (e.g. 1000 km® is about 0.644 % and 1 % equals
approximately 1554 km?). This is technologically next to impossible nowadays,
not only from the viewpoint of building costs and construction complications
but also from the standpoint of intricate maintenance of collectors in distant
areas deserts, ownership) as well as the other isolation-related intricacy.

Even the yet imaginary but smart modes of solar cells placed in the
‘climatically undisturbed’ space, either simply orbiting the Earth or even placed
in the ‘Lagrange location’ where the gravities of the Earth and Sun are balanced
(obviating the need for maintaining the position outside the shadow of the Earth)
are not yet without serious doubts. The main problem is the transfer of enormous
amounts of energy back to the Earth because there we have no experience of
what the supposed wireless connection, by way of the huge microwave radiation
beam, could cause to the Earth’s aerial weather (both in the atmosphere and
magnetosphere). Other yet unknown aspects of unidentified leftover liquidation
from detached sources of novel origin may always bring new surprises to our
ecosystem besides the immediate need of very accurate beam localization on the
relatively sizeable Earth receivers (even a negligible beam misfit would destroy
everything on the way and become even a possible source of terrorist threat
when misused). Certainly, the other question is to use all types of alternative



69

sources directly at the spacecrafts where solar cells are so far irreplaceable.
Among others, the astronauts can easily improve their electrical economy by
using oxide-based superconductors naturally operating outside the rocket at the
ambient temperature (of about 72 K). The temperature difference between the
illuminated and shadow surfaces of the spacecraft is another point of a
straightforward exploitation even if the application of some traditional machines
may be found surprising (e.g., a rather effective Stirling gas-operated engine [9]
capable to handle minute gradients).

For a better illustration of the current state let us add some approximate
data for electricity producers trying to include certain ‘ecosystem’ feedbacks,
i.e., typical capacity of a power plant against the area exploited: (i) Power plant
using biomass — output I MW at the mean area exploitation of 3 million m* per
one MW, (ii) solar photovoltaic power plant — output 1 MW with about 50
thousand of m” needed for 1 MW, (ii) classical heat power plant fed by coal —
output approximately 500 MW with 500 m” compulsory area for one MW and
(iii) nuclear power plant — output of about 2 GW at the 80m*/MW.

Certainly, there are other classification measures, e.g., production of
wastes (exhaust gases — CO,, solid wastes such as gypsum, ash — sometimes
radioactive) and their elimination as well as the electricity production cost,
manufacturing lifetime, cost of the plant disposal, etc. However, the most
common littering productions of civilization are residual wastes pointlessly
distributed to the atmosphere and even to the outer space. It may be any type of
radiation beginning from heat, over light to communication, which is send to the
environment by means of natural attributes of all man-made activities (heat
engines, light bulbs, transmitters). This unsheltered activity is not only wasting
of energy but also the amplification of polluting framework [81-84].

It should be noted, however, that the most important biophysical cycle is
the production and consumption of pollutant carbon dioxide. In the plant growth
phase, CO; is consumed and oxygen released while the reverse process takes
place during combustion. Nature has invented a super-sophisticated chemical
cycle to safeguard the CO, content, while humankind has developed its
counterpart, somehow unaware to infringement to the global steady state. For
example, polyp’s vigorous utilization of dissolved CO; in sea water produces the
enormous quantity of corals, thus conserving huge amount of CO, in solid state
as well as plankton itself, whose growth was recently enhanced by sea-
fertilization using iron-rich recuperative (‘artificial ocean forests’). Existence of
dimethylsulfide, a plentiful gas produced by microscopic phytoplankton), which
can be found in large populations at surface layers of the middle ocean
(investigated in the tempestuous sea region next to south Australia). Upon the
reaction with air, dimethylsulfide oxidizes and forms particles containing sulfur
and sulfates, which float upwards and act as condensation sites for clouds
formation. The created cloud-cover increases the shadowing of the sea surface
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and thus reduces phytoplankton growth and, on the contrary, if a lack of
sunshine causes an inadequate amount of phytoplankton growth, then the
diminished production of dimethylsulfide decreases the cloud formation and
allows the return of full sunshine to recuperate plant escalation.

Metabolism of a man-size living creature is in the order of a few hundreds
of Watts. The development of our technological lifestyle necessitated vast
burning of fossil fuels and human consumption rose to several kW. If the total
mass of atmosphere is about 10" t then about 10° t of CO, is sitting in it
assuming that CO; neither sticks to one place nor reacts to withdraw. Though
the biomass cycle oscillates within one year with an amplitude of about 10%t, it
is assumed with confidence that almost 10° t of CO, have been inserted into the
atmosphere in the past half decade (at the rate of about 0.4% per year) — i.e. the
same value which is estimated for the period of 200 years since 1750. It is
known that CO, may cultivate plant growth; on the other hand, it is transparent
to the incoming solar radiation but opaque (with a high absorption cross-section)
to the outgoing radiation transformed by Earth to longer waves. For an idealized
Earth spherical shell and the so-called screening Stefan-Boltzmann number, d,
assumed at the first approximation to be linearly dependent on the CO,
concentration we can write the relation 7. = Thoma (5/5*) " Introducing the
above data, we can assume a temperature increase of 1.8 K by the year 2005.
This is not the only effect, the change of CO, may initiate driving of unpredicted
bifurcations and we know that going across a bifurcation threshold means
passing from one dynamic regime to another, possibly with surprising outcomes,
sensitive even to negligible alteration. Perpetual increase of the CO,-containing
surface envelope, shielding the infrared re-radiation from the Earth as the wave
transductor, is traditionally called the greenhouse effect (global warming) and
sometimes might be overemphasized or misjudged considering the eccentricity
and periodicity of global patterns.

In this view the most discussed domain is therefore the CO,-free
production of energy as occurs, e.g., in nuclear power plants. This advantage,
however, is often degraded by the fear of radioactive contamination. It is known
that the strict operating rules allow a failure of nuclear power plants to happen
less than 10 per year, which means that out of about 500 functioning reactors
only one can collide within 2,000 years — this is very good safety considering
the possible dangers provided by other everyday activities. An associated
problem is the safe storage of radioactive waste, which can be either: (i)
Encapsulated into hard rock deposit sites (even beneficial for possible later
reprocessing), (ii) recycled by breeding procedure inside the reactor or outside in
a cyclotron or (iii) propelled to the sun by rockets. Despite the latter being the
cheapest way, requiring only 10™ of the produced energy, it would be yet very
insecure because the cosmic carriers have a reliability of only 99% compared
with a reactor’s fail-safe rate of 99.9%). It certainly would also be undesirable to
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get rid of such precious and factually prospective material, which is suitable for
reprocessing by future, yet unknown technologies. Moreover the burned nuclear
fuel can even be subjected to a direct application in more progressive ranks of
nuclear reactors upon the direct fission of their molten fluoride salts (actually
such a prototype was used as an alternative power source of aircraft and
spacecraft).

However, a wider application of nuclear technology is still considered
intolerable by the inexpert public, which often has a prejudiced attitude to
estimates of possible risk and profitability. Even in the short term, nuclear power
would seem to be the only solution to overcome and even survive the energy
crisis and assure sustainable protection of our environment — nonetheless, in the
general scheme of global energy flow, it still represents a negligible portion of
our need. We should not be fooled by various ecological reasons and
motivations because they might involve unintentionally subjective views
favoring certain aspects of given waste management or energy production or
might have unseen backing by financial lobbies. We should be conscious that
we are continuously facing hazards to health (and even life) as we manufacture
more and more chemicals, machineries and technologies producing byproducts
whose true environmental effect may often only be recognized after a delay.
Moreover, we are also subjectively alarmed by the prospect of certain danger by
propaganda warning us not to eat genetically modified food, not to accumulate
radioactive waste or not to produce injurious gases. However, many will happily
keep their bad habits of smoking cigarettes and drinking alcohol, all of which
together clearly amounts to a very eminent health risk. We should remember
that all we often want is to have our life of luxury protected, but prefer to have
someone else to blame for inherent risks.

What level of radiotoxicity of ionizing radiation is assumed to chemically
interact with living cells in the same way as chemically induced toxicity?
Curiously, one of the most poisonous substances is pure oxygen that acts in
living cells as a strong toxin (originating free radicals), whose effect is
comparable to exposure by irradiation. Oxygen can thus be assumed as a
‘pollutant’ to whose toxicity we gradually adapted (breathing corresponds to the
30% radiation exposure, which is allowed as an annual dose per capita). Life,
however, has adapted to withstand its coexistence with radiation, whose natural
background is 100 times stronger than that so far introduced by man-made
nuclear activity. Some organisms (crabs, scorpions) reveal insensitivity to
irradiation. Interesting is the case of operative natural reactors found in the
African state Gabon, which about 1.8 million years ago functioned over a period
of several hundred thousand years, fed by microorganisms that delivered
uranium for its continuous fission from neighboring shallow waters. Since that
time radioactive wastes, surprisingly, did not enhance serious contamination of
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the surrounding soil beyond a tolerable level, giving thus a good indication for
the feasibility of a long-term storage of nuclear wastes in natural deposits.

In the overall view and despite all setbacks, the above data support a
wider employment of nuclear energy as the only consistent solution at present,
as well as in the near-future. We are forced to wait for some novel solutions and,
in the meantime, should not be disloyal to nuclear sourced provisions whose use
is hindered by often very naive argumentation about the hazard of nuclear
wastes, which is relatively more benign for environmental sustainability than the
huge amounts of gaseous exhausts, pollutant ashes and other neutralization-
based by-products triggered by classical power-plants, whose energy profit is
concomitant with ecological damage.

However, the widespread concept of sustainability is not rigorous (time
and again difficult to mathematically portray) and the popular idea of
sustainable development often runs counter to the basic laws of
thermodynamics, taking almost mythical shape. Since our artificial process of
overproduction cannot be inexhaustibly socked by the biosphere’s entropy draw-
off-pump, sustainable development is possible only locally, and only at the
expense of creating entropy dumps elsewhere. Thus, ongoing degradation of the
environment is the only (though inevitable) way to compensate for our
wellbeing — the manmade overflow of entropy.

It is comprehensible that the future evolution of society and culture should
not be driven by philosophers or politicians and their stagnant ideas but by
technological innovative changes and associated theories (preferably applied in
economics and other humanities). We, however, have to be prepared that the
bureaucrats, pseudo-ecologists, selfish-businessmen and other regulators will try
to maintain control of the rate of change mentioning that “there is nothing more
useless than doing efficiently what shouldn’t be done at all”.

2.6. Thermal processing and manufacturing of advanced materials

An important area of interest is the study of behavioral properties of various
interfaces, which are understood as a continuity defect or disorder emergence
created at the boundary between two entities regardless if it is physics,
chemistry or sociology [9]. It affects the extent of our responsiveness beyond
which starts our uncertainty, misapprehension, or for want of a better word,
chaos [9,48,59]. The word ‘chaos’ is familiar in everyday speech, normally
meaning a lack of order or predictability in mathematics or a disordered state of
mind or society. A characteristic property of chaotic (highly dynamic) systems is
pathological sensitivity to initial positions. The hereditary meaning of chaos is
an empty space or not yet formed matter (Theogony, about 700 BC). It was
probably derived from Greek ‘chaské’ — drifting apart, gape, opening and
‘chasma’ — abyss, chasm, gap, and was associated with the primeval state of the
Universe (also related to ‘apeiron’) see Fig 10.
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Fig. 10. — Chaos (*hyle’ or ‘pan’) is understood as a mixture of backwash elements (left)
confused by the inherent fight of heat against cold and humidity against dryness. Crucial
effect of the central sun helped to disperse chaos and the four elements became organized in
the concentric circles (right) around the sun in the middle, which is followed by fire (as the
most powerful rudiment) and then by air, water and earth. On contrary, in the hermetic
conception the central position upholds the earth with water above (as the retractile force
JIN) and the outer spheres are fulfilled by air and fire (far away stars as blaze perforations in
the firmament) representing the centrifugal force (JANG).

In the Chinese tradition, chaos was seen as homogeneous space that preceded
the constitution of directions and/or orientation (i.e., separation of four horizons)
in the sense of ‘great creation’. In Egyptian cosmology, chaos (‘nun’)
represented not only the state preceding the great creation but also the present
state of coexistence with the world of forms/structure, which serves also as a
limitless reservoir of field forces where forms dissolve under infinitesimal time.
In alchemy, chaos was linked to primeval matter (‘nigreden’) capable of
creating a ‘big masterpiece’. Chaos was a symbolic representation of the internal
state of alchemists who first needed to overcome their unconsciousness to
become ready for transmutation. In *Genesis ' chaos is understood as a symbol of
paltriness and non-distinctiveness but also as a source of feasibility. The word
chaos is sometimes taken to mean the opposite of ‘kosmos’ and in that latter
term has connotation of order. Arabic meaning of ‘chajot’ is also closely
regarded with life. For the Epicurean conception chaos was a source of a
progressive transformation. Chaos thus became a definite domain of present day
science showing that disorder can disclose windows of order (order through
fluctuations) and that, vice versa, order bears inherent minutes of disorder
(disorder as information noise). The theory of chaos provided the basis for
various progressive specialties of numerous branches of knowledge that appear
important for any further advancement of science and society.

The above mentioned boundary connecting two entities brings into play
another important correlation, the interface between the traditional language of
visible forms of the familiar Euclidean geometry and the new language used to
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describe complex forms often met in nature, previously mentioned as fractals.
The existence of interfaces turns out also to be a focal point of modern material
science assuming the two traditional limiting cases of crystalline order (long-
rage arrangement) and disorder (amorphous\glassy short-range arrangement),
which has recently been added by the intermediate state of mesoscopic display
of nano-crystallites. In later cases the impact of interface area becomes almost
comparable with that of the bulk it separates and thus may greatly affect the
resulting properties. Matching surfaces, which separate two different phases
must also comply with several microscopic and masoscopic requests: (i)
intermediate chemical composition and activity, (ii} sooth interphase tension,
(iii) harmonize structural units (network) and (iv) possibly focus on fractal
selfsimilarity.

Characteristics of interfaces turn out to be important for many tailored
materials such as fine-metals (subcritical magnetic domains), modulated
structures  (quasicrystals revealed in metallic glasses or even ice
incommensurable nuclei of icosahedras and dodecahedras in liquid water), low-
dimensional quantum dots and wells and many others domains concerning
cryopreservation, biological pathways, therapeutic dietary supply, etc. Further it
also involves the interface creation often connected with the process of new
phase formation, called nucleation affecting rather divergent fields such as
ecology (formation of smog, aerosols, dust, fog), biology (critical size of
viruses), medicine (growth of cancer), pharmacology (grains’ delayed
dissolution), nuclear energy (wall crack formation due to irradiation) and may
even converge some aspects of cosmology.

Thermodynamic studies and broader application of thermophysical methods
have played an important role in the steady development of new materials and in
the material headway, allowing civilization to progress [7]. Progress has
simultaneously taken place on the macroscopic and microscopic scales [9],
which can be exemplified by the building structure as a matter of construction
fashion and urban design as well as by the building’s internal equipment
(standard furniture, luxury belongings, communication instruments) together
with the functional and physical property of materials involved.

Until recently, scientists were doubtful whether higher complexity can
produce qualitatively new behavior and whether the discovery of very complex
materials has somehow broken a conceptual barrier opening active research in
broader classes of multicomponent (and now even low-dimensional) systems. It
touches equally the research of quantum states with their auspicious optical and
scattering characteristics as well as the use of unexpected technologies like
novel ultra-short-energy-pulses furnished by lasers and/or heat-convection-free
experiments performed under microgravity [6,35]. Besides vet increasingly
sophisticated technologies we also restore old-manufacturing practices now re-
applied to modern processing, such as the calendar as rolling machine for rapid
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quenching [85, 86]. The goal of progress is to obtain such materials that would,
on the one hand, allow the effects and the properties of materials used to date to
be produced with much better parameters tomorrow and, on the other hand,
grant material capability to act as ready-to-use reserves when new effects and
properties are discovered and exploited in the next-generation technology.

A common drawback is the insufficient cross-disciplinary transfer of
specialized skill from branches that are not directly related though they could
mutually serve as inspiration. We can see that the building design, architectonic
styles, applied materials, decorations, etc., have long served in the fortitude of
civilization, which spontaneously included the design aspects of traditional
(Euclidean) and sensational (fractal) geometry. There is also a non-negligible
tendency to underestimate the importance of the search for people gifted for
science and ready to undertake its missionary vocation and student’s subsequent
inter-disciplinary education with respect to learn both the ‘feeling’ of material
and the ‘tactility’ for experimentation.

It is well known that major discoveries in materials and their engineering
have driven the progress of civilization. Such a process was complex as the art
of processing was passed down from generation to generation but little of the
ancient knowledge survived major historical population shifts and cultural
transformation. Much of the art was rediscovered in different eras and parts of
the world. We, for example, can recognize with amazement the sophistication of
Damascene sword steel, the maturity of 3000 years old blast furnaces discovered
in Africa and the perfection and durability of Roman aqueducts, some being still
in use today. Transistors, among other revolutionary changes in the second half
of the 20™ Century (such as the associated quantum Hall Effect, integrated
circuits, optoelectronics, oxide superconductivity), upshot the growth of
electronics. The transparency of silica glass improved only slowly over
centuries, until studies on optical fibers were begun in earnest, and the
transparency subsequently increased by orders of magnitude within just a few
years. However, in the emergence and rapid ascent of new materials in the the
term ‘materials science’ was unknown in the 1950s, and slowly accepted within
universities in the 1960s becoming, however, the sign of smartness in the 1990s.

Recently it has achieved the new state of a joint approach within the scope
of the so-called field of ‘intelligent processing and manufacturing of materials’
[87], which tries to enfold the three necessary aspects of fruitful progress: (i)
tailoring the quality functional material, (ii) constructing and producing
materials under the most economical (and ecological) conditions and (iii)
assuring the material’s promotion, distribution and marketing as well as its
enhancement for a yet wider demand (along with the attention to an acceptable
impact on sustainable level of civilization). In this respect we should hark back
the importance of such a global manufacturing and economic approach and
remember that socialism likely collapsed because it did not allow prices to tell
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the economic truth. Similarly, capitalism might also disintegrate when it does
not allow prices to tell the ecological truth. Novel applications of fuzzy logic
may assist its agreeable solution.

Fig. 11. — Living objects as compositional constructions are lengthily rewarded together with
the aptitude of human imagination and fractal-like design as well as the building capacity of
applied materials then available. From left: Stone, fractal-like composition of the frontal
portal of the gothic jewel of the St. Vitus Cathedral in Prague (Czechia) founded by Charles
IV in the middle of fourteens century (Architect Matyds of Arras replaced in 1352 by Petr
Parlér); Cultural Centrum of J.-M. Tjibaou in Noumea (New Caledonia, 1994); Opera in
Sydney (New South Wales 1973, architect Bjorn Utzon) and a new design proposed by
Marcus Novak (2002, USA) typically showing liquid-like architecture (‘trans-architecture’)
made of conjoined lamina and cross-fade linkage (P. Zellner, “Hybrid Space™ Thames &
Hudson, London 1999).

New products achieve success through a combination of sound technical
pattern and imaginative industrial design. This amalgam creates so-called
‘product character’, which provides functionality, usability, and satisfaction of
ownership. In particular, satisfaction is greatly influenced by the aesthetics,
association, and perception that products carry, a combination that we can refer
to as product personality. The overall character of the product is a synthesis of
its loveliness, functionality, usability, personality and economy. Smart
composite structures with built-in diagnostics will soon appear on the market
replacing the traditional use of standard materials (metals, various polymers).
Functional ceramics is expected to become significant in view of possible
integration into future ‘smart’ systems (intelligent automata) composed of
sensors (information sources), actuators (movement), batteries (power) and
computers (coordination and decision).

Progressive tailoring of magnetic as well as of mechanical, ferroelectric,
dielectric and other specific properties is for long the center of attention. Currently,
their elaboration respects the so-called mesoscopic ordering states popularized
(and terminologically often misused to attain reputation and money) under the
generalized idiom of nanomaterials and nanotechnologies [88, 89]. For example,
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the extent of magnetic exchange interactions is effective across a given width of
magnetic domain walls, and the disordered nano-crystallites of a sub-critical
domain size (finemetals’) would thus appear as magnetically disordered in a
similar way as truly non-crystalline, yet classical glasses ('metglasses’). Similarly it
brings new dimensions to nonlinear optoelectronics where again nano-crystalline
based waveguides play an important role in infrared optics. Silica glass fibers
alone could cause the frequency doubling of infrared laser beams suggesting those
even non-crystalline solids can have large second-order susceptibilities. Such
oxide glasses can also serve as useful transparent matrices for semiconductor and
metals nano-crystallites to form nano-composites (formerly known as colloids,
e.g., ruby glass containing gold) with large third-order susceptibilities. Controlled
uniform size distribution of such nano-particles is needed for nonlinear devices
and soliton switching as well as for waveguide lasers while non-uniformity is
required in the applications for optical data storage.

Order-disorder phenomena in the system with lower dimensions are another
separate and well-emerging category providing new boundary problems such as
nanometer range phase separation in the thin amorphous films prepared by CVD
(chemical vapor deposition) as is known, e.g., for germanium. It touches non-
stoichiometric semiconductors prepared via non-equilibrium MBE (molecular
beam epitaxy) or MOCVD (metalorganic chemical/vapor deposition). Such a
matrix can be generally understood as being a submerged disordered system of
defects with nano-crystalline dimensions. When the system’s characteristic
dimension is comparable with the electron wavelength, the quantum electron
phenomena (i.e. dimensional absence of electron resistance) become important and
such derived materials are known as quantum wells, wires and/or dots. If for an
appropriate thickness of a semiconductor layer the disorder of the interface is
controlled by remote doping, a high mobility transistor function can thus be
achieved. Quantum-sized dots can also be conventionally formed by dispersion in
a suitable matrix, their optimum size to be estimated on the basis of the ratio of
material permittivity over the effective mass.

Carbon spherical web structures (fullerenes), oxide multilayered complexes
(clays) and organically modified silicate gels (ormosils) can serve as the host for
inorganic materials and polymers serviceable from the higher electronic
applications to the pollutant cleaning purposes. Submicron sized halides in
composite glassy electrolytes can increase ionic conductivity, and nanometric
(‘pinning’) centers can improve superconductivity of complex cuprates [9,90].
Nano-crystallization of porous silicon can play an important role in the better
management of photoluminescence when taking into account the role of separating
interfaces of silicon grains, which was recently shown to be responsible for the
blue photoluminescence, which quality was ascertain with the remaining
(nanosized) separating layers, as revealed by the early studies carried out on
inorganic and organic silanes.
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To speak about the neighboring domain of superalloys, we can cite the
importance of inhibition during the sub-critical formation of nuclei upon the
application of rapid changes of environmental conditions (e.g. temperature
quenching [86]). Similar considerations apply to the embryo’s generation in such
diverse spheres as preventive medicine, which deals with the growth of viruses
and commencement of diseases as well as environmental sciences, which pays
attention to the formation of pollutants (or even variety of snow). Resistance of
plants to the damage due to ice crystals formed upon freezing of aqueous solutions
belongs to this category and is aided by the beneficial presence of low-molecular
carbohydrates (sugar). Self-protection is accomplished by raising the body’s liquid
super-saturation to high viscosity, which is then capable to undergo vitrification.
Formation of glassy (freeze-concentrated) phase may also improve the stability of
frozen food and is equally important in cryopreservation of human implants in
liquid nitrogen and shelf life in general. The stability can be naturally and
artificially improved by the additions of ‘cryoprotectors’. They avoid damage
caused by inappropriate cooling as experienced at too slow rates, where cells can
be killed by overly lifted salt concentration owing to intracellular water loss as a
result of osmosis. At faster rates, cells can be destroyed by intracellular ice
formation due to insufficient water flow-out or the undesirable phase separation of
lipids and proteins in membranes (protecting their mesomorphic liquid-crystalline
state capable to commence a glass transition).

As mentioned above the interfaces are a challanging sphere for various
advanced exploration. It extends from nanometersized processors dispersed in a
thin film, which can be spread discretionary on the suitable (often glassy)
surface in the form of a skeletal layer and which network would allow their
diffusely self-adjustement and the formation of mutual interlock according to the
minute need of job processing and data evaluation (giving the first step towards
the new generation of a self-installed computer hardware) to the biomimetic
processes, called ‘surface-induced mineralization’, which can use self-
assembled monolayers as a template for tailored nucleation. For example, this
method is currently subjected to tungsten as a mechanically strong substrate
material for human implants. In contrast to the traditional deposition of the
affixed coating by biocompatible hydroxyapatite layers the as-cast-Ti-surface is
first subjected to the acid etching (TiH-formation) and then to the NaOH
treatment, followed by subsequent thermal annealing, which results in the
formation of a gel layer composed of an amorphous sodium titanate, which
behavior is similar to bio-apatite that is the main inorganic component of living
bone tissue enabling thus a strong bond between the bone tissue and the implant
material without any intermediate fibrous layer [9,91]. Worth noting is the
growth of pre-treated TiO, layers proficient to yield not only biocompatibility but
also with the capability to elicit immune and hypersensitive reactions, interactions
with biological pathways, processing and sterilization on biodegradation or, most
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curiously, even self-sterilization effects (anti-bacteriologic action of TiO,-coated
surfaces, often deposited by sol-gel method, maintained under permanent
ultraviolet light).

Adjustment of chemical composition and associated morphology
requirements together with the application of suitable tailoring to achieve
matching structure of appropriate fractality of contact interfaces, is still only
halfway to the so called “tissue engineering” though the micro-additives of
various organic molecules enabling easier mineralization (such as proteins,
glycoproteins and polysaccharides). The procedures described above [92, 93]
are still following the natural self-reparation of our organism, such as an
implant-aided bone fracture, injured skin or missing teeth undergo repair but,
even when this does occur, this usually involves nonspecific reparative tissue
rather than the regeneration of the specific functional tissue that has been
affected. The new philosophy of tissue engineering would involve the use of
technologies of molecular and cell biology, combined with those of advanced
materials science and processing, in order to produce tissue regeneration in
situations where evolution has determined that adult humans no longer have
innate powers of regeneration. Such tissue engineering is based on the creation
of new tissues in vitro followed by surgical placement in the body or the
stimulation of normal regeneration repair in situ using bioartificial constructs or
implants of living cells introduced in or near the area of damage.

Understanding the mechanisms underlying the mystery of the order-
disorder transitions from nonliving to living offers hope for prolonging the
quality of life by, e.g., helping to design better therapeutic treatments for
diseases of the skeletal system or perhaps even dietary supplements, which
inhibit the onset of diseases. An important step is seen in the osteogenic
properties of bioactive glass-ceramics capable to release soluble (hydrated)
silicon, which activates bone cells to produce growth factors. Formation of
ordered proteins (DNA-like structures) on inorganic bioactive substrates (clays)
could not be solved on mere entropy concepts as it may involve a mechanistic
solution based on the order-disorder paradox of life. Namely, hydrated (three-
member) silica rings can be easily formed on the activated silica surfaces
(fractured or otherwise bio-stimulated) creating thus penta-coordinated silica
atoms in a metastable transition state due to the aminoacid interaction with
trisiloxane rings. Such a Si-OH complex can act like an inorganic enzyme by
providing a favorable reaction pathway for polypeptide synthesis and thus
possibly foreseeing the foundation of the first secret code on the pathway of life
creation [94].
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Chapter 3

3. FIRE AS A PHILOSOPHICAL AND ALCHEMICAL
ARCHETYPE

3.1. Sources and effects of fire

Fire [9,41,44,95-99] was believed to have both heavenly and earthly
origins: it is brought from the sky by lightning, and it lives in the underworld of
volcanoes. Due to its ubiquitous nature and its association with both good and
evil, fire has been (and in some places still is) worshipped by many peoples
throughout civilization. Because of various psychological reasons, fire is
considered to be a personified, animated or living power: it is red like human
blood and warm like the human body, it shines brightly in the night and may
have a form of “eternal life” or by constant rekindling can be made into a
“perpetual fire”. Masculine fire (principle YANG — light) is thought to fight from
the center and to have the power to decompose what nature joined before while
the feminine fire (principle YIN — shadow) attacks from the surface, is difficult
to withhold, and often disappears as smoke. Fire was believed to extend
throughout the celestial spheres and even time was thought to move in cycles
(“ekpyrosis’, ‘conflagratio’) involving a period of its destruction by fire during
the cycle’s involution and/or end. Fire has for all intents and purposes
accompanied mankind’s thoughts, beliefs and doings from the very beginning
until toady’s serious scientific treatises including the theory of chaos applied
(e.g., the heat transfer and/or distribution conditioning Earth’s weather) not
forgetting its mystical but regarded basis, see Fig. 12.

The generation of fire, which would be unachievable without the aid of
fire bores or saws, was also sometimes perceived as a sexual act that imagines
male and female firewood. Corresponding views were most probably
pronounced among Aborigines and such a conceptual framework consequently
influenced ideas of fire in the body of humans, especially of women, also as a
center of sexual life. In archaic civilizations with sacral kings, the sacred
perpetual fire (the so called state fire) of the residence and temples of the royal
ancestors was believed to be a phallic symbol, and was said to be sacred for
virgins, who were viewed as wives of the state fire. The extinguishing and
rekindling of fire at the inauguration of a prince to kinghood points to the idea of
a spirit of the princes within the state fire and also to the cyclical renewal of the
state in the purifying act of fire, which signifies the beginning of a new era.
According to some Hermetic and Gnostic doctrines it was thought that the soul
emanated from the God, fell into the body casting its internal fire, and at death
returned to its former home. Thus, it was believed that during cremation the soul
is helped to separate from the body and continue its journey to the heavens by
fire. Fire has duly become a mandatory attribute of almost all holy places.



81

FIRE

JIN
(Earth)

Fig. 12. — Partially oriented graph (left) illustrating various quantitative (circles) and
qualitative (bars with arrows) connotations associated with the time-honored concept of the
four-elements. In the middle, a loop consisting of two dragons (called ‘Uruboros’ eating each
other tails) is revealed together with the symbols of the four elements in the corners. The
upper dragon has wings to symbolize “volatility’ while the lower dragon has only legs to mark
*solidity’. The dragon and fish are mutually replaceable (right), and from two fishes similarly
biting each other’s tail the symbol of “YIN — YANG?’ is created, which has had an important
role in Chinese alchemy and philosophy

Burning, as a source of fire, is invisible. It is only the product of
burning, i.e., flame, that is visible. The physical appearance of flame exhibits a
surprising similarity for different substrates (fuels) and is scientifically reasoned
to be a universal portrayal of conglomerated chemical reactions resulting in
energy production in the form of heat and light, cf. previous Fig. 7. Flame
propagation is explained by two theories: heat conduction and heat diffusion. In
heat conduction, heat flows from the flame front, the area in a flame in which
combustion occurs, to the inner cone, the area containing the unburned mixture
of fuel and air. When the unburned mixture is heated to its ignition temperature,
it combusts in the flame front, and heat from that reaction again flows to the
inner cone, thus creating a cycle of self-propagation. In diffusion, a similar cycle
begins when reactive molecules produced at the flame front diffuse into the
inner cone and ignite the mixture. A mixture can support a flame only above
some minimum and below some maximum percentage of fuel gas. These
percentages are called the lower and upper limits of inflammability. Mixtures of
natural gas and air, for example, will not propagate flame if the proportion of
gas is less than about 5 percent or more than about 20 %.

At the beginning of science, however, flame was proclaimed to be just an
optical illusion and only a visual specter that was felt not to have any substantial
purpose — it illuminates and animates its surroundings, creating the illusion of
liveliness. Fire can also create a vision of it being a living organism (‘agile’
sive/i.e. ‘ignis’) that exhibits growth and change, and that has a need for food
and air. Fire is composed of very sophisticated internal structures of flames, and
shows continual instability, self-structuring and self-reproduction. Flame is the
visible pattern of fire and was treated by scientific, poetical and mystical essays.




82

There is a Latin proverb ‘Ignis mutat res’ — ‘fire changes things’ (which is often
exemplified by a burning candle; the more the wick is flaming the more is
extinguished being buried in the melted wax thus feeding back the actual fuel
supply). This saying implies that fire has the power to change the properties of
matter, metals become ductile, raw food-stuffs can be transformed into a meal.
Fire is the kindest servant and the fiercest master; an open log fire and its
fireplace (‘focus’) is a symbol of the intimate asylum of the family home unit
but, at the same time, is the source of potentially devastating danger and thus a
focus of destruction. Fire is a source of expansion and contraction, annihilation
and purification. The light of ideas reveals the truth, the glow of fire proofs its
genuineness. Everything that flares up ends in ashes. Fire is self-destructing; its
process of burning turns itself into a worthless thing. Fire is a fundamental
beginning with its final effect being the entire end. Fire is often associated with
chaos.

It is commonly pointed out that ancient people were familiar with four
types of phenomena related to the glow that they associated with the ignition of
fire. These sources were thought of as discharges of power: (i) lightning, which
was earlier believed to be a sort of burning vapor, (ii) the way a torpedo fish
stuns its prey (known to the early Egyptians and later recorded by Greek and
Roman naturalists), (iii) St. ElImo’s fire, which is the pale glow sometimes seen
on the tips of pointed objects during stormy weather (again described by the
ancient Romans in their military camps), and (iv) the tiny sparks associated with
the curious property of attraction shown between pieces of rubbed amber and
known as the amber affect (among the ancient Greeks amber became to be
called ‘electron’, which was the name also given to the native silver-gold alloy
that had a similar color as that of pale yellow sunlight). No connection between
these four phenomena was made until comparatively modern times when we
recognized and separated their thermal and electrical character, giving rise to the
two basic scientific fields of thermal physics and electromagnetism.
Theophrastos was known for defining the stone called ‘/yncerium’ and for
having observed and discussed both the amber effect and natural magnetic
behavior.

Some writers give credit to Thales, who is known for his proposition that
all things are indeed water and that its basic nature or cause is ‘arche’. Since that
time onwards the early ‘natural myths’ were slowly replaced by the thoughts and
writings of ancient Greek philosophers [9,100-102], explanations that may be
termed as being ‘scientific’. Particularly in cosmology, two types of such
explanations developed, one of which was theological in character and was
referred to sometimes as ‘organismic’ because of its analogy with physical
phenomena and the behavior of organisms. For example, one such hypothesis
concerning amber was that rubbing developed in it a certain “longing”, a need
that was satisfied by the amber ‘catching’ its “prey” by projecting arms, as do
many living things (not too far from understanding the behavior of caloricum).
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Another such explanation, known by the Greeks as the respective appellations of
‘symphatia’ and ‘antipathia’, was that all objects, both animate and inanimate,
possess states of similarity or oppositeness. Thus all objects that are mutually
“sympathetic” would tend to unite or interact, whereas those “antipathetic” or
naturally contrary to one another would exhibit the opposing tendency.

The second type of explanation (a physical explanation) is agreeable
with the notion of fire, and may be termed as “materialistic” or “mechanistic”.
Its hypothesis was advanced in the Century following Plato by the Greek
philosopher Epicurus (and based on Democritus) who regarded the universe as
consisting of two parts, matter and free space. He proposed that atoms move
straight downward according to a natural tendency, supposing that the atoms
that are falling through empty space collide by virtue of a self-determining
power. This power causes atoms to swerve a little from their vertical direction of
fall. This deviation was termed ‘parenclisis’ and enabled philosophers to explain
the existence of objective chance and, also, of free will. This logic has had a
direct impact on present-day thermal physics, in which we describe a system by
a set of so called phenomenological qualities (e.g., temperature, pressure) that
are not directly connected with the detailed microscopic structure of matter, but
are manifested by directly measured values. Any such system exhibits small
spontaneous deflections from the predicted overall state, called fluctuations, and
are caused by the particular tectonic-configuration of matter. Under standard
conditions, fluctuations play a negligible role in most systems or, ate least, their
effect is averaged. Only under certain circumstances do they become
perceivable (often at the vicinity of bifurcations; a novel notion in the present
day science) or even play a crucial function in the “spontaneity” of a system, a
self-ordering commencement of the above mentioned “free will”. The concept
of the rotary movement of atoms led to the formation of innumerable worlds,
separated from each other by empty inter-mondial spaces called ‘metacosma’.
This was followed by the modern thesis of quantum uncertainty that is, in part,
derived from the same roots. It, however, was rejected by some important
physicists of the time who never accepted the probabilistic spirit of quantum
mechanics and, instead, adhered to the Democritean access of the order of
necessity (‘ananke’).

The term “free will” can lead to a confusing paradox because the only
freedom that we have concerns the possibility to do what we wish but not
necessarily the subject that we wish, best interpreted by the German philosopher
Schopenhauer citing “if [ wish I could give away my property to the poor, but I
cannot wish to wish” later reformulated by Barrow [14] as “no being can
predict what he will do if he will not do what he predicts he will do”. 1t is related
to Chew’s formulation of the so-called ‘hootstrap’ hypothesis (1970s) for a
continuous dynamic transformation taking place within itself, which is mostly
related to the composition and interaction of sub-nuclear particles (the existence
of each particle contributes to forces between it and other particles, leading to a
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bound system in which each particle helps to generate other particles). It may
even be said to be similar to Marutana’s concept of ‘autopiesis’ (i.e., self-
making) [103] for a distinctive organization of (mostly living) systems (sharing
the same Greek roots as the word ‘poerry’ — creating). Autopiesis is used to
analyze phase portraits or fractals within the framework of topology, which may
appear similar to the action analysis of strongly interacting hadrons within the
network of high-energy collisions, however, bootstrap does not form any
desirable boundary as the living systems do.

3.2 Early Greek philosophical views

All nations of the world have their own mythology [100-102]. Myths, in
the sense of the Greek term ‘myrthos’ that means speech (tale or story), bring
poetic views of the world around us although customarily considered
synonymous to something widely spread and not often true. For the Greek poet
and philosopher Hesiod, the universe was a moral order close to the idea of an
impersonal force controlling the universe and regulating its processes of change.
The notion of philosophy that is joins images of fondness with knowledge
(likely introduced by Pythagoreans and similar to the term mathematical,
meaning conception or theorem ‘mathema’)y came probably into existence when
people were no longer satisfied with such supernatural and mythical
explanations [104]. It proclaimed ‘some are influenced by the love of wealth
while others are blindly led on by the mad fever for power and domination, but
the finest type of man gives himself up to discovering the meaning and purpose
of life itself. He seeks to uncover the secrets of nature. This is the man I call a
philosopher for although no man is completely wise in all respects, he can love
wisdom as the key to nature's secrets’.

The Greek word philosophy was actually derived from the notion of love
(‘philia’), which marked (or better explained) the attraction of different forms of
matter, and of another opposing force called strife; hate ( ‘neikos’) to account for
separation. Love ‘philia’ together with wisdom ( ‘sophia’), factually composing
the word philosophy, which first appeared first in the fifth Century BC and
primarily concerned itself with the problem of “The One and the Many”. Simply
stated it involved the attempt to explain of the infinity of things we meet in the
Universe (the Many) and the early Greeks believed that the single unifying thing
(the One) can be some kind of a material substance, like water, stone or fire.
They were concerned with finding an unchanging principle that lay behind all
changes. The stable unchanging component of the Universe, which the Greeks
called ‘arche’ and living (and growing) nature was associated with the notion of
‘physis * (meaning nature as a procreative power).

People gradually began to suspect that there was a logical order in the
universe and that humanity had the capacity to discover it. Milesians (birthplace
of the first cosmopolitan and “philosophical” ideas that eventually made
possible the leisure-pursuit called ‘schole’) introduced the approach in which a
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single element, that contained its own principle of action or change, lay at the
foundation of all physical reality. Its founder Thales was the first who tried to
explain all things by the reduction to one simple principle, one ‘arche’. Such a
single viewpoint is generally called monism and a more generalized approach, to
see all things being alive, is “hylozoism .

This new paradigm sees the world as an integrated whole rather than a
dissociated collection of parts and it may also be called as an ecological view, if
the term ecological (from Greek ‘oikos’ — household) is used in a much broader
sense, €.g., to see an engine not only as a functional whole, composed of parts,
but also to perceive how the engine is embedded in its natural and social
environment including its manufacturing (raw materials) or functioning (waste
management). Today’s science nearly always tries to reduce the complex world
to as few principles as possible and the idea of reduction to a single principle is
still alive. The physicist’s search for the unified theories or, better, for theories
of everything (i.e., looking for a data compression to achieve a particular
interwove ‘final’ theory) can serve as an illustration. On the other hand the
Eastern sages have emphasized that the nature of our world cannot be reduced to
a number of simple principles and any reduction inevitably leads to
misinterpretation. They are aware of the complex interconnections of all aspects
of nature and even of the connection of these aspects with our minds

In early times, the Milesians tried to explain things by the reduction to
one simple principle (‘arche’) and by viewing everything from a single point
(‘monism’). Anaximenes introduced the important idea that differences in quality
are caused by differences in quantity, citing “when it is dilated so as to be rarer,
it becomes fire; while winds, on the other hand, are condensed air. Clouds are
formed from air by felting; and this, still further condensed, becomes water.
Water, condensed still more, turns to earth; and when condensed as much as it
can be, to stones”. On contrary the Pythagorean School was a more religious
society that cultivated secrecy and speculated that power could be obtained
through knowledge. They developed a theory that provides a form or limit
(numbers) to the “unlimited”, saying that things consist of numbers.

Numbers (‘arithmos’) were natural in character and represented bounds
(‘peras’y and their ratios were called ‘Jogos’. They thought that number was a
unifying principle in the Universe, so that anything that could be numbered was
ultimately linked to other things with the same number. Numbers had meanings
apart from their relationships with other numbers. Thus, musical harmony was
linked to the motion of the heavenly bodies. The discovery that there were
numbers that could not be represented by fractions precipitated a crisis so deep
that these numbers had to be called irrational numbers that lay beyond the
arithmetic pattern of the Universe. In medicine, the Pythagorean saw the
principle of harmony at work (body as a musical instrument). Philolaos began to
teach and lectured about a ‘central fire’ in the cosmos and located the home of
the chief God Zeus there.
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It was Xenophanes, a celebrated teacher in the Pythagorean School, who
took the Gods of Greek mythology and, one-by-one, reduced them to certain
‘meterological’ phenomena, especially to clouds. God was, in his view, an
immaterial eternal being, spherical in form, like a universe, and lots of modern
believing scientists often understand God in this spirit, i.e., identifying God with
something very abstract, with mathematical or physical principles of the
universe.

Later Zeno of Elea introduced a proof of contradictions' using the term
‘aporia’ and taught that space and time were immanent in our conceptions. It is
also close to the notion ‘paradox’, which is a synthesis of two Greek words
‘para’ and ‘doxos’ meaning beyond a belief, and in its modern ‘counter-
intuitive® findings throw often light upon something fundamental (such as the
Maxwell’s demon giving the insight of intimate linking for the seemingly
disparate concepts of entropy and information).

The concepts of space and time are not things as they were in themselves
(‘noumena’) but rather our way of looking at things ( ‘phenomena’ — nowadays
phenomenology). Heraclitus again redirected his attention to the change
substituting dynamic ‘pyr’ — fire for the static ‘arche’ of the Milesians. He said
that water, air and even ‘apeiron’ are some substances or even material objects,
but fire is the process or becoming. Fire cannot be static. It is not a “thing”, it is
the primary form of reality. Fire itself exhibits the tension of opposites and,
indeed, depends upon it. The world is an ever-living fire citing “this world,
which is the same for all, no one of the Gods or humans has made,; but was ever,
is now, and ever will be an ever living fire, with measures of it kindling, and

" Zeno’s customary arguing showed the famous story of Achilles who could not overtake the
tortoise (having a prematurely start) because he must always reach the point that tortoise has
passed so that logically the tortoise would always be ahead. The involved arguments implicate
paradoxes against perpetual motion as well as against the multiplicity of length (later
following the idea of a formal and skeptical rationality when bisecting a line, which swill
always leave us with another segment that can itself be bisected, and so on, thus never
reaching a single point, cf. Chapter 10, dealing with fractals). In the current viewpoint,
however, it appears obvious that any non-denumerable infinity of points in a line is much
larger than any infinity Zeno could have imagined and that the sum of infinite series of
numbers, like convergent geometrical progression, is known to have a finite sum. In the past,
the elucidation of Zeno’s paradoxes were contributed by such personalities as Newton,
Leibnitz or Cantor but, recently, its apparent illogicality obtained a new meaning within the
framework of quantum mechanics where the measurement itself affects the state of quantum
system under observation. By the technique of a fast checking the decaying quantum system
can be slowed down and even temporarily come to rest. Within this outlook, when the
Heisenberg principle of limited distinguishability is applied for a finite length interval, Ax, the
change of the associated impulse, Ap, may stretch to infinity due to the impact interference of
measuring probe. In that case the Heisenberg product must be averaged, which means that we
move from the configuration (quantum) space to the phase (mechanic) space of stochastic
language, see the paragraph 7 dealing with the concept of quantum diffusion, Chapter 6.
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measures going out”’. Neither the Gods, nor they, nor the souls of human beings
could escape final destruction citing “all things are an exchange for fire, and
fire for all things, even as wares for gold and gold for wares. Fire lives the
death of air, and air lives the death of fire; water lives the death of earth, earth
that of water”.

The circular process was called ‘ekpyrosis’. Heraclitus taught that all
changes in the world arise from the dynamic and cyclic interplay of opposites,
and saw any pair of opposites as a unity or a whole. This unity he called ‘ogos’
which can be similarly applied to “awake people”, those who could make
themselves understood (as matter of interest — those who avoided public life of
their city states ‘polis’ were called strangers and were rated as second-rate
citizens ‘idios’). The existence of opposites depends only on the difference in
direction of motion; the principle states that The Universe is in a state of flux
and that all things are, at the same time, identical and non-identical assuming
that the way up and down is indistinguishable. Here we can also cite the famous
aphorism “you cannot step twice into the same river”. The process of change is
a process of opposites and diversity creates the problem of identity which is not
self-evident, “it is impossible for fire to consume its nourishment without at the
same time giving back what it has consumed already. This presents a process of
external exchange like that of gold for wares and wares for gold”. Fire was
traditionally a part of limitless ‘apeira’, sacred and self-referenced ‘apeiron’
(indifinite, boundless) primordial beginning — non-material subsistence. Fire
(‘pyr’ — flamma) delivers light (~ eyesight), that is transmitted (~ hearing) by air
(‘aer - flatus), reflected (~ appetite) by water ( ‘hydor’ — fluctus) and absorbed (~
tactility) by earth (“ge’- moles).

It is part of myth that Prometheus stole the fire from Zeus (thought by
Platonians to have actually happened to the blacksmith Hephaestus). 1t is of
interest that the word ‘promethean’ is derived from the Sanskrit name for drill
and can thus be understood as a personification of the act of making fire.
Oastane,s the teacher of Demokritus, was aware that a natural power existed a
(possibly fire in the sense of energy) that can overcome all other powers and is
thus capable of creating unification but also is ready to diminish it repeatedly. It,
however, was not specified until speculation of some early Greek philosophers,
notably Empedokles, who was apparently the first to name the four basic
elements (cf. Fig.12 and 13.) that signified the substantiality from which all
subsistence (or being) were composed.
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Fig. 13 — Left, the numerical symbolism, initially familiarized by the Chinese concept of
figures, where the central number five represented the Earth (as the allied symbol for the
great China). Though other elements bear the traditional character, the important behavior
of particular number grouping was associated with the display of identical sums read for
vertical, horizontal and diagonal recon. It can be extended to higher orders of numbers, and
such squares became later popular in the Middle Ages as the subject of various mystical
prognostic and magic periapt (middle), often specified to certain astrological terms,
planets, etc. On the middle right, the early Indian concept of material elements is depicted
showing clockwise (along the solid lines) the creation, which reveals along the dashed
lines with arrows the destruction (symbolized, e.g., as the extinction of fire by the action of
water). It is noteworthy, that this early scheme may emblematically account for the
formation (water-to-wood) and annihilation (wood-to-fire) of life. Far right is the most
traditional representation based on triangles where the vertical symbolizes the opposites:
fire - our own self (faith) which should float up during our life, and water (our feeling,
love, which should be spirited as seen from ‘above’). If the spirit is treasured to achieve
worship they became interpenetrated (middle overlapping triangles) and can reach
attunemention (hexagon, see next Fig. 15.).
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In Greek, however, the elements are termed as ‘stoicheia’ (today’s
chemical stoichiometry) and the entire name ‘elementa’ (beginning) was
authentically derived from LMN the first letters of the Etruscan (Phoenic)
alphabet. The Empedokles concept of such four patterns/roots (‘rhizémata’)
was, seventy years later, made widely known by Aristotle but it came together
with the fifth platonian subsistence/being ‘quinta essentia’ that was thought to
interject a certain qualitative principle (‘arche’). It was correspondingly
conceptualized as the ether (‘aither’) — something celestial and indestructible
(derived from ‘aitho’ meaning glowing, flickering) possibly related to the
Aristotelian “primeval matter” (‘prote hyle’) and interpreted as the presence of
subjects. The four elements had been proposed gradually through the ideas of
Anaximenes — air, Xenophan and Parmenides — earth and Herakleitos — fire, and
he also emphasized that fire most completely reveals the “heavenly” reality of
our universe, i.e., its order (‘kosmos’). Sanctified fire gave a basis to the so
called “Empedocles complex” where the love of fire is bound with its respect
and the instinct of life with the perception of death [105,106].
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Aristotle was concerned about the general forms and the cause of being
(science of being as being), and discussed the notions of potentiality ( ‘dynamis’)
and actuality (‘entelecheia’). He also proposed that elements determine not only
the degree of warmth and moisture of a body but also their natural motion
upwards and downwards according to the preponderance of air or earth. All
things are in one way or another analyzable down to the basic bodies — fire tends
to rise upwards and become air while water tends to fall downwards and become
earth. All motions and all actions succeed in bringing into actuality what is
potentially contained in the process of heat transfer such as evaporation and
condensation. Mere potentiality without any actuality is the “prima materia” —
existing nowhere by itself.

According to Aristotle, a body can only be moved if there is a mover in
contact with it and if the mover communicates with the object by power
involved in the movement (the first particles of air are moved first moving than
other particles and finally moving the whole object). The power involved in the
initial movement of a body decreases, however, in proportion to the distance
moved, so that with time, the thrown body comes to a rest. This was taken for
granted in almost every philosophy of nature until Newton’s brilliant step to
overcome this intuitive principle by the introduction of the dissipation of energy
into the process of motion. Aristotle’s consideration of the effect of heat led him
to the conclusion that metals, glass and stones that melt on heating are composed
of water, whereas materials that merely softened contain various amounts of
earth — infusible stones are earthy. Similarly, liquids that did not solidify upon
cooling were thought to contain a lot of air and those that readily solidified were
supposed to compose mostly of water, and those that thicken were thought to
contain more earth or more air. His written observation on “Generation and
Corruption” describe flame as a burning of smoke, a claim which was retained
by Theoprastus in his book “On Fire” but extended to recognize that fire can be
generated in various ways and has three manifestations: flame, burning charcoal
(in sense of glowing combustion) and /ight. 1t is interesting to remember one of
Theoprastu’s statements that if had the term moisture replaced by flammable
volatiles would be an acceptable description for flaming combustion even today.
For those times, Theoprastus gave a rather accurate account of the slaking of
lime when he noted that quicklime evolved more heat when wetted that when
left alone, and for the heat stored in the lime is analogous to the fuel required by
lamps (note that if “heat™ is replaced by “chemical energy” and “fuel” by a
“liquid reactant” this statement still stands). Moreover he remarked that old
quick-lime does not release as much heat as would new because time had
reduced its energy through the contact with air, and that finely-grounded
material evolved little heat because of its small particles (noting larger surface
area in contact with the atmosphere). These remarkably acute observations not
only show the quality of teaching at that time but also demonstrate that the
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foundation of todays’s thermochemistry was laid as early as in the fourth
Century BC by an implicit distinction of fire, flame and heat. The most
significant contribution of Theoprastus was in his book “On Stones”, in which
he not only gave the first classification of minerals (into metals, stones and
earth) but revealed a rough form of thermal analysis used as an aid in identifying
stones and earth, the latter can be identified with clay minerals, relying only on
the five senses, not an easy task even for today’s technology. It was written
‘some stones can be melted while others cannot, some are combustible while
others are not and, in the very process of combustion or, rather, of exposure to
fire, stones exhibit many differences ... for earth indeed may undergo melting
and if, as some maintain, glass is made from vitreous earth, so too it is firing
that causes this earth to become glass’. Theoprastus described the burning
characteristics of certain stones, possibly lignite or bituminous shale, melting of
asphalt, conversion of pitchstone to perlite, and the firing stone of Siphonos
(possibly steatite) that is “soff enough to be turned on the lathe and carved, but
when it is dipped in oil and fired it becomes extremely dark and hard’.

Later Vitruvius produced his practical treatise “De Architectura” curiously
noting the phenomenon of a thermal gradient across the material ‘when the sun
is keen and over-bakes the top skin it makes it seem dry, while the interior of the
brick is not dried ... bricks will be more fit for the use if they are made two years
before ... to dry throughout’ . From the fact that larger stones floated on mercury
whereas small droplets of gold sink, Virruvius made a clear enunciation of the
principle of specific gravity. Clearly the practical knowledge of the effects of
fire/heat had progressed more in the time between Theoprastos and Vitruvius
than it had in several centuries previously, as would indeed be expected in a
highly civilized Rome that paid much attention to aesthetic aspects of life and to
personal comfort, which required the use, creation or manipulation of fire and/or
heat.

3.3 Concept of four elements

As already mentioned, Greek philosophers played perhaps the most
important role in the concept of fire trying to explain the attraction of different
forms of matter introducing rather smart concept of opposing forces.
Empedocles taught that originally all was ‘The One’. All elements were held
together in indistinguishable confusion by Love, while the force of Hate
manifested itself as a separation of these elements. The four elements were kept
in a ‘sphere’ of Love, while Hate surrounded the outside of the sphere. When
Hate began to enter the sphere, Love was driven towards its center and the four
elements were gradually separated from one another. The elements alone are
everlasting, but the particular things we know are just unstable and temporary
compounds of these elements. They are mortal because they have no substance
of their own, their birth is a mixture and their death is their separation. He held
fire as the rarest and most powerful compound of elements, which consumed the
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souls of all intellectuals, and which he thought was issued from a central fire, or
the soul of the world.

Anaxagoras postulated a plurality of independent basic elements, which
he called the seed (‘spermata’) citing “all things (‘chremata’) were together,
infinite both in quantity and smallness; for the small too was unlimited. The
science of all things was together, nothing was clear by reason of the smallness.
For air and ether contained everything, both being unlimited. For these are the
greatest items present in all things, both in quantity and in magnitude”. He
thought that it was a mind, intelligence or pure reason (‘nous’) that was the
source of all motions as well as of the knowledge inherent within us. At the very
beginning these seeds mixed without order but under the effect of a cosmic
starter ‘nous’ the non-arranged matter set itself into motion and began an orderly
world ‘cosmos’ that was created out of the initial chaos. In more recent times
this idea recurs as ‘deism’, which is the belief in a God-architect, who, after
creating the Universe, assumed no control over the creation. Such a deity is
often used as the explanation of operations of a supernatural cause, which
became popular even among some believing scientists. Plato seemed to
distinguish between fire and heat as well as Aristotle apparently differentiated
temperature from the quantity similar to heat even though the same word
(‘thermon’) was used for both. Aristotle and later philosophers paid attention to
the notions of “spirit, breath” which by some were identified with ether and by
others with fire that was always considered as a basic composition element. In
Aristotle’s view, any substance is a composite of form (‘morphe’) and matter
(‘hyle’) originally meaning wood. Consequently this philosophical view was
often called ‘hAylemorphism’ and it stated that matter without form cannot
independently exist and so form cannot exist separately, which somehow rejects
Plato’s explanation of the universal Forms/Ideas as existing separately from
individual things. He believed that things on Earth move because they tend to
reach their natural places and argued that, although heavenly bodies have eternal
motion, there cannot be an infinite series of movers and, therefore, there must be
one, the big Mover — the Architect in the series, who is unmoved.

Demokritos and his teacher Leukippos imagined immense worlds that
resulted from the endless multiplicity of moving atoms. The soul consisted of
the smallest and roundest atoms, which were more subtle and globular in shape
and could be identified with atoms of fire. Sensation was due to atoms from
outside knocking up against the soul-atoms. The first formulation of the
principle of causality can be seen in the words “No thing comes about in vain
without cause but everything for a reason ‘logos’ and by necessity ‘anake’.”
Democritos introduced the hypothesis of images or idols ‘eidola’ as a kind of
emanation from external objects that made an impression on our senses. He
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Flg l4 Choice of symbolic epitomes related to Alchemy shows (left) the allegoric plclures
associated with the early edition of books related to Hermetic philosophy and alchemy. The
middle figure illustrates the secrete position of alchemy as a lady-figure sitting on the thrown
with her head touching the sky (blessed wisdom), holding in the left-hand a scepter (as a
symbol of power) and carrying in the right hand one open and one closed book representing
the unlocked and secret sides of learning. The ladder symbolizes patience necessary to pull
off all the steps to achieve self-acknowledged epiphany (attainment of the state of “Big
Masterpiece™). In the right picture, the blindfolded figure illustrates the one who does not
follow nature while the other, more appropriate one, is allowed to lionize the “Earth Interne —
vitriol” following thus the rabbit, symbolizing ‘prima materia’. The seven inherent steps are
shown to go up, gradually climbing the mount, symbolizing the seven metals’ tasks and
aiming to the planetary Gods. After ascending the seven steps both principles (sulfur and
mercury) are purified and, thus, are revealed as naked bodies, which symbolize the desired
state of ‘Heavenly Mercurial® (Cabala 1616).

believed in the shape and related arrangements of elementary particles, and
similarly to Pythagoreans, he distinguished notions for ‘matter’ and form’
linked through a process of development. In contrast, Plato and Aristotle
believed that form had no separate existence but was immanent in matter; their
philosophy and scientific ideas dominated Western thoughts for two thousand
years until a radical change was brought about by the new discoveries in
physics, astronomy and mathematics (Copernicus, Bruno, Galilee, Descartes,
Bacon or Newton) that viewed the world as a perfect machine governed by exact
mathematics.

In the Greek interpretation (Fig. 12. and Fig. 13.) all material things are a
different combination of elementary fire, air, water and earth held together by
integrative and structural essence ether that was a heavenly and imperishable
matter (which was thought to make up the universe of fixed stars and
firmament). The four elements were not only plain mixtures (quantities) but
arranged as a balance of four qualities: hotness, coldness, humidity and dryness
that defined each element using the pairs of opposites (dry/hot, dry/wet,
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wet/cold and dry/cold). Hotness and coldness were active and the remaining two
were submissive (secondary passive) qualities. Properties associated with
dominant (active) qualities had a tendency to grow if the object is surrounded by
either a hot or cold environment. It was, in fact, the first sense of a thermal
process. Due to the enormous vastness of these relationships graphical
representations became very popular (cf. Figs. 12, 13 and 14.) and later it was
even believed that the formal manipulation with graphical symbols can help
solve particular problems (cf. however, modern theory of graphs).

The hypothetical structure of matter based on such a scheme brings about
an important consequence — the potential or intrinsic “thermal” property of all
existing substances. Thus, e.g. alcohol, gunpowder and pepper are intrinsically
hot substances, continuously active in this sense also with respect to other
bodies, while opium and snow are examples of intrinsically cold materials.
Moreover, the antagonistic nature (so called ‘contraria’) of different Elements
and Qualities ensures eternal changes and movements of all things in the
universe. These changes are, however, not completely free, but are submitted to
the remarkable principle of ‘anmtiperistasis’ that controls the relationship
between the two active Qualities — coldness and hotness. It can be formulated as
follows: The properties of any body which is bound up with coldness (hotness)
tend to increase in the case where the body is surrounded by the hot (cold)
environment.

This principle akin to the modern Le Chatelier — Braun principle
provided, in many cases, correct qualitative predictions of the direction of
thermal processes. Quoting Oinipides of Chios for a typical example consistent
with the principle of antiperistasis: “Water in a deep well shows in winter the
smallest degree of coldness, while in very hot days is extraordinarily cold.”’
Interestingly, this statement is actually valid and is not only a consequence of
our subjective feelings, but was confirmed by careful hydrological studies.

Besides numerous successful applications of the principle of
antiperistasis, there were also cases where it completely failed. One example is
the dissolution of black gun-powder containing saltpetre, which contrary to
expectation does not warm up but instead cools down. Such exceptions were
either neglected or, at best, provoked discussion about other weak points of the
doctrine. The most important problem, crucial for the theory, was the so-called
problem of ‘primum frigidum’. While there was no doubt in which element
warmth dwells — of course in fire — the primary domain of coldness remained
uncertain and, thus, made the conclusions of the theory not very plausible.

The later gathering of the vast practical experience with glass bowl
thermometers resulted in the following of the ‘peripatetical’ (i.e. Aristotelian)
explanation of its function together with the above theory as a whole became
rather diffident. Accordingly, the coldness in external air activates the hotness
inside the bulb which then is likely discharged into the wall of the bulb. This
process changes the ratio between ‘Qualities’ of the enclosed air; in other words,
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it changes its ‘Form’. This depleted form of air has obviously a smaller volume
and the resulting empty space has to be immediately filled by water due to the
‘horror vacui’ — nature’s abhorrence of a vacuum.

In spite of this fact, the concept of temperature was superfluous for the
general description of natural processes within the frame of Aristotle’s theory;
the term ‘temperatura’ was frequently used by ancient physicians well before
Avicenna. Their idea of temperature was in closely connected to the individual’s
temperament and was determined by the relative levels of four Qualities that
were necessary to maintain the form of the tissues of the human body in a proper
healthy state — homeostasis. But, in fact, these old physicians did not appear to
care about how to determine this evidently crucial parameter.

Certainly, matter (‘materia’ — potentia pura) was not distinguished from
energy (‘energie’ — actus) such that it was proposed that when heating a metal
one was simply adding more “fire” to it. Theophrastos proposed three stages of
fire: glow, flame and lightening while Galenos brought in the idea of four
degrees for warming and cooling with a “neutral point”: equal parts of ice and
boiling water. These four degrees were still accepted by medieval alchemists
and Mylius [107] proposed a classification according to the Sun passing through
Aries (signifying calcination), Cancer (solution), Libra (sublimation) and
Capricornus (fermentation). The highest degree of fire was burning as vehement
as fusion and each twice as great as the preceding degree.

Comenius, a well-known Bohemian educational reformer and philosopher
of Czech origin, progressed to distinguish three degrees of heat (calor, fervor
and ardor) and cold (frigus, algor and one unnamed) with a reference to an
ambient (normal) temperature (fepor). The highest thermal stage, called “ardor”,
represented an internal degradation, i.e., “a combustible substance that collapses
inwardly and is dispersed into atoms”. The unnamed coldest stage was noted as
“a freezing at which a substance breaks up by constriction in the same way as
the heat of fire decomposes it by burning”. In this manner Comenius actually,
although unwittingly and unknowingly, hinted at the present-day concept of
absolute zero. He also stated [11] an almost modern definition of thermal
analysis, (genially interpreted [44] by Mackenzie) as “...to observe clearly the
effect of heat and cold, let us take a visible subject and let us observe the
changes that occur while heated or cooled, so that the effect of heat and cold are
apparent to our senses...”. Comenius was also the first to observe the “non-
equilibrium character” of such thermal treatment and analysis, noting [3] “...by
a well burning fire we can melt ice to water and heat it quickly to very hot
water, but there is no means of converting hot water to ice quickly enough even
when exposed to very intense frost...”. It was an intuitive observation of the
phenomenon now called latent heat, and possibly laid the foundation to the
discipline of calorimetry.
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3.4. Impact of alchemy

The history of fire cannot be complete without mentioning the subject of
‘alchemy’ [108-111], a form of science that preceded, and arguably began, the
more rigorous and modern discipline of chemistry [112]. The origin of the word
alchemy is disputed and could be from the Arabic word ‘al-kimijd’ — meaning
treated by fire, the Hebrew word ‘Ki mijah’ — meaning given by God, or the
Greek word ‘chemeia’ — meaning comprehension of wetness. The latter was also
found in the writing of Diocletian as the art of making metal ingots and the term
‘cheo” means pouring or casting a liquid and ‘chymeia’ means the art of
extracting juices, herbal tinctures or generally saps in the sense of vitality. Also
the current word ‘chemistry’ may be related to the Egyptian word ‘kemet’ ,
which means ‘black earth’ or to something unknown but precious in relation to
the Persian word ‘khimia’. Fire is even mentioned in the Christian teological
lineage, e.g., the abbreviation INRI (‘Jesus Nazaretus Rex Judaeorum’) was
once interpreted as ‘Igne Natura Renovatur Integra’, i.c., through fire Nature is
restored to its wholeness.

It is not generally known that alchemy was later subdivided into spagyrii,
the art of producing medicaments, dyes, ceramics, etc., (often trying to
transform matter into algebraic combinations), archemii, which focused on the
development of metallurgy and transmutations of metals, and Hermetic
philosophy (often synonymous to alchemy itself, see Fig. 14.), which is a
sanctuary of learning ( ‘prisca theologia’) build upon performance ( ‘traductio’),
explanation (‘exegesis’) and interpretation ( ‘hermeneusis’ — nowadays giving
substructure for a modern interpretative hermeneutic description).

Behind the legendary seven Hermetic principles there lie aspects of carly
cosmology and a verbally bequeathed book known as ‘Kybalion’. Some of the
inherent principles of alchemy are, indeed, reflected in modern terms and ideas
of current physics, which is often criticized because alchemists certainly thought
within completely different frames and measures. Nevertheless let us abbreviate
some of them:

i) Principle of spirituality — The Universe is a spirit or belief, and was created

simultaneously with many other universes — their origin and destruction

occurring in a twinkling of an eye.

ii) Principle of similarity — what is above is also below, birth of universes and
fundamental particles, creation of works of art.

iii) Principle of vibration — nothing is motionless, everything is in permanent

move, vibration of matter is slow while vibration of mind is too fast to evoke

stationary state, rhythm switch leads to qualitative changes.

iv) Principle of polarity — associates with vibrations, the higher the vibration,

and the more positive the pole; everything has two faces, and it shows the

antagonisms of order and disorder, war and peace, day and night. From this

ethical edict there follows the transformation of hate to love.
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v) Principle of rhythm — following the polarity as everything is oscillatory,
coming up and away, breathing in and exhaling, arriving and leaving, inflowing
and out flowing; circumambulatory come-and-go.
vi) Principle of causality — every action has its consequence, and coincidences
do not exist but are the effect of an unknown law, people are subjected to a
lawfully ordered universe.
vii) Principle of gender — sexuality is involved in everything, counterwork of
masculinity (positive pole) and femininity (negative pole); process of
generation, sexual energy in spiritual alchemy, God mate (often identified with
the previous point iv).

Alchemy, however, prescribed to the idea of existence of a “first mover or
God as creator” (Almighty, Deity) and believed in an evident order installed in
the world. This argument, probably formulated by the Iranian prophet Zoroaster,
was expressed in the form of the question: “who could have created the heavens
and stars, which could have made the four elements, except God?”. In the
Christian Europe the alchemy was similarly presented as ‘donum Dei’ [113].

Hermetic learning might well have been ascribed to astrology by the
Hermes Trismegistos but, later, it was extended to medicine and alchemy, where
the obscure Byzantic ‘Tabula Smaragdina’ [114] became a favorite source for
even medieval alchemists. It contained seven famous principles, and from these
scholars obtained knowledge of the laws of sympathy and antipathy by which
the different parts of The Universe were related. Hermetism was extensively
cultivated by the Arabs and through them it later reached, and consequently
greatly influenced, the Western culture although often misinterpreted. Hermes’
stick ‘rhabdos’ was ornamented by two twisted snakes showing “waving water
and blazing fire” as a unity of contradictions and thus becoming a symbol of
life. In the present time it may be speculated that it resembles the double helix
structure of DNA structure.

Although it is difficult to be certain of its origins, alchemy most likely
emanated from China (as early as in the gt Century BC and better inscribed by
144 BC in connection with an enterprise older than metallurgy — medicine).
Chinese practitioners of alchemy generally considered its ultimate objective to
be the development of medical practice and not the generation of gold from base
metal. Alchemy in China was all but destroyed when Kublaj-chan ordered the
burning of the Taoist writings, thus destroying most alchemistic records (which
included that of the carlest recipe for gunpowder). For a long period of time, it
was believed that physical immortality could be achieved through the taking of
alchemical mixtures (drugs), an idea that probably vanished when the Chinese
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Fig. 15. — Symbols traditionally used for the depiction of the four elements, upper line shows
the composition of the plane triangles while the lower line is made up of the explicit
geometrical bodies. On the right, the geometrical model of an aggregated universe is revealed
with the outermost sphere belonging to Saturn, and with Mercury and the Sun in the center.
(The illustration is the imitation drawn after the Keppler’s picture in his *Mysterium
Cosmographicum’, printed in about 17th Century).

adopted Buddhism, which offered another, less dangerous avenue to immortality
via meditation. This shift in belief left the literary manifestation of early Chinese
alchemy embedded in the residual Taoist canons. One of the important but less
well-known treatises was the book on therapy by nourishment [115] published
in about 670 AD. It described the process of distillation and the quality
determination of distillates that could be accomplished by the process of
freezing out.

However, the oldest known Chinese alchemical treatise is supposed to be
the “Commentary on the / Ching”, which had an apocryphal interpretation of
the ‘classic of changes’, and was especially esteemed by the Confucians who
related alchemy to the mystical mathematics of hexagrams (six-line figures used
for divination). Ancient Chinese natural philosophy was thus based on a flat,
square Earth with the centered Chinese empire surrounded by the eight trigrams
as the symbol of the Universe [116]. There were five elements (‘wu hsing "), Fig.
13, that were related by two complementary principles ‘vin’ and ‘yvang’. Mutual
transformation of the five elements could, e.g., give the birth of metals from
Earth, or change metal to water, because by proper treatment metals can turn to
the liquid state, etc. The elements were mutually antagonistic because fire is
extinguished by water and water is stopped by earthen dams, etc. Yin represents
the female principle (darkness, passivity) while Yang, the male principle, is
connected with light and energy. Even numbers were considered as Yin and odd
numbers as Yang. Each number was associated with one of the elements — the
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central number “five® being crucial. It symbolized the Earth and, simultaneously,
represented the most prominent position between the five geographical
directions — the center (originally referring to the mainland of China).

This approach has also qualified in the so called ‘magic squares’ — a
famous object of philosophical, alchemical or mystic speculations [116]. It is
known as a square-shaped array of numbers (or even letters) exhibiting certain
properties, i.e., the sum of the numbers in each row, column or diagonal being
equal. Because of its conspicuous worth it was kept surreptitious until the
Arabic alchemist Jabir ibn Hayyan refined it into a very detailed but
complicated system in his ‘Book of the balances’. A numerical value for basic
properties was assigned to each letter of the Arabic alphabet. When a word for a
substance was subsequently analyzed letter by letter, the numerical values of the
letters determined its composition. For example lead was composed of the 11
outer qualities (3 parts of coldness and 8 parts of dryness) and 6 inner qualities
(1 part of warmth and 5 parts of humidity), altogether 17 parts. If, in a similar
manner, the qualities were summed up for gold then a somewhat insignificant
difference between lead and gold was found, i.e., for gold also 17 parts of 11
outers and 6 inners again, indicating that a proper alchemical treatment
(transmutation) could change the nature of such ‘interrelated’ metals. It was
certainly applicable to the given alphabet and thus could have been freely
interpreted.

Later in Agrippa’s and Paracelsus’ medieval books, this magical
application was rediscovered but using the squares that were constructed by the
Islamic method (although no direct link was traced with Islamic sources). It
appeared as a promising way to achieve novel discoveries of new relations
between things and their properties. The myths of dignified numbers persisted in
China until recently [117], which idea might be penetrating the denomination of
the periodic table of the elements where the ‘prime numbers’ and ‘numbers of
symmetrical principle’ are though to be the restrictive islands of the element
stability.

Also in India there is evidence for alchemy in Buddhist texts. It came to
be associated with the rise of Tantric religious mysticism and was recorded in
the writings of “Rasaratnakara” (in about the g™ Century AD) and "Treatise on
Metallic Preparations” (~ 1100), which recognized vitalism (‘animated atoms’)
and dualism (‘love and hate’ or ‘action and reaction’). The earliest records from
500-300 BC mention that the theory of nature was parallel to the conception of
rudiments (‘tejas’ — fire, ‘'vadzu'- wind, air, "ap’ — water, ‘prthvi’ — earth and
‘akdsa’ — wood) but without a more definite influence comparing the role of
elements in other alchemical images. In Theravada’s view there was a plurality
of universe surrounded by water and mountains having three planes of materia
form (physical body), of desire (mental body) and of immateriality and/or
formlessness (body of law). In practice, the Indians had begun to exploit metal
reactions to the extent that they knew as many as seven metals (and already
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subdivided five sorts of gold). They supposed that metals could be “killed”
(corroded) often to provide medicinal bases but not “resurrected” as was the
custom of later European alchemy.

However, the birthplace of known alchemy is arguably Egypt and the
Greek god ‘Hermes’ (identifiable with the Egyptian god ‘Thoth’), who is
possibly represented as the alchemy father in the largely indecipherable Emerald
Tablet of 150 BC (as a part of a larger book of the secrets of creation), which
existed in both the Latin and Arabic manuscripts. The history of Western
alchemy may go back to the beginning of the Hellenistic period and is
represented by Zosimos of Panopolis (3" Century AD) who focused on the idea
of a substance called “tincture” that was capable to bring about an instantaneous
and magical transformation. The earliest notable author of Western alchemy,
designated by scholars with the name Bolos of Mende, was a Hellenized
Egyptian who is often represented by his indefinable treatise called "Natural and
Mystical Things' (‘Physica kai mystica’) that contains obscurely written recipes
for dyeing and coloring as well as murky grounding of gold and silver.

The festing of materials was understood in a double sense: experimental
and moral. Gold was considered noble because it resisted fire, humidity and
being buried underground. Camphor, like sulfur, arsenic, and mercury, belonged
to the ‘spirits’ because it was volatile. Glass was assumed to be a metal because
it could be melted, a property associated with the seven known metals. The 13"
Century AD pseudo-epigraphic book on chemistry, known as ‘Synopsis of
faultlessness” (‘Summa perfectionis’), contained the terms alcohol (older
meaning of powder), alkali, borax or elixir and also suggested that metals were
compound bodies made up of a mixture of mercury and sulfur. It recognized
‘prima materia’ (first matter) as being a fixative (visible and solid — earth,
represented by sulfur), quintessence (personification — salt) and evanescentive
(implicit, hidden — air, represented by mercury). It was characterized by
triangles that pointed up (escaping) or down (falling), cf. Fig. 15.

It was close to the Platonian geometrization that represents fire as a
tetrahedron, air as an octahedron, water as icosahedra®®* and earth as a

Z* 1t is clear that life on the Earth depends on the unusual structure and anomalous nature of
liquid water. Its small embryos of four molecules tend to come together to form water
bicyclo-octamers which may cluster further to cyclic pentamers expanding to a curious
network of ordered icosaheda (as foretold by Plato), which are in a certain dynamical
equilibrium with its collapsed, but more frequent form, a more symmetrical dodecahedron.
The solid, denser form of water is the hexagonal ice and has a structure that is uncanonical
with respect to the ‘pentagonal-like’ symmetry of a solidifying liquid that contains a high
number of nuclei of icosahedra and dodecahedra. It may help to explain why warmer water
freezes more rapidly than cold water — the cold water at the temperature near freezing is
densely packed with these, for the ice incommensurable nuclei, which are thus capable of
easier and thus deeper undercooling. The water at higher temperatures gradually disintegrate
them possessing thus a greater number of smaller fragments, which can survive rapid cooling
being more easily compatible with the highly symmetrical configuration of ice.
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hexahedron (cf. Fig. 15). By analogy it was also ascribed to show spheres of
Mars, Earth, Venus and Mercury with the Sun in the center. Dodecahedron was
assumed to play a role of the fundamental structure of firmament. Identification
of elements with certain geometrical bodies led, however, to mechanization and
mere abstraction of four elements was not thought to be clear enough for the
need of alchemist’s teaching so that it was supplemented by additional three
(imaginary) principles: sulphur (as representing combustibility), mercury (as
fusibility and ductility) and sa/t (as durability).

In the Middle Ages, European alchemy was chiefly practiced by Spanish
and English monks (namely Bacon and conceivably also by the Christian mystic
Lulla), who were seeking to discover a substance more perfect than gold
(philosopher’s stone) as well as a potable gold (elixir of life). Worth noting is
Swiss/German Paracelsus who remarked that it is the human body that is the
best of all ‘alchemists’ as it is capable of transmuting food into a variety of vital
compounds. He also tried to understand alchemy as a kind of art. He highlighted
the mystifying ‘alkahest’ as a universal medicament and he stated four pillars of
medicine: philosophy (knowledge about nature), astronomy (knowledge of the
macro-cosms), alchemy (in the terms of Spagirii as production of medicaments)
and virtue (honesty of physicians). He held that the elements of compound
bodies were salt, mercury and sulfur representing earth, water and air,
respectively. He is also thought to be responsible for reintroducing the term
alcohol from Arabic ‘al-kuhl’ (originally meaning fine powder, Greek ‘xérion’)
as an early medicament otherwise known as ‘tincture’, which he thought was a
cure for everything. The Bohemian alchemist Rodovsky depicted alcohol as
‘aquam vitae’, a medicinal elixir that is best obtained by a procedure involving
14 repeated distillations of wine and the addition of 15 various herbs. It provided
more real grounds to the mystical world ‘elixir’ (from Arabic ‘al-iksir’ meaning
gemstone).

Fire was regarded as imponderable or nonmaterial and alchemists used
heat lavishly and most of their illustrations include some indication of fire,
furnace or a symbol of sulfur. Despite the crudity of the above-mentioned
degrees of heat, alchemists laid more emphasis on an accurate temperature
control of furnaces (Norton [118]) necessary in early metallurgy (Agricola
[119], cf. Fig. 16.). Adjustment of temperature was, however, purely manual, oil
lamps with adjustable wicks, water and sand bathes for lower temperatures and
variation of fuels for higher temperatures. In various processes, such as firing
ceramics or melting glass, it was vital to keep certain temperatures constant.
This required the introduction of ecarly scales for experimental practice.
Moreover, fuels giving moist or dry heats were distinguished with an awareness
of how to produce high temperatures (also used in burning glasses and mirrors).
They also accumulated a vast store of knowledge of the effects of heat on
various substances, even if they were unable to interpret the results and
satisfactorily measure the temperature.



101

DE RE 777l LLL U VLA AR A NS AR
i ””‘ll“\\\\\\\‘\\\
METALLI || s stk 7/
e o onl one. 3 Ll ake 4]
EST. DE ORIGINE: u'ﬁ.m Iurnnl‘ulr lﬁelldltn il l the ratw
€Ay HOC ” materialf, e fecond to remelt them e mhh
Varietate, & NaturaCorporum for cooling the glafl vefel] and stljce hot
Hetallicoram, Lapidum , Gemmuroes, atq;aligs T g ﬂ-;:'m |'-'-'§' take I-wlrE .ﬂ. :m;
rum,qué exfodinis eraantur,reram,ad that |l;rgl|13 hat nlldm |||f| e cla
paedicine sfem deferniencivm, i..-ufe u hm-m.r i the maff, --a r-r-
LIBRI IIL it flemw leff mef]. zwlghll-m
e u'l}'l'!'i"’..ﬂiﬁ e takel af mnch
Autore ot o licent ox the kiog ol (ot intenned
CHRISTOPHORO i it hither and thlihee on o marble

io Salmeld 'Im u uulu it properly homegencouf, and
Encelio Salueldenfl, m;;-,} Inte lgckﬂ%brllﬁ :e I:”I.url it in x
bubble form...  Tye Lifef e @ et l;l
Priuilegio Im| in a circle round bif ficab and eyl proirace the
Cum 8 P afi, -rgludnhr-%;l infertion inte a
olletw copper mould. Ty mulﬂ Wil
blewing, com preffing and extenbl $I
according le nH will &ll qobletf, |rl| lr cmrr
objectf. Then he preffef it -q-il o the marble
!ulmi itf bafe amd mbf it Infide By the fecond
i entf U] moutlh with fhear] and, if
:\‘g ir:bwll;cdﬂlm abbf fect and hanblcf, and
Wbl it or paint] it with verivu] paintf.
m!? e Depefie] it in on eblong clay weffel
w!pitl; §f Ui ilpe ihicd jurmace... and letf it conl. =

FRANC. Apud Hered. Cli- . Bgrieata, T+ v salicn, 1356
fani B i,

My Dy LVIL

Fig. 16. — Reproduction of the title page (front prolegomenon) from the very influential
book “De re Metallice”. Additional two selected (inside) pages (right) describe the process
of processing glass and illustrate the period furnace with glass pipe-blowing custom. Note
there a smart way of drying the fuel wood by pushing it around the furnace wall that
enabled the minimization of humidity and thus achieving the wood higher caloric value

The most celebrated process was calcinations, i.e., firing substances to
turn into powder known as ‘kalk’ or ‘calx’ sometimes called ‘alcool’ (of gold).
The calcinations furnaces were customary named ‘athanor’ (from Arabic ‘at-
tannur’) when sand in a bath was replaced by ashes.

While Arabs had only weak acids, European alchemists of the 16"
Century learned to prepare and condense strong acids like ‘aqua fortis™ (nitric
acid) and spirits of salt or ‘vitriol" (hydrochloric and sulfuric acids), their
mixtures capable of dissolving even gold. They became a powerful instrument
that made it possible to produce and also characterize ever more varied salts and
their spiritual parts separated by distillation enabling to create a more exacting
relationship between the identity and way of its testing. An unidentified element,
often termed as ‘alcahes’t (i.e., ‘alkali-est’ in the sense of a universal solvent
resembling today’s action of catalysts) was believed to exist as grounds of the
four basic possibly to act as an all-purpose medicine.

At the turn of the seventeenths Century, alchemy flourished remarkably
during the region of the Bohemian emperor Rudolph II and Prague became a
home of many famous alchemists, among others there were Hajek or Rodovsky
of Czech origin as well as noteworthy Stolcius and Marcus Marci (cf. Fig. 17.).
They wrote — for that time — very advanced books [120,121], which possibly
foreshadowed some laws (such as the refraction laws of light and intuitively
moved thoughts toward coming within reach of the conservation laws). Marci,
however, was strongly convinced that white light was the simplest element
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(‘quinta essentia’), which, interestingly, was close to the subsequent concept of
‘elementary waves’ propounded about fifty years later by Huygens in the wave
theory of the basis of light. There, however, is inconsistent information about
Marci’s educational activity, he was possibly rector of the famous Charles
University, which was founded 1348 in Prague as the first university in the
middle Europe. There, perhaps, a world first specialization called “chimiatrie”
was unveiled, which was conceivably taught as an unusual subject with regards
the traditional university disciplines: major ‘artes liberales’ and minor ‘artes
mechanicae’ (i.e., learning common crafts such as warfare, see-voyage,
business, agriculture, hunting, medicine or veterinary) but not in ‘arfes incertae’
(which was a part of the habitually rejected ‘equivocal arts’ associated with
occultism, which traditionally involved alchemy).

However, medieval learning is difficult to recapitulate in a condensed
form but even in the contemporary world, full of progressive technologies, this
elderly philosophy has retained its incomputable role. It remained engaged in the
challenge of trying to maintain a sustainable world, on both levels of matter and
mind, for the next generations. Popper recently recalled ‘Tria Principia’ of
cosmic evolution grades pointing out three internal appearances of the Universe:
(i) a world of physical contradictions (challenge, personal precariousness —
"sal”), (ii) a world of significance (implication, subjective experience — "sulfur’)
and (iii) a world of energy (vivacity, creation of the human mind and ingenuity —
‘mercer’). It is somehow related to the interdicted and almost forgotten
Hermetic philosophy, with prophecy (God) having the highest, and matter
(Earth) the lowest state of eternal vibrations, everything there undergoing
processes of dissolution (‘solve’), and integration (‘coagule’) within three levels:
(i) exploitation of raw materials or digesting of food on a physical level (life),
(i1) breathing, energetically based on a spiritual level (love), and (iii) meditation,
thought based on a heavenly level (wisdom).

3.5. Emerging new ideas

The modern scientific world is far beyond using any mystic concepts, and many
areas of research are now public property [42,122-126]. Early mystical
philosophy did not really need exact science. It did not look for measurable
quantities and therefore scholarly knowledge was deliberately kept a secret,
often for moral reasons. The human mind, however, needs a bit of both.
Hermetic philosophy admitted that the universe is calculable, separating quality
and quantity at the same time, i.e., harmony is best when sensually perceived but
when expressed by numbers. Measurement was thought to be associated with
the consciousness of the person who actually makes it, but nowadays it comes
close to the ideas of quantum mechanics. Bohr said “there does not exist a
quantitative world, there exists an abstract description of quantum physics. The
task of physics is not a search how nature is, but what we can say about
nature.”
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Fig. 17. — Some famous scholars from the Middle Age Bohemia: (left) Tadeds Hdjek z Hdjki
(1525-1600) known as Thaddaeus Hagecius ab Hagek , author of many books (geodesy,
botanic, medicine) particularly acknowledged for the first concise book on the beer-making
"De cerevisia” (brewery 1585), who became famous as a doctor of the Rudolph 11 (1552-1612,
Rome Emperor and Bohemian King) during the flourishing period of alchemy in Prague.
(middle left:) Jan Marek Marki (1595-1667) known as loannes Marcus Marci who probably
helped to reveal the fundamental properties of the spectral colors that emerge when light
passes through glass prism already aware of their monochromatic properties, i.e., any
succeeding refraction or reflection did not change colors. He also studied the color change in
rays when spectral colors are mixed. He passed light through a glass prism twisted into the
form of a bracelet, which he called the ‘trigonum armillare'. He pondered on the diffusion of
light in circular spheres, and the way in which the intensity of the light diminished with
increasing distance from the source, but only to a certain, terminal distance. He, however, was
strongly convinced that white light was the simplest element, the ‘quinta essentia’.
Interestingly, his ideas were close to the subsequent concept of ‘elementary waves’
propounded about fifty years later by Huygens in the wave theory of the basis of light.
(middle right:) Facsimile of the page 154 of his book ‘Thaumantias liber de arcu coelesti’
(right) explicates the Marci’s two-dimensional model of the propagation of light spheres from
a spherical source: on a circle with center (a) he chooses six regularly distributed point
designated with the letters (b — g). From these points (as it were centers) he draws circles of
the same diameter as a picture of the spheres of propagating light. The points of intersection
the circles designated by (h — n) indicate the increasing intensity of the light in the direction of
its source, and the set of light spheres is closed in an ‘envelope’. (right:) Prokop Divis (1698-
1765) known as Wenceslau Procopius Diviss Bohemus from Pram a famous inventor of
lightening rod (1754) and investigator of electrostatic effects.

As pointed out in the preceding chapters, fire was always kept in a central
position of human awareness, in its view as a primary element. It was well-
known that the orderly employment of fire provides warmth and pleasant
conditions in which to think about, e.g., how to order things or how to gain easy
energy. Wild fire was feared to destroy everything, creating chaos by means of
the destruction of material possessions held by society, as well as in terms of the
destruction of the human mind. Fire leaves a fingerprint in all types of
evolution! Let us again, briefly, mention alchemy, as an example of an old
endeavor for fire. Within the modern world of science, alchemy is considered to
be rather archaic and without a real scientific base, often subjected to ironical




104

comments. We, however, should recall that alchemical philosophy was close to
the science of Causation’s; it tried to perfect matter whilst being aware of nature
as a model. That is to say, it respected the order of nature, somehow resembling
present day thoughts on living nature (ecology). Alchemy was undoubtedly
related with the process of self-recognition, and success in the laboratory led to
individualization, and, vice versa, individuality guided laboratory mastery.
Alchemy was a universal art of vital chemistry, which by fermenting the human
spirit purified and finally dissolved itself into a kind of philosophy. On the other
hand chemistry, as a consequently derived true science of facts, is primarily
oriented to the utilization of nature, freely processing and exploiting basic/raw
materials and trying to dominate nature — it shamelessly enforces order on nature
and neglects its consequences.

Paradoxically, perhaps, it was a mystic (Agrippa, Meyer, Stolcius,
Paracelsus) and practicing (Agricola, Valentinus, Rodovsky, Sendziwoj,
Libavius) alchemists who really believed in the physical transmutation of metals
and not the theoreticians who contributed most to the scientific progress during
the medieval alchemical area [126]. The allegorical complexity of alchemical
notations and the impossibility of knowing whether the author understood what
he was writing, or merely had copied a text that was obscure to him, made
alchemists the butt of criticism and mockery. Thereby, its rationalization of
chemistry and its marginalization of acculturation aspects are inseparable from
the invention of easily available and distributable forms of written messages.
The role of printing in alchemy is commonly neglected although crucial. As and
could thus be confronted and challenged by more modern authors still full soon
as ancient texts were published they become accessible to the wider public of
various allegoric depictions. In 1597, Libavius published a book about fire
(‘Pyronomia,) where he already enhanced the associated role of human
skillfulness and proficiency. However, it was Helmont (epigone of Paracelsus)
who, at the turn of seventeenth Century, rejected the persisting theory of four
elements, as well as that of the three primary bodies. Instead he believed water
to be the unique primordial substance, and looked for two sources of natural
development of minerals and metals (‘seminal spirit’), which were responsible
for creating all objects in various shapes. He distinguished a kind of ‘universal’
gas from liquefied vapors, even identifying spiritus silvestris’ (CO;) that he
found emerged from certain natural substances when consumed by fire. In the
book “Sceptical Chymist” (1661), Boyle extended the attack on the theory of the
four elements and planted the modern roots for natural sciences and the concept
of chemical elements. The associated salt theory, which originally subverted the
idea of a salt as an alchemic principle, helped in the understanding of the
phenomena of solubility as a process. It became, correlatively, a way of further
separating salts that finally helped Lavoisier to arrive at the modern definition of

affinities.
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It is worth noting that Plato already possessed a similar view of an
element based on ‘chdra’ (analogous to Indian ‘amah’ that is understood to
become fire or water containing ‘proté hylé’), i.e., continuous dynamic
transformation of elements within themselves (resembling a quantum vacuum in
the framework of bootstrap and/or particle democracy. The four elements were
then identified with the macroscopic phases of gas (from the Dutch contortion of
the Greek world ‘chaos’) and Latin derived liquid and solid. ~ Fire became
comprehended as heat and recently even better related to plasma, which
accentuated and furthered thinking in the direction of yet other forms of energy
that lie outside the aims of this book (e.g. nuclear).

Fig. 18. — Symbolist use [9], for example, triangle (left) symbolizing both the Earth as well
as fire (with its corner pointing up). It may be read in such a way that water and earth would
be freed by fire out from ‘prima materia’ and transformed to ‘kvitesency’ symbolized by a
superposed circle (about 14th cent). Middle: the demonic ‘Hermafroid’ stands on a dragon
(symbolizing ‘prima materia’). Masculine part holds sword (justice) while feminine holds
crown (boast). It is noteworthy that this replicated picture is from about the 15th Century and
is supposed to be a part of a gift from the Franciscans to emperor Zikmund at the occasion of
the Constancy council that condemned the famous Bohemian scholar and reformatory priest,
Jan Hus to the stake. At the right, notice inside the Hermetic egg, the laying “Uruboros’
speared to three flowers — golden, silver and central blue (which was assumed to be the
Magian’s flower — ‘flos sapientum’), which was later assigned as the reassignment of
Romaniticsm (Pandora 1588). Courtasy of Helmut Gebelein, Miinchen, Germany.

Boyle was also known to strongly criticize the traditional, so-called “dry
way separation”. He pointed out that when compounds were put into a fire that
was ‘too hot’, the substances obtained were not necessarily components of them
but were “creatures of fire” that revealed nothing about the original compound
(products what experimenters call “artifacts” today). He preferred slow agitation
and gentle heat that could have time to transform textures and therefore produce
elements different than those produced from other methods of forcible
decomposition. Boyle was also the first to use flame testing, probably the first
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thermo-chemical analysis, making it possible to recognize a substance by the
color of its flame when it is burned as well as the property of evolved air called
“elasticity” (its volume being inversely proportional to the pressure).

Although the 17" Century was a time of notable scientific progress, the
scientists of the day were themselves far less respected and far less listened to
than today’s scientists. Some of them, such as Newton and Leibniz who are
responsible for the introduction of many modern theories, were also devoted
alchemists. The idea of “fire fluid” (globular particles that attach easily only to
combustible objects) persisted for another two hundred years and assumed that
when a substance is burnt, the non-substantial essence (‘ferra pinguis’) escapes.
The definition of the laws of conservation needed more precision on account of
the action of traditional ‘vital and mortal’ forces. Conservation was assumed to
be something general between and within the system as probably first noted by
the non-cited Czech educator Marcus Marci [121].
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Fig. 19 — Title pages of some selected books that took a significant role in the gradual but
lifelong maturity of an educational attempt to improve the learning of chemistry: (upper raw)
from the yet alchemy-effected book by Bovle (1661) and Majero (1618) to the early chemical
textbook by Boerhaave (1732).

Descartes [127] played an important role, even though he first believed
that the Universe is filled with matter in three forms: fire (Sun), transparent
matter (Heaven) and dark matter (the Earth). All observable effects in nature
were assumed to happen due to the eternal movements of matter, which form
gigantic or quite small whirls — tourbillons. Such a theory can, of course, explain
everything, but unfortunately cannot predict anything. A little better was the
theory proposed by Gassendi, a devoted follower of Democritos, who identified
heat and coldness with microscopic material particles, adjoining atoms.
Accordingly, the substance heat consists of spherical and very fast atoms, while
the atoms of coldness are lazy tetrahedrons with sharp edges causing pain and
destroying solid materials. The compatibility of this “substantial” theory with
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mathematical treatments probably helped it to survive with minor changes until
the 19™ Century. Interestingly, the premise of Bacon and Descartes that heat is a
kind of motion, contradicting the opinion of Gassendi that heat consists of
particles ("quasi-particles’) was unified, in a sense, by the modern kinetic theory
of matter.

Some associations of the above mentioned ideas can be observed latterly
in the symbolic lessons of Amerindians within their innate principles, for
example, the magic number ‘four’ representing world cardinal points, four
traditional elements, four animal legs, etc. Indians used to evoke magical
circularity of shapes like cone-shaped tent (tepee or wigwam) or rounded stone
because the nature provides globular forms (sun and moon), living creatures
sustain the rounded appearance without corners showing thus the harmony of
nature and being. The circle is also kept as a symbol of human belonging (while
sitting around a fire when the Indian chibouk moves from hand to hand in
support of peace). On the other hand, the implanted world of whites was
assumed to be represented by squares like buildings, rooms, banknotes,
televisions or cars, which made Indians feel sad and sicken of modern
civilization. Indians complain that the actions of whites were not in the vital
conformity with long-established wildlife, producing too much unnecessary
waste, harming thus nature and producing disharmony for future generations. On
the other hand, Indians tried to live within the rules traditionally given by the
natural world as, for example, they hunted bison not only for food but they used
almost everything to the last piece while the whites came to shoot bison just for
choice meat and the pleasure of killing.
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Chapter 4

4. CONCEPT OF HEAT IN THE RENAISSANCE AND
NEW AGE

4.1. Phlogiston — deciphering combustion

The various phenomena of combustion [52,128-134] were known for
many centuries before any attempt was made to explain them or, indeed, before
any attempt was made to investigate them. One of Boyle's contemporaries,
Mayow, assumed that atmospheric air contained a substance which he termed
‘spiritus igno aereus’ which combined with metals to form ‘calces’ and which
was associated with the process of respiration. This assumption contained the
germ of discovery of the new approach to explain combustion later enriched by
Becher who assumed that all inorganic substances consist of three ‘earths’: the
mercurial, the vitreous and the combustible. The last term was named as ‘ferra
pinquis’ and when any substance was burned, this essence escaped.

Stahl gave to us a special characteristic of chemistry called the “blend
union” or the ‘mixt’, which was distinguishable from aggregations (mechanical
unions), and their analysis became the entire task of the chemist alone. It was
later proposed that a mechanical agent or “instrument”, i.e., fire (or heat), water
(solvent) or air, bridged the gap between the ‘mixs’ and aggregates. Fire put the
‘phlogiston” (renamed “terra pinquis’) in motion, air blew off the most volatile
parts and water put the parts into solvated motion. Fire was therefore the
instrument, and the phlogiston was the element entering into the composition of
the "mixts’. It explained combustion as well as the transformation of ‘calx’ into
metal and, vice versa, (i.e., metal = calx + phlog.). Phlogiston was, thus, a
revolutionary element since it suggested that both combustion and corrosion
aide in the same operation of oxidation, which is the inverse operation of the
process now called reduction.

During the so called ‘phlogistic’ period (lasting for about one hundred and
twenty years) the science of thermochemistry was enriched by the labors of
many eminent investigators, e.g., Cavendish, Pristley, Scheele. Although it is
easy for modern scientists to ridicule the absurdities of such a phlogistic theory,
it must be borne in mind that this idea was very much contributory to the better
understanding of early views of energy conservation and it served to stimulate a
vast amount of experimental research. The downfall of this theory was caused
by the observed fact that products of combustion retained a greater weight
(mass) than the combustible substances from which they were derived. The
ingenious attempt to explain this phenomenon by assuming that phlogiston
possessed a negative weight did not, however, survive later rational protests.
The final overthrow of this idea may be thought as the marking of the beginning
of a new era that began modern chemistry but the phlogistic period should also
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be associated with the discovery of the more important constituents of the
atmosphere (dephlogisticated air — oxygen, inflammable air — nitrogen, fixed air
— COa,, phlogisticated air — hydrogen and compound nature of water).

The true attacks on phlogiston would become significant only in a larger
context when the theory of gases arrived, which was essentially developed by
the work of Lavoisier. The key factor in his theory was the new substance of
heat or matter of fire, called caloric, which crept in among the constituent parts
of a substance and gave it expansibility. If the physical state of body were
explained by the quantity of caloric, then consequently air would lose its
essential function as a principle. Although caloric differed from phlogiston
because it could be measured with an apparatus called a calorimeter (designed
by Wilcke and later used by Laplace, Lavoisier and others), it was nevertheless
an imponderable element with its own properties.

The belief that the elastic properties of gases could be accounted for by
supposing that gas particles were stationary and subject of mutually repulsive
forces was wholly Newtonian approach and it was readily acknowledged by
most of the 18" and 19" Century writers. It was related to the Principia where
Newton had shown how Boyle’s Law could be predicted on such a basis if it was
assumed that the repulsive force between any two adjacent particles of gas
expanding or contracting isothermally was inversely proportional to the distance
between them.

Lavoisier expounded the view that gases and vapors resulted from a
combination of ‘matter of fire’ and with a ‘base’ which could be either a liquid
or other volatile solid. The mechanism of this combination he resembled that of
a normal chemical union. Heating occurred in the process of combustion, for
example, simply because the base of ‘air vital’ (oxygen) had a greater affinity
for the inflammable substances than for the matter of fire and so combined with
it, allowing the fire to escape and became free. When fire was combined with
ordinary matter it was undetectable, and it was only when it was free that it
affected the thermometer and produced the sensation of heat. He defined the true
measure of hotness simply as the quantity of free (uncombined) fire in a body.

Some year’s later the Irish chemist Higgins described fire as ‘elastic fluid’
whose elasticity was the result of repulsion, which was attributed to the ‘charges
of the repellant (fiery) matter’ which formed ‘distinct atmospheres’ round the
‘grosser parts’ and so caused them ‘to recede from each other contrary to their
inherent and incessant attractive power’. Higgins went even so far that the
density of the atmospheres varied ‘reciprocally as the distances from the central
particles, in a duplicate or higher ratio’.

Boerhaaves’s description of fire in his Elements of Chemistry [54]
showed that it was composed of particles, which were the smallest and most
solid of all bodies yet known, and were also weightless, a fundamental property
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for the later formulation of caloric theory. In his opinion it was the motion of
particles of ordinary matter (conceived as a vibration) which was responsible for
the phenomena of heat and it was the function of fire, by its own movement,
simply to cause and sustain this motion. Boerhaave's fire, both in its function
and structure, resembled Descartes’ subtle fluid rather more closely than it did
Lavoisier’s caloric. Indeed, it seems that belief in the materiality of fire was a
part of standard doctrine, especially among chemists, long before Lavoisier
received his sanction for the caloric theory.

4.2. Rise of the theory of caloric

By the time caloric theory emerged [134] there were already a number of
well developed theories of electricity, magnetism and light that were based on
the existence of subtle elastic and often imponderable fluids with properties
remarkably similar to those of caloric. For example Franklin’s description of
electricity in the late 1740s conceived it as being composed of small weightless
particles which, although being mutually repulsive, were attracted by the
‘particles of common matter’. All bodies were though to contain a certain
quantity of such electric fluid, even when they were electrically neutral,
becoming charged only when an excess or deficiency of fluid was created. By
the 1770s the fluid theories of electricity and magnetism were well known and
generally accepted.

Unfortunately, the great pioneers, /rvine and Black, published almost
nothing in their own lifetimes [133] and their attitudes were mostly
reconstructed from contemporary comments and essays published after their
death. [rvine supposed that heat was absorbed by a body during melting or
vaporization, simply because at the melting- or boiling-points sudden changes
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Fig. 21. — Recreation of
Black’s method [9] for the
measurements of latent heat
of ice melting, A, (upper 1),
was a special set up that
was luckily made according
to advice of a practical
whisky  distiller, citing
“when his furnace was in
good order, he could tell to
a pint, the quantity of liquor
that he would get in an
hour”. So that Black made
his experiment in such a
way “boiling off small
quantities of water and
found  that it  was
accomplished in times very
nearly proportional to the
quantities, even although

the fire was sensibly
irregular”. 1t described an
almost linear change of

temperature (0) with time,
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¥ which is probably the first
record of thermal analysis.
An allied calculation,
according to Black’s laboratory notes, is the incorporated and correct value of A as revealed
in the frame (in the relation to temperature increase of A = A/c). Below (2) is shown the
principle of Black’s method for determining of latent heat of water melting, already using a
kind of mixing calorimetry. He concluded */ imagined that during the boiling, heat is
absorbed by the water, and enters into the composition of the vapor produced from it, in the
same manner as it is absorbed by ice in melting, and enters into the composition of the
produced water. And as the ostensible effect of the heat, in this last case, consists not in
warming the surrounding bodies, but in rendering the ice fluid, so in the case of boiling, the
heat absorbed does not warm surrounding bodies, but converts the water into vapor. In both
cases, considered as the cause of warmth, we do not perceive its presence, it is concealed, or
latent, and I gave it the name of ‘latent heat’. (Courtesy of Ivo Proks, Bratislava, Slovakia).
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took place in the ability of the body to contain heat. /rvine’s account that the
relative quantities of heat contained in equal weights of different substances at
any given temperature (i.e., their ‘absolute heats’) were proportional to their
‘capacities’ at that temperature. It is worth noting that the term ‘capacity’ was
used by both Irvine and Black to indicate specific heats, cf. Fig. 21. They
introduced the term ‘latent heat’ which meant the absorption of heat as the
consequence of the change of state.




112

In the calculation of the latent heat of a given mass of ice, Irvine took the
quantity of heat that would raise the temperature of the same mass of water by
140 °F and the values for the specific heats of ice and water were thus 0.9 and
1.0 respectively. Where the melting point was x°F above the assumed ‘absolute
zero’ it followed from Irvine’s assumption that the total quantities of heat in the
ice before melting and the water after the change of the state, both quantities
being measured at 32 °F, were proportional to 0.9x and 1.0x respectively and
hence, on the assumption that heat had been conserved, that x = 0.9x + 140 =
1400 so that the zero point in this calculation would therefore be -1368 °F, the
value being very sensitive to the assumed figure of specific heats of ice, later
corrected to 0.85. Lavoisier and Laplace were careful to emphasize that small
errors in the specific heats could seriously affect the calculation having also little
sympathy for such basic “Irvinist’ assumptions as the proportionality between
capacities of various bodies and the quantities of heat that they contained.

Similarly Dalton [133,135] chose to consider the expansion of air at
constant pressure between 55 and 212 °F (the range of his own experiments)
assuming a proportionality between the total heat content that would have
increased from Qss to Q,y2 and the change of inter-particle force from Fss to Fyyo,
i.e., Qss /Qa12 = Fss /F»p2. By further relating F to the distance, d, between the
particle centers, where d° were, of course, proportional to the volumes that the
air would have occupied at given temperatures it followed that dss /dy1; = Tss
/T»1; providing an estimate of absolute zero at -1515 °F. In 1801 Dalton
mentioned “...this remarkable fact that all elastic fluids expand the same
quantity in the same circumstances, plainly shrews that the expansion depends
solely upon heat; whereas the expansion in solid and liquid bodies seems to
depend upon an adjustment of the two opposite forces of heat and chemical
affinity, the one a constant force in the same temperature, the other a variable
one, according to the nature of the body, hence the unequal expansion of such
bodies...”

An important approach was introduced by Cleghorn, who in 1779 related
the material theory of heat in his book ‘De igne’ as follows: “...since the
quantity of fire distributed among bodies increases with the attraction for fire
that the bodies exert and decreases with the repulsion between the fire particles
themselves, it follows that if in any body the former quantity is diminished or the
latter increased, then the fire will flow from that body until equilibrium is again
restored. Heat is then said to be generated. On the other hand, if the attraction
of any body were to be increased or if the repulsion between the fire particles
were diminished, more fire would flow into the body and in this case cold is said
to be generated...”

Like Dalton, Avogadro believed that gases were composed of particles of
ponderable matter each surrounded by a sphere of caloric that was retained by
an attractive force between it and the particle. It was this force, he maintained,
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which determined the quantity of caloric in any given molecules and he thus
differed from Dalton, for whom the quantity of caloric was the same in all
molecules under similar conditions of temperature and pressure, irrespective of
the nature of the gas and the magnitude of the force. The size of a gas molecule
was determined by its chemical structure, and here gain Avogadro differed. So
Avogadro’s view of gas structure provided him a new and virtually unique tool
for the development of caloric theory. Avogadro was evidently assuming a
close analogy between the mechanisms that retained caloric round a molecule
and that which, according to Berthellet [136], governed the chemical
combination between substances. He even proposed a purely empirical relation
involving refractive power (rp) and the affinity for caloric (A), such as: rp =
0.419 A + 0.581 (A)1/2 and he devised a scale of the affinities of all compounds
to vary from 1.3 to 2.49. Between these limits he laid the affinities of certain
acids and alkalis, true neutrality being at 1.7

The greatest benefit of caloric theory was that it supplied an obvious
solution to the problem of thermal expansion and contraction. Heating a body
had the effect of adding fluid caloric to it and, consequently, the body expanded.
On cooling the opposite occurred, involving the removal of fluid caloric from
the body. Many of the properties of heat were explained by considering each
particle to be surrounded by an atmosphere of caloric, whose density is related
to the intensity of the gravitational attraction between it and the center of any
particle. The gravitational attraction was considered to be inversely proportional
to the square of the distance between the centers of the particles involved, while
the caloric atmosphere, which caused the repulsion, was assumed to obey a
logarithmic law in the analogy to the Earth’s atmosphere. In liquids, the caloric
content was sufficiently high so that the atoms were not held in a rigid position
by mutual gravitational attraction and in gas this attraction was considered
negligible. Thus, it was predicted that the expansion of a gas would be much
greater than that of a liquid and than that of a solid. It also explained that the
expansion coefficient increased with temperature more rapidly for liquids than
for solids. In certain views on the physical behavior of gases, particles were
even assumed to be stationary, the pressure keeping them such and being
derived from the tension of caloric.

The theory of caloric played probably a similar role in making the
observation that gravitational force does not pull all things together to form one
very dense body as a current dispute about the invisible dark matter (and/or
energy), which hypothesis is used to explain its yet undefined antigravitational
forces that keeps the Universe expanding instead of only contracting under the
omnipresent gravity.

A careful distinction, however, was drawn between the intensity of heat
and the quantity of heat [133,134]. All atoms did not have identical caloric
atmospheres, and although they all had a logarithmic dependence of caloric
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density on distance, the rate at which the atmospheric density reduced, varied
from substance to substance. The quantity of heat required to produce a given
change of temperature for a given amount of material, was called the specific
heat of a materials, by analogy to the term of ‘specific gravity’. Heat could take
two different forms, sensible and latent. Caloric was considered to combine with
atoms in a fashion similar to how atoms bind together, and with such
combinations the caloric changed from its sensible form and became latent.
Such a chemical combination of an atom with caloric produced a ‘new’
compound in which neither the original atom nor the caloric retained its identity.
No heat was considered to be lost in the process since it was reversible — cooling
a body down returned the caloric back to its sensible form.

Let us consider two erstwhile examples;, when a piece of iron is
compressed by hammering, the sensible caloric is squeezed out and the surface
of the iron becomes hot, or if a gas is compressed it emits caloric and becomes
hotter. It was thought that sensible caloric could be squeezed from a body by
artificially pushing the constituent atoms into closer proximity to one another
than what the mutual repulsion of their caloric atmospheres would allow.
Therefore, if pressure was put on a substance near its boiling point, some of the
sensible caloric would be lost from the substance and a higher temperature
would have to be applied before sufficient caloric was available to the atom for a
vaporization to occur. The less caloric a body had, the greater was the attraction
between the atoms of that body and its surrounding caloric fluid. In adding the
caloric to one end of an iron bar, the atoms at the heated end required more
caloric than their neighbors and by having more, their attraction for this caloric
were less. Thus, the neighboring atoms attracted the caloric away and continued
to do so until all the atoms of the substance had achieved the same caloric at
atmospheres. The facility with which caloric could be passed from one atom to
another depended upon the structure and composition of the iron (substance). It
is worth noting that a more careful study of what is currently being taught and
used as the world quantity of heat concerning its behavior and phenomena
shows a striking similarity with the above-discussed caloric theory of the past

There was another important account by assuming the Berthollet's
analogy between the behavior of caloric and that of acids, which allowed certain
additional simplification. Thus it was no longer necessary to ascribe special
properties to each of the forms of caloric. The latent heat and temperature
changes was thus viewed as the result of opposition to the naturally expansive
force of caloric in ponderable matter and it was the force of cohesion between
the molecules which resisted this expansion force and so caused heating when
caloric was added. Berthellet said in 1803 “..If one hesitates to regard this
similarity between the properties of caloric and those of a substance entering
into chemical combination as a conclusive proof of caloric’s materiality, one
cannot but agree that the hypothesis that it exists presents no difficulties and has
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the advantage of involving only general and consistent principles in the

3

explanation of phenomena...”.

4.3. Decline of the caloric concept

The weakening of caloric theory begin with the work of Fourier on heat
conduction and with Joule’s work of the early 1850s, which gave a trivial
corollary of the equivalence of heat and work that, however, yet needed to
determine the type of motion that was thought to constitute heat. Such
uncertainty [136] was felt concerning the nature of the motion of heat and the
process by which the matter was resolved was slower and far more complex
than is suggested in most histories of that period. There was an interesting
approach by Rankine (1850) to interpret the new thermodynamic principles in
terms of an elaborate vortex model of the atom, the motion in this case being
associated with an ‘elastic atmosphere’ that revolved or oscillated about the
‘nucleus or central point’ of any atom of matter. The quantity of heat was thus
nothing more than the vis viva of the revolutions or oscillations perfumed by
these atmospheres. Some years later (1867) another vortex theory was proposed
by Thompson, who suggested that the atoms might be nothing more than centers
of vortex motion in all-pervading fluid ether.

Already in the year 1812 Davy said [135] “...The immediate cause of the
phenomena of heat is motion, and the laws of the communication of
motion...temperature may be conceived to depend upon the velocities of the
vibration, increase of capacity of motion being performed in greater space; and
the diminution of temperature during the conversion of solids into fluids or
gases, may be explained on the idea of the loss of vibration motion, in
consequence of the revolution of particles around their axes...”

Rumford wanted to prove that heat has no mass and that it can be
produced, without limitation, by friction. He also wanted to show that thermal
motion of particles occurs also in liquids. He tried to explain heat transfer in a
vacuum by the vibration of material particles that cause a ‘wave motion of the
ether’, capable of propagating in a vacuum. Rumford’s ideas contradicted the
accepted understanding of such a heat transfer, which was thought to be the
consequence of repulsion of the caloric particles in its ‘non-ideal’ solution, their
high tension tending to ‘redistilled’ caloric through a vacuum from a warmer to
a colder body.

Probably the turning point was Clausiu’s explanation (1857) in which he
gave a lucid and most lucid and convincing account of various motions —
rotational, vibration and translational — of which he believed the molecules of
solids and liquids to be capable. He argued that the observed specific heats of
gases could only be predicted theoretically by taking account not only by the
translation vis viva of the gas molecules but also their rotational vis viva. He also
introduced the concept of the mean free path of gas molecules and he used to
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explain the slowness with which the gases were known to diffuse through one
another. It was left for Maxwell in 1859 to add the ingredients of our modern
kinetic theory that was most obviously lacking in Clausiu s treatment, i.c., the
statistical distribution of velocities among the particles of gas [52].

4.4. Heat and energy

In the year 1647, Descartes [127] became the first to propose the
conservation law of the quantity of motion, presently called /inear momentum,
and showed it to be proportional to mv. Subsequently this idea was extrapolated
by Leibnitz, who introduced the terms ‘vis viva’ for the quantity mv* and ‘vis
mortua’ further related to Newton’s gravitational forces. Leibnitz’s idea of a
‘vital force’ was extended to an isolated system by Lagrange [136], when he
assumed invariance of the sum of this quantity with the function of the
coordinates of a particle, i.e., with their potential energy. The terms ‘energy’
(ability for virtual work) and ‘virtual displacement’ were used for the first time
by Bernoulli, were weaving their path to a wider appliance very slowly and yet
at the turn of 20th Century the term ‘vis viva’ occurred still quite commonly.
Waterston reported in 1845 [52] that the “quality of perfect elasticity is common
to most particles so that the original amount of ‘vis viva’, or acting force of the
whole multitude, must for ever remain the same. If undisturbed by external
action it cannot, of itself, diminish or increase.... striking against and
rebounding from each other they undertake any possible mode of occurrence
such that the particles are move in every possible direction and encounter each
other in every possible manner during so small an elapsed interval of time that it
may be viewed as infinitesimal in respect to any senmsible period”. It was
Coriolis who started to use the name ‘lives force’ for a half of its original value,
mv’, and thus simplified the relation with work. However, it was Joule who
entitled the principle of work as mechanical power. In 1853 Rankine introduced
the term ‘potential energy’ and thanks to Tomson the outlasting ‘vis viva’ was
finally renamed as ‘kinetic energy’.

Not knowing what fire actually was, Black avoided speaking of it, but he
studied the specific relations between the two measurable quantities of heat and
temperature, which were not new in themselves. Amontons first used the effect
of heat when he made an air thermometer. In fact, the use of this new instrument
brought about the very question of how to define the quantity of heat separately
of temperature, since its measurement is a function of both quantities. Black was
interested in the way in which heat was fixed in bodies and he called this heat as
“latent heat” — the heat absorbed or released by a body during a change of state
without a change in temperature. Contrary to the standard understanding of heat
absorption as the penetration of a fluid (caloric) through a porous body, the way
of absorption of latent heat is not comparable and must be understood as a
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Fig. 22. — Time-honored ice calorimeter, which was first intuitively used by Black and in the
year 1780 improved by Laveisier and Laplace. The heated body is cooled down while placed
in ice and the heat subtracted is proportional to the amount of melted water. In the year 1852,
Bunsen proposed its more precise variant while determining volume instead of weight
changes (middle). The cooling calorimeter was devised 1796 by Mayer, Dulong and Petit,
but became known through the experiments by Regnault. Thermochamical measurements
were furnished by Favre and Silbermann in 1852 using the idea of Bunsen ice calorimeter
but replacing ice by mercury the volume measurement of which was more sensitive.

different, rather combined process that entails both the ideas of melting or
boiling. Black's elegant explanation of latent heat to the young Watts became
the source of the invention of the businesslike steam engine as well as the
inspiration for the first research in theoretical thermochemistry, which searched
for general laws that linked heat, with changes of state. Heat and its
measurement were, however, to belong to mechanic-physics, were they were
integrated into the economy of chemical transformations.

With little doubts, until the work of Black and Irvine, the notions of heat
and temperature (from temper or temperament first used by Avicena in the 11th
Century) had not been distinguished between. Black’s work, together with that
done by Magellan, revealed the quantity that caused a change in temperature but
which was itself not temperature — the modern concepts of latent heat and heat
capacity. They explained how heat is absorbed without changing temperature
and what amount heat is needed to increase a body’s temperature by one unit.
Worth noting is the original proposal of a name for one unit of heat to be a
therm (sufficient heat to warm 1g of water by 1° C) or the proposal by Groffith
to name it after the lesser known physicist Rowland. The description of latent
heat and heat capacity answered, to some extent, the warning given by
Boerhaave [54] in the beginning of 18th Century ...“if we make a mistake in the
interpretation of what is fire, this deficiency can afflict all disciplines of physics
and chemistry, because in all natural creations fire is involved, in gold as well
as in emptiness.. .
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Rumford presented qualitative arguments for a fluid theory of heat with
which he succeeded to evaluate the mechanical equivalent of heat. This theory,
however, was not accepted until later approved by Mayer and, in particular, by
Joule, who also applied Rumford’s theory to the transformation of electrical
work. The use of customary units called ‘calories’ was introduced by Favren
and Silbermann in 1853. The characterization of one kilocalorie as 427
kilogram-meters was first launched by Mayer [136] in the year 1845. Regarding
some impediments associated with the wider application of (only now
traditional) units, such as calories and recently joules [J], the establishment of
some practical links with traditional work [W=J/s] became necessarily
accentuated. Therefore, an innovative unit ‘horsepower’ (HP) was necessary to
bring in as the performance measure thanks to Wart, who was unable to sell his
steam engine to mines without telling the engineers how many horses each
engines would replace, because the owners traditionally used horses to drive
pumps that removed water. Jointly with another norm work power by then,
produced by a healthy brewery horse (introduced and premeditated by Joule
working as a Brewster), a horsepower unit was defined as 550 ft-1bs (~ 75kgm)
of work every second over an average working day. It is clear that from that
time the strong miner and brewery horse got off the use due to modern carriers
and current ‘average’ horsepower would have to turn into somehow ‘weaker’
status of present ‘racing horses’. Nevertheless it is steadily kept in traditional
rating engines of cars and trucks. The other horse ‘dimension’ was otherwise
important in mankind’s history as was the separation of two horse backs, which
became a factor for establishing the distance of wheels in Greek wagons, and
later, it correlated with the separation of railways and profile of tunnels.
Consequently it even gave the size of the external rockets in the US space
program as their size was limited by the separation of railways and associated
size of tunnels through which the rockets were transported to the launching sites

Nonetheless it took two centuries to replace the fluid theory of heat
(caloricum or sometimes thermogen) by the vibration view (of the state of
inherent particles) that was substantiated by the advanced theory of combustion
by Lavoisier. Sadi Carnot provided the theory of the four cycle device [137].
However, the idealized theory of a heat engine was proposed on the confused
basis of heat transport taking place in the form of a fluid (caloricum) discharging
from the state of higher to lower tension (‘conservation of materialistic
caloricum’) and in that time was also supported by Clapeyron. Notably Carnot
excluded the existence of perpetual thermal motion, formulating an important
efficiency theorem on the “moving force of fire”. Such a force does not depend
on the medium used for its outgrowth but just on the temperatures of bodies
between which the transfer of heat is conveyed.

Following the 1826 textbook by Pencelet [138,139], Rankine introduced
in the year 1853 the term energy — actuality (‘ergon’ — actus and ‘energeia’ —
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activity in the opposite sense to the possibility ‘dynamis’ — potentia).
Simultaneously to the development of the separated field of electricity and
magnetism, another important field of thermal sciences was introduced and
named thermodynamics (‘thermos’ — heat and ‘dynamis’ — force), first made
known by William Thompson and preceded by Maxwell’s concept of thermal
equilibrium [50]. Yet towards the end of the 19t Century [129,130], Helmholtz
and Laplace described both theories of heat to be equally suitable to comply
with a theory of temperature measurements because it was only determined by
the state of the system under investigation. A similar understanding was
anticipated for the internal motion of particles because heat was also a measure
of the transfer of motion from one system to another — kinetic and potential
energies being qualitatively different forms of motion (scaling variance in the
degree of self-organization). Nowadays the transfer of heat is sometimes
described in terms of non-integral dimensions of fractals.

The creation of the notion of entropy in thermal physics was a response to
a similar problem in thermochemistry: the principle of the conservation of
energy, always verified by physical-chemical transformations, could not be used
to simply determine which transformations were possible and which were not.
The state of equilibrium was defined by the fact that any spontaneous
transformation that would affect it by diminishing entropy was impossible.
Whilst a real steam engine functioned by real heating and cooling, the function
of the ideal steam engine necessitated the fiction that two bodies of different
temperatures would never be put into direct thermal contact. Thus the system is
supposed never to leave the state of equilibrium whilst undergoing a
displacement from one state of equilibrium to another, which are, moreover,
infinitely close to each other and which is determined by an infinitely
progressive variation of the controlled parameters. The problem of such a
change description bears the same character as the time change during chemical
reactions. Duhem called such changes ‘fictitious transformations’, which are
reversible and entirely directed from the exterior when passing from one state of
chemical equilibrium to another. Van't Hoff and Le Chatelier associated this
idea with the law of displacement of equilibrium and chemical thermodynamics
received its central principle that dealt no longer with mere ‘energetic’ but
introduced thermodynamic potential as a minimum at chemical equilibrium.
Physical chemistry, as an autonomous science in relation to mechanical physics,
which has neither reactional events nor the second (entropy) principle, has
brought thermochemistry to a level much richer than physics alone, see early
calorimeters, Fig. 22.

Far from equilibrium [140,141], physical chemistry puts the accent on the
global behavior of a population with local interactions. Such an idea may be also
applied to the behavior of wvarious societies, but the exact field of
thermochemistry is more honored for two reasons. Firstly, it may encircle a
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great variety of cases capable of nonlinear coupling, and secondly, any creation
of molecular structures can even take place independently of the processes itself
(like hydrodynamic whirlwinds). Characteristic of such systems is the nonlinear
coupling between inherent processes (that produce entropy), which often shows
the capability of self-organization [9,13,57,141]. The spontaneous production of
spatial differentiations and temporal rhythms, are often called dissipative
structures. Structure is here understood in a more general context and is most
likely to exhibit coherent spatial-temporal activity, and is dissipative in nature
because it occurs only under the condition when the dissipative process is
forcefully maintained.

Links between the production of entropy and the production of coherence
leads to the association of two sciences: thermo-dynamics and thermo-
chemistry. Coherence, however, touches not individual molecules (that can be in
the framework of quantum principles) but effects the population of whole
molecular aggregates. Coupling of the rates of simultaneous chemical reactions,
may even bring the possibility to arrive at a world characterized by the quantum-
mechanic-constants [142-144] (Planck quantum length, thermal length). Here
belongs Buffon’s original idea of ‘animated molecules’ (now called Brownian
motion), which was, after all, refused by Brown saying ‘the motion of particles
in a fluid cannot be due, as others had suggested, to that intestine motion which
may be supposed to accompany its evaporation” and such a cooperative motion
can be seen (according to Perrin and Nernst [144]) as equivalent to the action of
fluctuations as a natural consequence of randomness of molecular motion.

In the other words, chemistry can produce stable structures that store a
kind of memory of their formation conditions. Standard crystallographic
structures can function as a kind of relay between histories of different types of
their formation and the make up of individual materials. The history can be re-
constructed on the basis of a physically measurable property characteristic of
these structures. The singular link between chemistry and plurality of
interwoven times for a structure’s build up was, therefore, the center of
alchemical preoccupations.

When the validity of the conservation law of mechanical energy was
generally recognized, the French Academy of Sciences did not accept any new
proposal for the construction of a mechanical ‘perpetum mobile’. At the same
time, the widespread caloric hypothesis achieved important supporting results:
the derivation of sound velocity with the use of Poisson constant (Laplace),
mathematical description of heat conduction (Fourier 1822) and the proof of the
same maximum efficiency for all thermal machines (exhibiting the impossibility
to construct any perpetual mobile of the second generation). Its author, Carnot
also derived the direct proportionality, f(T), between the works performed in the
‘fall” of the heat unit during an infinitesimal cyclic change of given working
substance and within the corresponding temperature difference between the
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hotter and cooler reservoirs. It was written as the relation, A7) =C/(C;T+C,),
where C’s were constants and T is the Celsius temperature. The expression for
HT) (corresponding to the related Clapeyron’s term, //C) was later named as
Carnot’s function, x4 equal to (I — &p) dp/dT x1/AH, where 3, p and AH are
densities of vapor and liquid, and the heat evaporation respectively. In fact, it
was the first quantitative description of the equilibrium coexistence between the
gaseous and liquid phases, currently known as the Clapeyron equation.

In 1850, Clausius published his first treatise on the new discipline on
thermal science (not using yet the term ‘thermodynamics’, which was already
introduced by Thompson in 1849) in which he reformulated and specified more
exactly the two laws of thermodynamics and better specified the Carnot-
Clapeyron relationship. In his famous publication “On the modified form of the
2nd law of mechanical heat theory”, Clapeyron incorporated the possibility of
compensation of the enforced negative processes by spontaneous positive
processes. To the first class, the impossibility of transfer of heat from lower to
higher temperatures was classified spontaneously (and similarly to the
conversion of heat into work). The second class was aimed at the transfer of heat
from higher to lower temperatures and the generation of heat by work. By mere
intuitive and logical reasoning (which might remind us of a current field known
today as synergetic) Clausius was able to prove that the implementation of
processes can be quantified by an algebraic summation of the proportions of the
heat content accumulated in the course of investigated process to the
corresponding value of the absolute temperature.

For such a classical field of thermodynamics (understood in the sense of
being a not too popular, but adequate term for ‘thermostatics’) the closed system
defines and describes the energy conserving approach to equilibrium, which is,
factually, thermal death (certainly, if neglecting ever-presented fluctuations). It
bears similarity with the mechano-dynamics of an isolated system, i.e., fixed
state of planets (or molecules) kept together by stationary orbiting. The next step
is the true thermodynamics with thermal bath, capable to draw or reject energy
as to balance the coexistence between the two phases divided by a phase
transition. The counterpart in mechanical-dynamics is the existence of an
external field acting, for example, on a stone dropped from a tower. The external
fields are the source or sink of energy — momentum without being modified.
Any disequilibrium must be created by, e.g., artificially created experiments (by
‘experimentationists’). However, for the case of increasing number of thermal
baths we have no such equivalent in mechanic-dynamics but we can account for
the possibility of thermal cycles and get closer to the description of a situation
met in nature. This is the curiosity of thermodynamics, which thus diverges from
that familiar in scholarly mechanic-dynamics.

True reversible processes, however, served as an abstraction as they do
not actually exist for macroscopic bodies under our control. By making
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interfering frictional effects small, we can diminish the inherent entropy change
almost infinitesimally — as much as we please. To do this we usually require
slower and slower process, i.e., longer and longer time for its completion.
Therefore, the reversible process has interest only as a standard of comparison,
not as a practical or desirable end in itself. We may cite Sadi Carnot “we should
not expect ever to utilize in practice all the motive power of combustibles. The
economy of the combustible is only one of the conditions to be fulfilled in heat
engines and within many other aspects it may become only secondary”.

4.5. Atomists and matter

In 1675, Lemery published [145] “The Course of Chemistry”, which had
an enormous impact on its progress because it finally relinquished most
references to occult qualities. For Boyle in his time-honored “Sceptical Chemist”
(1661), the consequence of mechanist atomism was that all chemical bodies,
whether we could resolve them or not, were produced by ‘different textures’ of a
‘catholic or universal’ matter, i.e. an arrangement of particles ‘without qualities’
would be responsible for what we call properties (characteristic qualities).
Boyle’s definition that holds as ‘I now mean by elements certain primitive and
simplest bodies, or perfectly unmingled bodies, which not being made of any
other bodies, or of one another, are the ingredients of which all those called
perfectly mixt bodies are immediately compounded, and into which they are
ultimately resolved’ and was later known as a ‘negative empirical concept’
enabling modern definition of the element.

According to Newton, atoms were solid, heavy, hard, impenetrable and
mobile particles that God made at the Beginning, but he did not accept the idea
that atoms were characterized only by the force of inertia — a passive principle in
virtue of which bodies remain in movement or at rest meaning that there would
be neither destruction nor generation (as with life). Such a corpuscular chemistry
as a site of conceptual experimentation on the sequence of atomism, assumed
that the constituent elements did not continue to exist ‘potentially’ in a
compound but composed it actually. Chemical transformation had to be thought
of in terms of the separation and combination of particles, which were thus
assumed invariant and incorruptible, existing prior to combinations and
remaining themselves in ‘mixts’.

From the atomist point of view, Aristotle’s concept of passage from
potentiality to actuality no longer made sense. Correspondingly, genesis
(genesis), destruction (phthora), and alternation (alloiosis) no longer referred to
qualitatively different processes but to a kind of quantitative change, that
Aristotle called locomotion (phora). Atomism, was seen as a ‘methaphor’ for
the alphabet, and the ‘tiny bricks’, which can provide a solid construction, were
thought to be atoms, which became a principle of both reality and knowledge.
There, however, remained a question: what caused the homogeneity? The



123

concept of mixture reemerged, recalling what Aristotle stated as stoicheia’,
which are the constituent elements of a body and can be transformed during the
process of decomposition. Aristotle also asserted that the ‘dynamis’ of the
elements remained in the ‘mixt’, in other words, the properties of a mixt
reflected the properties of its constituent elements. From the point of view of
chemical operations, corpuscular chemistry tended to favor those procedures
that were reversible. With the distinction between primary properties (extension,
form, mass) and the secondary ones (heat, sound, color) the mechanist version
of atomism denied all qualitative differences to atoms and only granted such
differences to geometrical attributes.

As a consequence of the opposition between ‘simple’ and ‘compound’,
there is the famous Lavoisier’s definition of an element “if we give to the name
of elements or principles of bodies the idea of the last step that analysis can
reach, all substances that we have not been able to decompose by any way
whatsoever are elements for us, they act to as simple bodies and we must not
suppose them to be decomposed until the time when experiment and observation
will have furnished the proof™.

We certainly should not forget Lomonosov who was the first physical
chemist to view chemistry from the standpoint of physics and mathematics. He
considered matter to consist of minute imperceptible particles “the oscillation
and rotation of these particles increases on heating and when rotary motion
reaches a certain stage the material melts or volatilizes. The particles in gases
move more rapidly than in liquids and collide with each other”. His ideas were
ahead of those of Lavoisier on the nature of heat and on its resultant effect on
materials.

The Swedish chemist Berzelius [146] explained in the 1810s the action of
the newly invented electrical battery and associated process of electro-
deposition. He defined each simple substance and each compound body by a
positive or negative polarity whose intensity varied according to the nature and
the number of the positive and negative charges carried by the atoms of each
element. The voltaic battery was not seen as a simple instrument but as a
‘principle of intelligibility’ where electricity was understood as the primary
cause of all chemical action. The “electrical fulfillment” was actually the
original Newtonian dream of mechanical actions between atoms. On the basis of
opposite forces it was possible to design a simple method for predicting the
degree of affinity: the scale of mutually reacting elements from the most
electropositive to the most electronegative.

Dalton [135] made use of Proust’s law as the basis for a new atomic
hypothesis and suggested that chemical combinations take place in discrete
units, atom by atom, and that the atoms of each element are identical. These
atoms differed from Newton’s corpuscles because they presupposed neither the
void nor attraction and made no attempt to explain properties of simple bodies in
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terms of a complex architecture whose ultimate constituents would be atoms.
After the guide of Dalton’s new system of chemical philosophy, Gay-Lussac
announced that the volumes of gases, which combine with each other, were in
direct proportion — the volumetric proportions thus confirmed by the gravimetric
ratios. The first law, to fashion a network of experimental facts from different
disciplines, was formulated in 1811 by Avogadro, stating that equal volumes of
different gases contain the same number of molecules.

Dulong, with his young colleague Petir, undertook a study of the quantity
of heat needed to raise the temperature of one gram of a substance by one degree
Celsius. They determined heat capacities of each atom to be nearly the same
(convenient notion is gram-atom which was earlier specified as 6 cal/’C”' gram-
atom™ , today’s expedient as about 25 J mol' K™). They concluded, “the atoms
of all simple bodies have the same heat capacities”. It is now called Dulong and
Petit’s law of specific heat and was based on a new field — the above-mentioned
calorimetry. This law could not lead directly to the atomic-weight values but it
presupposed them. It was followed by the theory of chemical proportions
derived upon isomorphism where only the number of atoms determined the
crystalline form, and little angular variations attributed to the nature of
individual atoms.

In a jungle of obscure and exotic terminology, it was often difficult to
read chemical texts. In 1860, during probably the first international Chemical
congress, held in Karlsruhe, participants tried to put an end to these deep
differences on words and symbols that harmed communication and discussion. [t
raised a fundamental theoretical issue for the agreement on figures and formulas
to be subordinated as well as the definitions of basic concepts: atoms, molecules
and equivalents. Moreover it materialized the existence of an international
chemical community and defined the rules for its functioning

In 1865, the English chemist Odling published the table of elements,
which was almost identical as that published five years later by Mendeleev
[147], although they did not entirely believe in the existence of atoms as
particular species. The individuality of the chemical elements was for
Mendeleev an objective characteristic of nature, as fundamental as Newtonian
gravitation; it was both a condition and a product of his periodical classification
having a real, and not just a theoretical meaning. His periodic classification was
far from being prophetic of the electronic structure that is today so well known
and, ironically, those defenders, who were in favor of the existence of the
previously popular unique ‘primordial’ element, criticized it. Mendeleev
protested against this misuse of his discovery and when he learned about
radioactivity and about the electron, he even advanced his explanation in terms
of vortices of the ether, which take place around the heaviest atoms. Thus he
initiated an unfortunate hypothesis about the ether as a definite element and
placed ether above the column of rare gases. Periodic classifications, see Fig. 23,
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Fig. 23. — Various systematization of the elements periodicity [9] preceding and following the
accepted periodic system introduced by Mendeleejev 1870, Left, simplified system pioneered
by Hinrich in the year 1867, the twisting modification challenged by the German chemists
Nodder (1920) up the recent spiral alteration (right) anticipated by the US chemist Emerson
(1944). It is worth noting that these modifications show some signs of the ancient attempts of
counting numerical symbolism as well as a natural tendency to take shape of spirals (cf. Fig.
64). Courtesy of Viadimir Karpenko, Praha, Czechia.

drew a lesson from the chemistry of substitutions and, correlatively, substitution
lost its subversive status — it remained no more than one mode of combination
among others.

In 1750, the German physician Eller published the first tables presenting
solubility data of various salts and their mixtures in water at different
temperatures (and indication of atmospheric pressure). The first database,
however, was most likely done by the Swedish chemist Bergman (1783) who
put in to order several thousand chemical reactions (containing 49 columns with
27 acids, 8 bases, 14 metals and others, and discriminated between reactions by
a wet method in solution and a dry method by fire). Besides foregoing recent
databases he also helped to circumscribe nomenclature. Reactions were no
longer ‘means’ but became ‘phenomena’, which countered anomalies and had to
extend between the chemical affinity and the other physical factors that emerge
obstacles in its completion. Only the clairvoyance of the Russian chemist
Beilstein laid the true grounds for modern databases when he originally
published a survey of 15 000 organic compounds as a series of books published
in the period 18801883, the continuation of which exists as a well respected
database until today.

The important process of synthesis was not first distinguished according
to the nature of the product (natural or artificial). Synthesis was thought to be
merely total or partial. Substances were made from elements (commonly C, H,
O) or from other, simpler compounds. Wohler’s laboratory synthesis of urea in
1828, a substance made previously only by the action of a living organism, was




126

celebrated as an event of unprecedented importance, demonstrating the
nonexistence of the ‘vital force’ that had previously been necessary to create
organic molecules. In 1847 Frankland discovered a new class of organometallic
compounds, a concrete argument in favor of a reunion of organic and inorganic
chemistry, which also became a starting point for the modern theory of valence
(introduced as ‘atomicity’). In fact it was a fruitful time for new scientific
images such as that of Kekule who said that he owed his career to the vision of
the ring structure of benzene as a snake chewing on its own tail (cf. Fig. 12.).

After the invention of bakelite, prepared from phenol and formalin in
1907, Baekeland introduced the generalized term ‘plastics’ in 1909 to design a
larger class of products conceived as replacement products for natural
substances, which were either rare or costly. They were a triumph of substitution
chemistry and in the 1950s seemed to take on aesthetics of their own. Polymers
were technological items before they were objects of knowledge. Laboratory
chemists were annoyed when syrups did not crystallize or with solids that were
impossible to melt and they mentioned them in notes as substances of unknown
structure. Thermo-hardening properties were used to fashion a variety of objects,
their structure yet unknown. Although there was a hypothesis that molecules
joined together in chains by ordinary interatomic bonds (advanced for isoprene
in 1879), most chemists from the beginning of the nineteenth Century thought
that a pure body must be composed of identical molecules of small size.
Macromolecules were explained as an aggregation of small molecules, which
was later verified by crystallographic research.

Without being self-confident that crystals are internally arranged in a
periodical manner Bravais mathematically described, in the year 1850, fourteen
geometrical figures that can be periodically arranged in the space and
characterized them as a combination of one or more rotations and inversions in a
lattice, which is understood as a regular array of points (each point must have
the same number of neighbors as every other point and the neighbors must
always be found at the same distances and directions. All points are in the same
environment. His idea was later approved by X-ray diffraction (Réntgen 1912)
and this approach has been advantageously applied until now so that the so
called ‘Bravais Lattice’ is understood as a three dimensional network, which
tiles space without any gaps or holes (there are 14 ways in which this can be
accomplished). Microscopic investigations made by Reinitzer when studying
cholesterol in 1988 extended the developing basis of crystallography to the
sphere of liquid crystals (later widespread to generality by Lehmann).

In 1855, the young pathologist Fick, wrote a work entitled “Uber
Diffusion” published in Zurich “Annalen der Physik”. Surprisingly, Fick was an
experimental physiologist, but his work on diffusion became theoretical and his
approach would today be called a phenomenological liner-response theory
applied to mass transport. He started observing “diffusion in water confined by
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membranes is not only one of the basic factors of organic life, but is also an
extremely interesting physical process and, as such, should attract much more
attention than it has so far”. As a matter of fact the carrier particles involved in
their current have to flow against a concentration gradient, which is analogous to
Ohm’s Law of electric current and Fourier’s Law of heat flow. Assumingly,
Fick's phenomenology missed the probalistic point of view that is central to
statistical mechanisms and it was Einstein who 50 years later derived the
diffusion equation from the postulates of molecular theory, in which particles
move independently under the influence of thermal agitation.

The two most traditional actors in chemistry, the chemical reaction and
heat, were joined to conceive ‘thermochemistry’. Just as the fall of a body is
characterized by the work of mechanical forces, the decrease in potential energy
and the creation of kinetic energy, a chemical reaction must be defined by the
work of chemical forces and the decrease in potential of these forces. Work and
decreases in potential were measured by the amount of heat released by reaction.
The state of equilibrium thus became the state in which the potential of chemical
forces had reached its minimum value. It was a transposition of the old doctrine
of effective affinities and corresponds to the discrimination among chemical
reactions. The natural chemical reaction was the one spontaneously giving off
heat while the endothermic reactions were considered constrained by an external
action, by the chemist who adds the heat (preference to higher temperatures).

In 1867 Guldberg and Waage proposed a law that abolished any
distinction between exothermic and endothermic reactions and created a new
analogy with physics. They put forward the idea of ‘active mass’ in analogy
with Newtonian force, i.e., the chemical force of a reaction was defined as the
product of the active masses, and equilibrium was reached when the forces of
opposite reaction became equal. However, the relation between forces and
masses involved a specific coefficient of activity. [t was a great success but it
left open the question of its interpretation. In this hypothesis equilibrium was no
longer defined as a state in which a reaction stopped but the state in which
reaction rates were such that there effects compensates for ecach other.
Equilibrium was not the state where forces, and the rates they determined, both
vanished and therefore it was nothing special — just as the analogy with reactive
collisions between molecules, which determined the given reaction, were on the
whole as numerous as the collisions that determined the inverse reaction. The
central concept of the current field called ‘kinetics’ is thus the probabilistic
notion of frequency dependent on temperature.

Finally we come to deal with structures, ideal and real, associated with
variety of defects, impurities, vacancies, interscialities, interfaces, etc. — these
terms imply the usual hierarchy, the ideal being the prototype from which we
can know about real things and their inevitable deviations. But henceforth it is
the defect that is interesting, for the specific properties it gives the single crystal



128

— in the larger scale it is its matter-separating surface specifying its outer form
and interfacial properties. The individual crystalline body is no longer a mere
imperfect version of the ideal prototype but the reflection of the singular history
of its formation, growth and orderliness. The possible multiciplicity as well as
both the scientific and industrial interests for particular properties linked to the
digression (accidental deviations) from the established laws (predictable state)
were disposed to remain between the boundary status of ‘defects’ (a non-
hierarchical group of cases, each associated with the circumstances that favor it)
and ‘normal cases’ (as demonstration of rules).

By penetrating the micro-, supra- or nano-molecular world [88,89] and
playing with the interactions among molecules in the standard three- but also in
two- and even in the one-dimensional range (quantum wells or dots), the
physical chemists has become a new kind of architect of matter, facetiously
saying ‘tricky designers for tricky matter’. Among others we may mention
optoelectronics, superconductors, magnetics or, particularly, alloys with shape
memory, self-adjusting photochromic glasses, bioactive ceramics and cements
or quantum-well semiconductor microelectronics. Such sophisticated materials
are often called intelligent materials [87], in the sense, as if the chemists had
breathed life into matter and accomplished and old dream of alchemists.

We are aware of the great environmental cycles [70,77,84] of nitrogen,
oxygen, carbon, phosphorus or sulfur and identified the succession of
transformations, each one consuming what was produced previously and
producing what would be consumed afterward. It is a beneficial self-recyclation
(cf. Fig. 7), like a desired industrial assembly line in perpetual motion, which is
looping back on its beginning [83]. But what is the a thermo-chemical balance if
it does not integrate the many time horizons of those different processes that
together create the overall global transformation [9,77,81,82] — we still have to
learn a great deal!

4.6. Underpinning of thermodynamics

Towards the end of the 17" century Papin succeeded in proving that
water can exist in a liquid state even at temperatures exceeding its boiling point
if heated under increased pressure. It preceded the discovery of the critical state
of substances and the determination of their critical values of pressure, volume
and temperature (often named as ‘disliguefying’ or ‘absolute boiling’ points
after  Andrews, Faraday or Mendelejev). Experimental evidence
[135,146,147,148] initiated shaping of appropriate state equations of a real gas
intending to replace unsatisfactory technical analysis using the state equations
for an ideal gas (already introduced by Regnault in the year 1847). The ‘virial’
of external forces (~3pV), suggested by Clausius twenty years later, descibed
the difference between the behavior of real and ideal gases. It was centered on
the mean free path of a molecule and the potential of intermolecular forces was
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taken as being proportional to 1/V?, thus replacing the complicated function of
Laplace that was based on the model of stationary molecules repelling each
other due to their caloric envelopes (though satisfactorily explaining the surface
tension, capillarity and even cohesion). The use of reduced values by van der
Waals (1880) enabled him to postulate the law of corresponding states based on
the state parameters expressed in the units represented by their critical values.

The most important personality in thermodynamic history was credibly
Gibbs who discriminated that a system of » coexistent phases, each of which
having the same independently variable components, #, is capable of (n +2 —r)
variations of phase, known until now as the famous ‘phase rule’, that factually
unveiled that the whole is simpler than its parts. It followed that for temperature,
pressure and chemical equivalents (‘potentials’ later specified as ‘chemical
potentials’ by Ostwald) the actual components bear the same values in the
different phases and the variation of these quantities are subject to as many
conditions as there are different phases (introduction of partial derivatives). This
important work on the theory of phase equilibria was published in the period
1873 to 1878 in an almost unknown journal “Transaction of Connecticut
Academy” and its insufficient publicity was fortunately compensated by the
proper recognition of renowned scientists [135,146-151], such as Maxwell,
Duhem, Ostwald or Le Chatelier, also mentioning the Dutch school of
thermodynamics, that must be particularly credited with the broader application
attempts aimed at the problems of general chemistry and technology.

One of crucial focuses was the clear-cut meaning of entropy often
specified to considering the case of mixing two gases by diffusion when the
energy of whole remains constant and the entropy receives a certain increase.
We may cite Gibbs quoting [151] “...in the mixture of two identical and ideal
gases by diffusion an increase of entropy would take place, although the process
of mixture dynamically considered, might be absolutely identical in its minutes
details (even with respect to the precise path of each atom) with process which
might take place without any increase of entropy. In such respects, entropy
stands strongly contrasted with energy. Again, when such gases have been
mixed, there is no more impossibility of the separation of the two kinds of
molecules in virtue of their ordinary motions in the gaseous mass without any
special external influence, than there is of the separation of a homogeneous gas
into the same two parts into which it has once been divided, after these have
once been mixed. In other words, the impossibility of an uncompensated
decrease of entropy seems to be reduced to improbability...”.

Another important area of Gibbs’s interests was the depiction of a
fundamental dependence of the intrinsic energy of a one-component system
versus volume and entropy, often called the ‘thermodynamic surface’. It helped
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Fig. 24. — Favre and Silbermann are not widely known for their early construction of a
combustion calorimeter, which was adjusted for higher pressures by Berthelot (known as
today’s calorimetric bomb).

in the distinguishing of individual areas of stability in single- and multi-
component systems that are in an equilibrium coexistence and which yield a
whole what is now called “surface of dissipated energy”. This method for
investigating the equilibria of many-component systems, with the use of equality
of the potentials of all the involved components in all the existing phases,
became widely accepted after the introduction of the quantities of the escaping
tendency (1900) or ‘fugacity’(1901). Finally the term ‘activity’ was lastly
introduced by Lewis in 1907 as relative [150] and established in the current
meaning in 1913. Curiously Lewis was involved in various thermodynamic
applications reaching even to the realm of economics [152].

In the last quarter of the 19" century the theory of metastable phase
equilibria marched under a more serious consideration although the formation of
non-equilibrium states of pure substances and their mixtures had been
experimentally proved long before (e.g. Fahrenheit published in 1724
experimental results on undercooled water). Gibbs was the first to use the term
unstable equilibrium while the authorship of metastable is ascribed to Ostwald
who in parallel with the term /abile presented an exact definition of its meaning
as early as in 1897. Van der Waals modified the original Gibbs’s terminology of
limit of absolute stability to ‘binodal’ (points of contact of the common
tangential planes within the Gibbs’s thermodynamic surface were named as
‘nodes’ according to mathematician Cayley) and the limit of essential instability
were called ‘spinodal’ (i.e., curves dividing the concave-convex surface into
areas convex in all directions and those remaining completely concave). It is
also worth noting that these purely theoretical considerations led to the
discovery of two rather extraordinary and less known phenomena, such as
‘retrograde’ condensation and the ‘barotropic’ effect.
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At the turn of 20™ century a more modern nomenclature also emerged,
such as the notion of a eutectic mixture and a eutectic point introduced by
Guthrie (derived from the Greek expression used already by Aristotle in a
similar sense of being easily melted — ‘eutektor’), followed by ‘peritectic’
reaction (Lehmann) or ‘eutectoid’ (Howe). The progressive nature of both the
theoretical and experimental treatments of this period is manifested in the fact,
that the described phenomena were not yet fully understood yet. It was helped
by the new approach called thermal analysis (Tammann 1905) that enabled the
determination of composition of the matter without any mechanical separation
of crystals just on basis of monitoring its thermal state by means of its cooling
curves — the only method capable of the examination of hard-to-melt crystal
conglomerates. It brought along a lot of misinterpretations, the legendary case of
the high-alumina regions of the quartz-alumina binary system continuously
investigated for almost hundred years. It, step by step, revealed that the mullite
phase irregularly exhibited both the incongruent and congruent melting points in
dependence to the sample course of equilibration. It showed that mere thermal
analysis is not fully suitable for the study of phase equilibria, which settle too
slowly. In 1909 there was elaborated another reliable procedure of preserving
the high-temperature state of samples down to laboratory temperature, factually
freezing-in the high-temperature equilibrium as a suitably ‘quenched’ state for
further investigation. It helped in the consistent construction of phase diagrams
when used in combination with other complementary analytical procedures,
such as X-ray diffraction or metallographic observations.

Among the generalized applicability of the fundamental laws of
thermodynamics, the description of the equilibrium coexistence of a mixture’s
phases became important. Kirchhoff’s relation, which enabled the calculation of
‘the amount of heat, which is liberated when a certain mass of water dissolves
the minimum amount of salt as it is capable to dissolve’, represented the first of
these (cf. Fig. 24.). Another case was Raoult’s law for the decrease of the
melting point of a solution as well as the decrease of pressure of the solvent’s
saturated vapors over the solution. In 1884, the relationship, earlier derived by
Gulberg for the depression of freezing point and the solute-solvent ratio, was
taken over by Van'’t Hoff in his extensive treatise when calculating, for the first
time, the osmotic pressure of a solute. Here also belonged the first derivation of
the ‘liquidus’ in the phase diagram of the condensed binary system for the
region of the low contents of solute (say for the phase 2) familiarly known in the
form of dT/dx, = RT*/AH, mey and later derived also by Planck. However, the
author of a more general relationship was Le Chatelier in 1885 who proposed a
logarithmic function of composition of a saturated solution in the form dx/x =
(k/o)O x dt/T’ where x, k/o and O are the ratios of amounts of substances of
solute and solvent, the proportionality constant related to gas constant and the
molar heat of dissolution, respectively. A few years later it was improved by
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Shreder in his description of a solvent by the equation, log x = — AH iy [T imery —
TJ/(R TineyT) since then known as the LeChatelier-Shreder equation. It was
based on the assumption that the molar heat of dissolution over the whole range
of temperatures and compositions is constant and equals to the molar heat of
fusion of the pure component, i.e., showing the relationship AH /T =~ AH jer)/
T(mell)~

Important studies were performed by Lewis who defined the ‘perfect’
(later termed as ‘ideal’) solution already in 1901, thus following van’t Hoff’s
idea, which became extraordinary fruitful in the further development of
thermodynamics of mixed systems since it enabled rational thermodynamics to
sort out the solutions based on the differences between the behavior of real and
ideal mixtures. Rault’s law for extremely diluted solutions involved the use of
an equality of differentials of logarithms of the absolute activity, a, and that of
the mole fraction of a solvent, x, yielding d log a = d log x. Guggenheim
classified solutions according to the experimentally determinable parameters,
employing the dependence of the excess of Gibbs energy of mixing, (AG™) .
proposed as a combination of symmetrical and asymmetrical functions. Lewi’s
model of an ideal solution was applied to molten salts in 1945 by Teémpkin who
took the limit of solution of this kind for a mixture of two independent ideal
solutions of ions with a coinciding sign of charge.

Adjusted field of innovative statistical thermodynamics reached important
authority thanks to Boltzmann, who kept persuading (and succeeded to convince
his followers only after his 1906 suicide) the validity of logarithmic relation
between phenomenological entropy and microscopic complexion, which
equation was, factually, not his invention as it has already been applied to games
of chance a century earlier by the French mathematician DeMoivre.
Nevertheless Boltzmann found its new utility in thermodynamics and later
Shannon yet another efficacy in communication, both applications dealing with
a new specification called uncertainty. It has become an everlasting discussion
what is the nature of uncertainty and its interconnectivity between individual
topics. It was accepted that for thermodynamics uncertainty reflects something
fundamental about the system as one cannot know in which microstate such a
thermodynamic system happens to reside at any instance because it fluctuates
stochastically among an ensemble of such microscopic possibilities. On the
other hand, in information, the uncertainty was not seen thus fundamental as it
rather reflects the fact that a given message or sequence is but one of many that
might have been generated from a given symbol set so that once the sequence is
specified the uncertainty seems to fade away.

Apparently, it was found apprehensive to know a thermodynamic system
in general for which we routinely need some representation about certain in-
depth make-up (microscale processes), which, however, may be dependent on
the model applied. We may recall Gibbs citing “..in spite of certain
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incomplementarities of thermodynamic and statistical approaches they are
inseparablyconnected with each other, i.e., thermodynamic values are averaged
on the whole system means of physical values, which are considered in detail by
statistical physics. In this sense the statistical approach would justify the
thermodynamics from the mechanical point of view. On the other hand, the same
thermodynamic values, which are observed in physical reality, can be
considered as some kind of guidance through the labyrinth of statistical theory,
although such a kind of guiding can be rather blind...”.
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Fig. 25. - Approxlmale sketch of the growlh ol'thermody namic conception with the portraits
of some famous pioneers, left column from above: Joseph Black (1728-1799), Sadi Nicholas
Carnot (1796-1832), Rudolf Julius Clausius (1822-1888), Josiah Willand Gibbs (1839-
1903), Ludwig Eduard Boltzmann (1844-1906), right: Kelvin, Baron of Larges, Lord
Williams Thompson (1824-1907), Jean Baptiste Fourier (1768-1830), James Clark Maxwell
(1831-1879), Max Carl Planck (1858-1947), Lars Onsager (1903-1976), middle: Sir Issak
Newton (1642-1726), Clifford Ambrose Truesdell (1921-) and /lya Prigogine (1917-2003).
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In the middle of the 1920s, there arose an important period of the Onsager
revolution initiated by his article on “Reciprocal Relations in Irreversible
Processes” [153], which actually followed a kind of quantitative thermal
analysis. It was based on the accomplishments made by Ising when describing
the thermal behavior of a linear body consisting of elementary magnets under
the assumption of interaction of their nearest neighbors. It was preceded by the
definition of order-disorder transitions and the formulation of a general model of
the second order phase transition according to which the system reveals the so
called A-point of transition, which is easy to characterize by an order parameter
with zero and non-zero values above or below this transition temperature. In this
treatise Landau also proposed an expansion of the Gibbs energies into a power
series and entered, thus, the world of broadened phase transitions. It was just the
starting point of modern theories of irreversible processes (Coleman, Prigogine,
Truesdel, cf. Fig. 25).

Quantum mechanics brought about a real revolution [154]. It may be said
that ‘Hamiltonian physics’ was kept alive in the halls of Academies while the
‘theme of entropy’ subsisted in the workshops of the smiths where it was
actually born. The predictive power of quantum mechanics was upheld in
connection with the concept of periodic states of motion; it returns and repeats
itself, in this way carrying recognition. In the modern inflowing concept of
lively disequilibria, the concept of entropy became important, showing that
dissipative systems are profoundly different from Hamiltonian systems, which
can be formalized from the unifying principle of minimum action. Hamiltonian
systems come, in general, from a well defined variation principle; it provides an
important apparatus for conservation laws and symmetries and produces great
simplifications as well as bringing one close to a solution. Initially distasted
systems of yet mysterious dissipation do not have an equally general
formulation, they are open, non-isolated, interact with the outside and exhibit
generalized properties, possibly the reason why they are sometimes considered
scientifically ‘less aristocratic’ and, thus, worthy of increased attention. In
contrast to the classical perception of equilibration, for a dissipative system the
state of motion literarily dies out unless energy is constantly provided.

4.7. Thermal radiation and the modern concept of vacuum

In the year 1874, the Italian experimental physicists Bartoli [155] put
forward an idea of bringing electrodynamics and thermodynamics into the
treatment of heat radiation, which is often considered a major source of
inspiration for the later concept of Stefan-Boltzmann Law of blackbody radiation
[156]. Light pressure, however, was not a new subject and played important role
with respect to the competing theories of light: the corpuscular emission was
taken to imply the existence of light pressure whereas the wave theory was
usually regarded as incompatible with such a pressure. In 1870, Crookes
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constructed his radiometer (‘light mill’) and interpreted its motion by result of
mechanical energy of radiant heat. In 1873, Maxwell noted in his new
electromagnetic theory that “in a medium in which waves are propagated there
is a pressure in the direction normal to the waves ... and that falling rays might
perhaps produce an observable mechanical effect on delicately suspended
things in vacuum...and he calculated that for the maximum sunlight to be about
8.82 x 10°°1b per square foot”.

At the same time, Maxwell also enlightened Kepler’s observation that the
comet stream is tailed away from the sun upon the pressure of the rays falling
from the sun. In 1924, the Russian scientist and rocket theoretician Ciolkovskii
first realized that the pressure of sunrays could be used for propelling a cosmic
vehicle furnished by suitable radiation-reflecting sail in the moment when it is
lanced out to the cosmic space. As early as in the year 1970 the effects of
sunrays were utilized to successfully orient the Mercurial probe ‘Mariner’.

The recent calculations provided by NASA revealed the estimate that a
cosmic sail-ship could be accelerated to the speed five times faster than that
achievable by conventional rocket drive. If such a sailor would be launched in
the year 2010, it would meet early cosmic probe ‘Voyager’ in the year 2018, i.e.,
within eight years it would exceed the distance that ‘Voyager’ needed forty
years to pass. Currently there are several successful (and also unsuccessful)
missions, which employed such a sunrays drive for its acceleration, for example,
the UNESCO spacecraft ‘Star of Tolerance’ with the projected sail area of 1600
m’ or the sailing vessel ‘Cosmos’ proposed by the American Planetary Society.
Such assignments, however, are still under the scientific disputation whether an
absolute reflection of solar photons on the finished mirror would follow the laws
of thermodynamics (requesting upon the gain of mechanical energy a change of
temperature through the change of the photon wavelength).

However, the examination of light balances (rather than light mills) was
actually due to the need to distinguish between the direct action of radiation and
the indirect action caused by convection currents in the residual molecules in
vacuum, resulting from heating. Bartoli adopted the Clausius version of the
second law of thermodynamics restricting heat transfer from a colder to a
warmer body without a compensating amount of mechanical work being
performed. Bartoli imagined a perfectly evacuated system consisting of four
concentric shells. The outermost and the center shells were firm black (fully
absorbent) bodies while the intermediary two shells were contractible (and upon
the need also removable) with a perfectly reflecting surfaces on both sides. The
spaces between two outer and inner shells, were thermally isolated while the
outermost and central shells, when the other two were in thermal equilibrium. Its
function, however, required some artificial operations: at a given moment the
destruction of the second outer shall produces radiation of heat in the entire
space in between outmost shell reached thermal equilibrium, the second shell is
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re-created and the third shell is destroyed. Thereupon the second shell is
contracted as far as its radius becomes equal to that of third. On repetition by
cyclic operations, a definite quantity of heat is taken from the outer and
transferred into an inner shell. Such transfer allows an unconstrained assumption
that the temperature of the third shell can be higher than that of outer one.

Assuming that the inner shell is a finite system with an intrinsic quantum
property to expand, the process will be “spontancous”. We have to do with the
case where “the heat passes spontaneously from a colder body to the hotter one”,
which is in a clear contradiction with the second law of thermodynamics in the
original Clausius’ wording. Such a straightforward argument is rather naive
(however, not too rare in the literature) and does not stand the confrontation
even with a more advanced Clausius’ formulation of the second law of
thermodynamics claiming;:

“a passage of heat from a colder to a hotter body cannot take place without

compensation”.

The “compensation” here means a change within the system, which
eventually has in consequence in the “natural” heat transport from a higher to a
lower temperature. At first glance, it is very tempting to judge that the
“compensation” is realized here by the expansion of the inner shell followed by
the heat flow from the hotter soot to the colder calorimeter. However, the inner
shell itself is considered to behave like a usual mechanical-thermodynamic
system conservatively closed, which was provided at the moment of its creation
(with some initial potential energy and then being a part of the system). Even in
this case, one can conclude that there is nothing strange and that no violation of
the second law takes place. It has had important consequences in various
experimental and thought proposals to construct such a devises [157] and even
has led to the possibility to violate the second law of thermodynamics, the
discussion of which has been lasting until now and even growing deeper [158].

Such an original, qualitatively thought experiment seemed merely to have
served as a heuristic guide for Bartoli to consider the existence of light pressure.
Later he approved this highly artificial construction by a more realistic variant in
which the spherical shells were replaced with a classical cylinder (with
permeable and reflecting walls) operculated with crest and tail lids (fixed as
blackbody) and operating with two moving pistons as heat reflectors [156]. The
net result is again a transfer of heat between the cylinder’s closures assuming the
amount of heat, g, to be proportional to K R S /v where S, is the surface of lids
with the emissive power K, piston diameter R and radiant heat velocity, v (=¢).
Consequently, Bartoli derived the relation for radiation pressure, p =2 Q E /v,
where O is the power received by the unit area and E is the mechanical
equivalent of heat, enabling him to calculate the solar pressure to have the value
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8.4 x 10™ g/m* (which, however, was about 2000 times less than required to
power a radiometer). Few years later, Bartoli gave up his original idea deciding
that there is no light pressure after all.

The absolute validity of the second law of thermodynamics was for long a
hot topic of discussion and particularly Maxwell, Boltzmann or Loschmidt
concentrated on the principle necessary for a mechanical explanation, in general,
not referring to particular processes such as radiant heat, which might violate the
law. In 1882, the US astronomer Eddy argued in a thought experiment of a
system of apertures distributed equidistantly around three concentric cylinders
(‘syren’) that radiant heat (having presumably a finite velocity) could apparently
be an exception. He evidently viewed his result as providing the support for the
Maxwell-Boltzmann hypothesis, which in Eddy’s interpretation stated that ‘the
second law was merely the mean result emerging from the laws of probability’
and which was an escape from the pessimistic prediction of the prognoses of
heat death of the Universe.

Boltzmann later raised a critique against the details of Bartoli’s process
arguing by necessity to have to modify it to become reversible and adopted the
assumption of radiation pressure as well as the validity of the second law of
thermodynamics (implicitly rejecting Eddy’s claim). He conveyed the relation
p(T) = (we) T J(T) dT/ T°, where ¢ is the energy flux and T is the absolute
temperature, and confirmed experimentally Stefan’s Law of radiation energy in
the form p(T) = (w/3¢) §(T) and HT) ~ T'. 1t literally followed Maxwell’s old
result written as p(7T) = (1/3) y(T), where vy is the energy density. In 1893, Wien
derived his displacement law by extending Boltzmann’s reasoning [159] to
cover the separate wavelengths of the blackbody radiation (scaling) so that u,, =
@ f(T/w), where f is a universal function and o is the frequency. Both these
relations were temperature dependent so that at the absolute zero they would
vanish, which would bring somehow ‘disastrous’ consequences on the stability
of atoms factually leading to body’s collapse [160].

Let us mention that any system is defined as being at absolute zero when
no heat flow, O, can occur out of the system during any reversible isothermal
process performed on the system. Consequently, for the classical
electromagnetic zero-point radiation process, only the nonzero spectrum is
suitable for establishing an equilibrium state with the electric dipole oscillators
at a temperature of absolute zero. This requirement (9=0 and 7=0) must also
satisfy the third law of thermodynamics, i.e., the ratio of O/T should also
approach zero in the limit of 7—0, which places a further restriction on the
spectrum of incident radiation.

Therefore, if a statistical equilibrium configuration is at all possible for a
system of classical charged particles, then at a temperature of absolute zero must
exist a zero-point classical electromagnetic radiation as well as a zero-point
oscillating motion for the charges. Of course, zero-point field and motion are
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normally associated with quantum-mechanical systems and are alien to the
traditional ideas of classical thermal physics. However, a qualitative way of
understanding why zero-point fields and motion exist, should be a natural part of
thermodynamic behavior of classically charged systems of particles, i.e., they
cannot exist in a static, stable equilibrium.

Hence, if an equilibrium situation for charged particles is at all possible, then
the charges must be following a fluctuating, oscillatory path in space. The
oscillating charges produce fluctuating electromagnetic fields, which in turn act
upon these charges. Thus, any possible equilibrium situation must involve the
presence of electromagnetic radiation, as well as an oscillatory motion for the
charges, even at a temperature of absolute zero. All motion of charges would
then possess a stochastic character. These qualitative ideas correspond moreover
to what we observe in nature when at the zero absolute temperature molecular
activity does not cease but has a zero-point motion.

This has brought into serious consideration the concept of zero-point
energy of electromagnetic field background, which was originally introduced
into physics for the sake of consistency of experimentally observed spectral
composition of the blackbody radiation with the assumption of discontinuous
light emission [161]. In modern quantum electrodynamics, the zero-point energy
arises rather from the non-commutativity of operators corresponding to the wave
amplitudes of electromagnetic field [162]. The spectral distribution of the
blackbody radiation, which conforms to this requirement, is represented by a
complete Planck’s formula: u,; = (/7 ) {thew/[exp (ha/kT) — 1] + he/2). This
formula consists of two additive terms, the first describing the purely thermal
(i.e. conventionally temperature dependent) part of the blackbody radiation. The
other one corresponds to the radiation surviving even at absolute zero
temperature, down to the so-called zero-point radiation. Using homogeneity
arguments, there is only one possible form of the spectral energy density, u,,
which is Lorentz invariant; it reads as u, = (ha)3/272'2 c3). This relation, which
describes isotropic zero-point radiation, has two significant properties: namely,
it is Lorentz invariant and, in contrast to the temperature dependent term in the
previous equation, its integral taken over all admissible frequencies is divergent.

A serious disadvantage of this formula is obviously due to its divergence
with respect of the integration over the infinite frequency range. In order to
obtain a physically more meaningful figure a rather laborious work with
infinities and/or the introduction rather arbitrary cut-off frequency is required.
Moreover, any macroscopic model of partitions involved in thermodynamic
thought experiments with electromagnetic radiation should not a priori ignore
their microscopic atomic structure without serious danger of introducing a bath
by zero point radiation. Physically, the zero point radiation can be interpreted as
a random, highly pervasive background field existing due to the incoherent
vibrations of distant charges dispersed somewhere in and over the Universe. It is
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exclusively responsible for the quantum behavior of minute particles (often
called ‘Zitterbewegung’). Hence, the zero-point radiation ensures the stability of
ordinary matter by precluding the devastating eftect of the Coulomb interaction.

In this respect it worth noting that there exist the force between uncharged
conducting surfaces, which is called ‘Casimir force’ and which was described as
one of the least intuitive consequences of quantum electrodynamics [163-168].
Casimir force per unit area equals to 74 ¢/(240 #*), where r is the sub-micro-
separation of two parallel plates and was derived as early as in the year 1948
[169] by considering the electromagnetic mode structure between the two
parallel conducting plates of infinite extent in the comparison with mode
structure when plates are infinitely apart by assigning a zero-point energy of %
@/2 to each electromagnetic mode (photon). The only inherent fundamental
constants are % and ¢, while the electron charge, e, is absent, which implies that
the electromagnetic field is not coupled to matter. The role of the speed of light,
¢, is to convert the electromagnetic mode wavelength, as determined by r, to
frequency, while the Planck constant, %, converts the frequency to energy.

This Casimir effect results, thus, from changes in the ground-state
fluctuations of a quantified field that occurs due to the boundary conditions.
This was not predicted by the London’s in his well-established calculation [170]
made back in the year 1930, according to which the van der Waals unretarded
forces arise directly from the Coulomb interactions between the molecules
undergoing quantum fluctuations, yet later analyzed by Boyer [171] who
reconstructed Casimir results for the energy change by proposing that the force
between the plates arises from the zero point field subject to boundary
conditions. It is worth noting that it has further followed the classical work by
Lifshitz [172] on dispersion forces between dielectric bodies under field
fluctuations.

It occurs for all quantum fields and it can arise from the choice of
topology and is somewhat a current explanation of "vacuum’ similarly to the
Aristotelian “plenum’. It can be further extended to see the Casimir's
unsuccessful attempt to derive the fine-structure constant of the Universe by
constructing an electron-based model upon the assumption that an electron is a
sphere of uniform charge density, with its total charge equal to the electron
charge and whose radius is determined by the balance between the attractive
Casimir force (holding the electron together) and the Coulomb repulsion
(tending the electron to expand). The effect of motion received attention in view
of moving boundaries. An observer, who is in a uniformly accelerating frame
could conclude that the frame (within the acceleration «) is reflected on the
thermal bath of temperature T = %a/(2nck). It calls attention to the acceleration,
which promotes zero-point fluctuations to thermal fluctuations, similarly to the
case if the plates of the Casimir experiment are accelerated away from each
other enabling thus the photons generation in the gap [173].
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Chapter 5

5. UNDERSTANDING HEAT, TEMPERATURE
AND GRADIENTS

5.1. Development of the concept of temperature

Temperature in view of ‘temperament’ was first associated with the state
of a human body [22,35,51,52,174]. Probably the first attempt to define the state
of the human body by objective physical measurements came from a group of
Italian scientists at the beginning of the 17" Century. Sanctorius experimentally
studied the forces exerted by muscles, the content of various fluids in the body
and the frequency of pulses using a pulsologium — an apparatus devised by
Galileo. He tried, also, to measure the instantaneous characteristic of
temperament, i.e., temperature, by means of a modified version of a very old
device called a ‘thermoscope”. In fact, Philon of Byzantium (about 3™ Century
BC.) constructed an instrument that demonstrated the expansion of air on
heating, thus laying the foundation of thermometry without actually measuring
temperature. Some years later Diocles developed the theory of the parabolic
burning mirror and Heron of Alexandria (about 1* Century AD.) first used a
thermoscope for a more practical use. A medieval form of this instructive
instrument consisted of a large bulb hermetically attached to a thin glass tube,
the end of which was immersed into water in another vessel. To prepare the
apparatus for experiments, a few bubbles were driven out of the tube by a slight
heating of the bulb. After that, the instrument worked as a gas dilatometer,
sensitive to changes of temperature (but also to changes of the external
pressure). The addition of a regular scale, made of glass pearls, to the pipe of the
thermoscope enabled Sanctorius to judge the degree of the patient’s temperature
and then to choose the proper medical treatment. This conversion from a curious
toy into a powerful measuring device, which provided data that could be
applied, gave the thermoscope all the features of an effective discovery.

By the 17" Century knowledge of the ‘weatherglass’ (the common name
for thermoscope) was widely spread among educated people, either due to the
new edition of Heron’s papers or upon the accessibility of excerpts of Arabian
alchymistic manuscripts. Assigning only a single “true” inventor of
thermometer, from among persons such as Galileo, Segredo, Fludd, (F.) Bacon,
van Helmont, Boyle and others, is practically impossible. Among these inventors
was also Goethe, who more than a century later (1732) had patented a
‘virginomorphic® glass bowl filled with wine and containing a very strange pipe
— the device was more worthy of deep psychoanalytical study than for a
“reliable forecast of weather”. However, during the second half of the o
Century there were in use some advanced forms of thermometers for medical
and meteorological purposes, namely those constructed by Guericke and by the
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members of the Accademia del Cimento in Florence who also invented the
closed fluid-thermometer.

The second half of the 17" Century may be characterized as an era of the
differentiation between pure theoreticians and experimentalists. Typical of the
theoreticians, represented e.g. by Bacon, Descartes and Gassendi, was a very
prudent and critical approach to new experimental facts, a deep interest in new
methodology that was more reliable than that used by medieval scholastics, and
the will to construct universal theories. Regardless of the progress made by the
theoreticians, it would have all been futile it were not for the extensive work by
other experimental scientists. The words of Fludd that “...the thermometer
became a mighty weapon in the Herculean fight between ‘Truth and
Falsehood™ were prophetic. The most distinguished person who was trying to
use this ‘weapon’ for quantitative measurements was Boyle. Unfortunately, the
main problem concerning his experiments was the absence of sufficiently
reproducible fixed points that characterized the given thermal states, and
consequently he was able to perform only relative measurements.

However, Rémer and Fahrenheit satisfactorily solved the serious problem
of suitable scales much later, at the beginning of the 18th Century, by their use
of the first sealed precision mercury-in-glass thermometer. They introduced
fixed points such as the freezing point of an aqueous solution of salmiac (0), the
freezing point of water (32), the normal temperature of the human body (96) and
the boiling point of water (212). The intervals between the fixed points marked
on the scale of such a fluid thermometer were divided regularly into degrees.
This calibration, which was for some time Fahrenheit’s personal secret that
ensured a very good reproducibility of results for a number of different
instruments. In 1746 the Swedish astronomer Celsius introduced a new
temperature scale with zero set at the boiling point of water and 100 for its
freezing point. After his death Linne changed it to the standard scale form of
<0-100> that we still use to this day.

The difficulty with setting up the precise ‘freezing’ points was linked with
the pervasive effect of water undercooling in its dependence on the environment
and type of measurement, which variously effected the precise temperature
determination of water freeze up. Delayed solidification was caused by the
properties of solid ice, which is a more packed but lighter form of water, having
the hexagonal structure, which shows evidence of distinctive
incommensurability with the pentagonal-like symmetry of solidifying liquid
water containing high number of fluid-like centers of ice-incommensurable
icosahedrons and dodecahedrons, therefore capable of undercooling below the
standard freezing point (now 0°C). Therefore other complementary systems
were searched that were, as expected, based on every day practice such as that
with salty water (experience with ice formation over sea) or mixtures of water
with alcohol (freezing of wine).
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One of the earliest attempts to put high temperatures on a mathematical
scale was done already by Newron (1701), who described a thermometer on the
basis of oil and calibrated it by taking “the heat of the air in winter when water
begins to freeze” as 0 and “blood heat” as 12 so that on this scale water boils at
34. The melting points of alloys were determined by an extrapolation and his
logarithmic temperature scale was proposed for high experimental temperatures
on the basis of the equation, 6 = 12{2“"}, where 6 was the temperature in units
of the above scale and x represented the logarithmic temperature. Actual values
on the arithmetic and logarithmic scales were determined by interpreting the
time that an iron-bar took to cool down to “blood heat” in terms of Newton’s
law of cooling.

An analogous method for the construction of a thermometric scale was
devised independently by Amontons [22,35,175] who made experiments with a
constant volume gas thermometer. By extrapolating the regularly-divided (into
100 degrees) scale between the boiling and freezing points of water below the
freezing point, Amontons noticed that there should be a point corresponding to
the zero pressure of a gas in the thermometer. He called this point (lying
approximately 270 degrees below the freezing point of water) the absolute zero
or point of ‘ultimate coldness’ (*/’extréme froid’) and suggested its use as a
natural fixed point. Mankind is indebted to Amontons for another fruitful idea;
the invention of the gas thermometer. Whilst it was not a very convenient
instrument, it, nevertheless, appeared as a reliable and very important tool for
the calibration of more practical liquid thermometers.

Fahrenheit’s and Amontons’ scales have a lot of common features with
modern thermometric scales, which enabled the fundamental problems in
scientific thermometry to be solved; namely: to assign a number 6, called the
empirical temperature, to any given thermal state, to decide whether two bodies
have the same temperature or not, and to determine which body has the higher
temperature. Later Maxwell recognized that for thermometry to be a logically
closed system it is necessary to add a concept of thermal equilibrium and
another theorem, sometimes called the zero law of thermodynamics, according
to which: “rwo bodies which are in thermal equilibrium with a third one are also
in thermal equilibrium with each other.” By establishing this theorem, which
encompassed the form of Euclid’s first axiom, the development of the concept
of empirical temperature was practically completed.

The enduring process of enhanced awareness was clearly affected by the
caloric theory of gases, which emerged in about 1770s as a result of fusion of
the well-established geometrical view of Newtonians to the gas structure with
the emerging theories of electric and magnetic fluids. One inherent problem, in
which Laplace took a particular interest, was the search for a rational scale of
temperature. The chief difficulty was that there was no guarantee that the
mercury in a conventional thermometer expanded uniformly or, as Gay-Lussac
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put in terms of current caloric theory that “equal divisions on its scale represents
equal increment in the tension of caloric”. He had later shown that the expansion
of the gas was proportional to the readings on the mercury thermometer
(assumingly between 0 and 100 °C) and such measurements were strongly
advocated by Dulong and Petit as a standard way for a proper comparison of
temperatures. In this claim the following argument was given by Laplace “... if
the temperature of the air is supposed to increase while its volume is kept
constant, it is quite neutral to suppose that its elastic force, which is caused by
heat, will increase in the same portion as the temperature. If the pressure of the
air is now altered to the value that it had initially, its volume also will increase
in the same proportion as the temperature. Hence it seems to me that the air
thermometer gives a precise indication of variation in quantity of heat...”.

While Laplace was trying to improve Newton's expression for the
velocity of sound he arrived to an important relation relating adiabatic process
(a) with the pressure increment that would have been obtained under isothermal
conditions (i) (AP/AV)a = (c,/c,)(AP/AV)i where (c,/c,) are the ratio of specific
heats at constant pressure (p) and constant volume (v). As a consequence the
velocity of sound was given as {(c,/c,)(P/ro) }1/ 2+ Another important studies were
also associated with the effect of adiabatic heating and cooling, besides of Watr,
Wedgwood or Priestley, its possibly best account was given by Darwin who
curiously applied this knowledge even to meteorological phenomena ascribing
the cold at high attitudes to the expansion of air as it rose and experienced a
diminishing pressure.

The intuitive caloric theory of heat [133] was misapprehended by
scientists and historicist as it was discredited at that time by acceptance of the
principles of energy conservation. It showed, however, that those who studied
and made use of the caloric theory including Lavoisier, Dalton, Laplace,
Poisson, Carnot, or Avogadro did so because caloric gave them a satisfactory
basis for the study of heat, whether in physics or in chemistry. We should keep
in mind that many foundation of thermodynamics were laid while this theory
held sway, particularly between the years 1750 to 1850.

In 1824, whilst investigating the theoretical optimization of steam
engines, the devoted colorist Carnot devised an idealized heat engine capable of
performing virtual, fully computable, cyclic processes [22,176,177]. His concept
consisted of a thermally-insulated cylinder containing a gas which is provided
with a movable piston. The bottom of the cylinder can be either insulated or, in
turn, put into contact with two bathes (A or B), which have different empirical
temperatures (€; > 0z). These operations may be performed in such a way that
only isothermal and/or adiabatic changes are involved, so that it can be proved
mathematically that the work done during one cycle is maximal. Using these
conclusions, and the conjecture about the impossibility of a perpetual motion
(perpetuum mobile’) being generalized for thermal phenomena, Carnot
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formulated the following important theorem: “The moving force of the fire (i.e.
useful work) does not depend on the agent used for its development and its
magnitude; it relies only on the temperatures of the bodies between which the
transfer of heat takes place”.

It is worth noting even today almost all the mechanical energy produced
is created by conversion of thermal energy in some sort of a heat engine
[3,9,131]. Such man-made engines are literally energy transducers designed to
transform chemical energy, held within the electron configuration and stored in
the form of fuel and oxygen, into mechanical work — including the realm of
thermodynamics, which is the necessary transformation via the intermediate step
of heat. As said above, the engine’s thermal operation can usually be
approximated by an ideal thermodynamic power cycle of some kind to be make
up of a series of processes that must return the working substance (often fluid) to
its initial state. During almost all of such processes involved, one property
(temperature, T, pressure, P, volume, ¥, heat flow, O and its potential S, etc.) is
commonly held constant. All reversible adiabatic processes are naturally
isentropic ones. It is common practice to plot the processes composing the cycle
on a graph of property coordinates, such as 7-S or P-V or so, and for such an
illustration the cyclic integral of work is equal to the cyclic integral of heat.

The figure of merit is defined as the ratio of the desired energy gain to the
energy that is input, i.e., the thermal efficiency 7 equals the ratio of the net work
output to the heat added at high temperature. Repeating in short that n =  —
T,u/T;, . which means that it is impossible to build a device whose sole effect is
to produce work while exchanging heat with a single thermal reservoir (in) only,
without having a low-temperature sink (out). In practice, there are four
phenomena that render any real thermodynamic process: friction, unrestrained
expansion, mixing of different substances and heat transfer across a finite
temperature difference, the last being most important. Only three ideal power
cycles can be assumed reversible, often called externally reversible power
cycles, to include the Carnot (power optimum), Stirling and FEricsson cycles.
However, the Carnot cycle is not a practical power cycle because it has so little
specific work that any friction would almost eat up the network output and
Stirling engine is a rather complicated to run (although its renaissance is on
progress reconsidering its worth for economical exploitation of low value waste-
heats, sun-heated air and T-difference between light and shadow rocket
surfaces). Beside two isothermal processes, FEricsson cycle replaces two
originally reversible isentropic (adiabatic) processes by two reversible isobaric
processes and the heat transfer is than taking place in all four processes, which
requests an internal component called a regenerator. The engine is practically
composed of a compressor, turbine and counter-flow heat exchanger serving as
the mentioned regenerator [9,76].
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It was Kelvin’s excellent idea that every thermometer may be treated as a
special kind of thermal engine working between a bath kept at the temperature,
which has to be measured, and another one at the reference temperature.
According to Carnot’s theorem, the efficiency (i.e., normalized ‘useful’ work) of
any reversible cycle is dependent only on these two temperatures, regardless of
the working (thermometric) substance. By taking this efficiency as a measure of
the temperature, the absolute scale (i.e. independent of device and/or of material
constants) can be constructed. In order to find additional conditions to which
such a construction must be submitted, Kelvin constructed a mental experiment
that had three reversible engines simultaneously working with three baths at
different empirical temperatures &, > &, > &; Application of Carnot’s theorem to
all combinations of these cycles provided a functional equation with solution,
0/0; = o(6,)/p(6;), where ¢(6) is a monotonic, positive, definite and real
function of the empirical temperature, & The simplest choice, which later
became the basis of the international temperature scale, is that it corresponds to
the relationship ¢(?) = oT where « is a universal constant and T is that for heat,
O, exchanged between the bath and thermometer. This convention is fully
consistent with the empirical scales induced by isochoric (so called Amontons’
scale) and/or isobaric (Avogadro’s scale) equations of state.

How important the choice of ¢#) was for the further interpretation of
concepts in thermal physics will be apparent from the following example.
Dalton, in analyzing not very reliable measurements [178] of the thermal
expansion of fluids, found a quadratic dependence between supplied heat,
identified by himself as temperature, &, and the increase in volume, V, of the
fluid with respect to that at its freezing point. Using this conjecture as a basis for
the construction of a temperature scale, he was able to fit the isobaric equation
of state of any permanent gas by the formula V/V, = exp {£(6-6,)} where S is
also a universal constant. The initial state, characterized by the volume V, and
by both temperatures 6, and Ty, will be changed to a new equilibrium state that
corresponds to the volume V. It is easy to show that the difference (7-T) =
const (V=V,) is directly proportional to the work done by the gas against the
external pressure, P. On Dalton’s scale, the temperature difference factually
measures the increase in entropy (in its usual sense) of a gas in a thermoscope,
because In (V/Vy) = B (68— 6,).

It is remarkable that both the arbitrarily chosen quantities of temperature,
related to just the same experimental situation (volume change induced by
heating), can have such a different interpretation. There is an enormous freedom
in how to choose the function ¢ but it is a very difficult task, and a matter of
intuition, to anticipate whether such a choice will be of practical value in the
future. Thus the intuitive opinion of Dalton that the temperature should reflect
something closely related to the content of heat in a given body actually
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corresponds to his idea. On the other hand, the simple interpretation of heat
conduction and the evaluation of efficiency (of, e.g., steam engines) require
temperature to behave like the potential of a heated fluid. In this case, a linear
scale, equivalent to the contemporary Kelvin’s international scale, is the most
convenient one.

At about the same time (1848) Thomson used the same basis of Carnot’s
thermal efficiency and tried to introduce a logarithmic temperature scale, Th, in
the form 1 = const dTh = dT/T. After integration it follows that 7h = const; InT
+ const, , where both constants can be determined by using the traditionally
fixed points of the melting and boiling of water. This scale, however, would
dramatically change the customary concept of thermodynamics. The meaning
and interpretation of the third law of thermodynamics would ease if the zero
temperature would be replaced by infinity (7" = -c0) but the traditional degree of
freedom, ~1/2 k7, would revolutionize to embarrassing proportionality, 7 ~
exp{(Th — consty)/const;}, etc. It shows the significant role of a suitable
convention, which we can illustrate using a hypothetical case of Newton’s
definition of force, F. Instead of the contemporary expression {d(mv)/dt} a more
complex relation could have been adjusted, such as {d(mv)/dt}" or even
In{d(mv)/dt}, which would essentially have changed our tradition and thought .

As indicated, temperature reveals itself to be a potential of heat,
illustrating its similarity to mechanical work and its well-known complete
conversion into heat [22,50,179]. There, however, is no a single process
enabling a complete reverse conversion of a given amount of heat back into
mechanical work without the accompaniment of other changes. The very
absence of this opposite transformation logically excludes the possibility that
heat is equivalent to any other kind of energy, which is characterized by the
unlimited fluctuations amongst its particular forms. This serious inconsistency in
classical thermodynamics is compensated for by the traditional introduction of a
new quantity (called entropy) and of a new axiom (known as the second law of
thermodynamics), which states that this entropy is indestructible (“never
decreases”) and is always increasing (factually being “created” during every
real, irreversible route). It is, therefore, no wonder that a meaningful physical
interpretation of this quantity lacks easy demonstration. It has just the same
properties as heat (in its common sense), the name of which has already been
quite improperly used to label a certain special kind of energy. Indeed, if we
identify heat with entropy, the mysterious second law of thermodynamics
becomes quite intuitive and very easy to understand, stating, “heat cannot be
annihilated in any real physical process”.

For instance, in an experiment where heat (= entropy) is generated by
means of friction between two blocks of any material, it is clear at first glance
that the heat (= entropy) will not disappear by moving the blocks in opposite
direction but will instead only increase heat further on. Indeed, just to be able
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slow down such a process, one would have to effectively decrease the amount of
friction being generated, i.e. by suppressing the generation of heat (= entropy)
during the movement, however, there is no process involving the mentioned
blocks that could reverse the system and destroy the heat (= entropy) that had
already developed. Moreover, the substitution of the word “entropy” by the
word “heat”, which is no longer regarded as a kind of energy, would enable a
more intelligible interpretation of temperature [9,22] as the desired potential in a
closer analogy with other potentials (electric, gravitational) used in other
branches of physics.

5.2 Heat transfer

In the 1850s, the Scottish physicist Maxwell [50] initiated convincing
investigations into the mechanical theory of heat. He argued that the velocities
of point particles in a gas were distributed over a range of possibilities that were
increased with temperature, which led him to predict, and then verify
experimentally, that the viscosity of a gas is independent of its pressure. In the
following decade Boltzmann began his investigation into the dynamical theory
of gases, which ultimately placed the entire theory on firm mathematical ground.
Both men had become convinced that the novel notion of entropy reflected
molecular randomness. Maxwell expressed it this way: “The second law of
thermodynamics has the same degree of truth as the statement that, if you throw
a tumblerful of water into the sea, you cannot get the same tumblerful of water
out of it back again.” These were the seminal notions that in the following
century led to the field of non-equilibrium thermodynamics.

Although Euler had already formulated a mathematical theory for the
convection in fluids in 1764, the scientists of the 19" Century started to treat the
subject of heat transfer with the simple notations of Newton’s laws of cooling
[180] (even if we now consider it insignificant in comparison to his other works
on mechanics and optics). We may repeat “the greater the outer conductivity
and surface of a cooled solid body the faster is its cooling. On the other hand,
the body’s thermal inertia, given by the product of its specific heat and mass,
slows down its cooling”. 1t, however, did not yet distinguish between different
modes of heat transfer. Perhaps, that was how ‘irreversible heat flow’ acquired
its unpleasant moral connotation where the term ‘dissipation’ was synonymous
with ‘intemperate or vicious mode of living’. Nonetheless, the natural behavior
of heat entails a distinction between past and future or even illustrates
extrapolation to an ultimate heat death of the Universe.

In 1818 Dulong introduced an improved law of cooling, and Petit
suggested that a body absorbs and emits heat at the same time. They argued that
the rate of cooling, v, of a body at temperature, 7 + & in a vacuum surrounded
by a container at temperature, 8, must be determined by the general formula v =
HT + 6)—f(6) = ma" (& — 1) where fis a power function and the parameters m,
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a, x and y are 2.037, 1.0077, 6 and T, respectively. This formula was later
simplified to describe the thermal effect measured by a thermoelectric
instrument, z, in the formz = a 7° (T — 6) — b (T — 0), thus combining the terms
responsible for radiation and Newton’s previous cooling that accounts for the
influence of the surroundings. One consequence of this exponential-like form
was that the heat radiated by a body would never become zero for the finite
values of temperature.

In 1860 it was Maxwell, who borrowed from Clausius the concept of the
mean free path traveled by a molecule from one collision to the next, and who
introduced the modern view that heat conduction is a special case of a general
transport process of which diffusion and viscosity are parallel examples. The T*
term was later found to fit the corrected Dulong-Petit data leading to the gradual
establishment of the Stefan-Boltzmnann law of radiation. Worth of note is
Leslie’s work on the rate of cooling that furnished the relationship, d7/dt = — a
T. If the initial temperature of a hot body is 7, (at t = 0), then 7' = T, . The
constant a represents the range of cooling and can be estimated by measuring the
time taken to cool down an object to the value of 7,/2. The rate of cooling was
found by dividing 0.693 by the time required for T to decline to 7,/2. This, in
fact, provided the early basis for theoretical calorimetry.

]|
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Fig. 26. — Two instrumental versions of the /ngenhaousz’s apparatus formerly used for the
heat conductivity measurements at the beginning of 19" Century. The rods made form
different metals (Ag, Cu, Zn, Pb, etc.) were immersed into the vessel filled with boiling
water (or flowed steam). In order to follow the gradual temperature changes of individual
rods their surface were covered by either the layer of wax (to observe the melting) or mixture
of CuxJo+Hgls (to observe the change of red color to yellow). It was stressed out that ‘rods
must be sufficiently lengthy: vessel heating ought to be prolonged and intensive so that the
temperature differences are well visible to the eye. However, potential experimenters are
apprehended of possible investigation artifacts that even though the silver is a better heat
conductor than copper, the silver rods from bazaar show often heat retardation because of
their contamination — unseen mix up with copper’. The experiment could be reversed so that
the advancement of coldness was possible to observe if the heated water was exchanged for
the mixture of ether with snow particles of gaseous CO,.
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The study of temperature distribution was initiated by Biot, who found
that if a copper rod and an iron rod are joined together end to end, and the
coupled ends are placed in heat sources [12], then the heat will conduct through
the copper end more quickly than through the iron end, because copper has a
higher proportionality constant, k equal to 92, whereas, iron has a value of only
11. He introduced a method to determine the relative thermal conductivities A
(de facto thermal diffusivity, the term used by Kelvin as a) of two well-
connected metallic bars of similar shape that are put under a steady heating of
their join. A measurement of the distance from the join where the temperature is
the same on both bars, x, provides the heat conductivity value in the form 1,/4,
= (x//x2)°. An even more intelligent insight was the estimation of A on the basis
of average temperature measurement at three arbitrary but equidistant points, 77,
T, and T; If bars are equally separated they provide a useful average — the
dimensionless value of # equal to 1/2 (T; + T3)/T, 1t aid to determine L,/A, by
distinguishing, x, by help of the logarithmic form, lnfn + (n° — 1)"”] providing
the first insight into the thermal exponential distribution. For both our
amusement and conceding the difficulty inherent in the path to better
understanding, consider the early method of thermal measurements in Fig. 26.

Perhaps the more important contribution came from Fourier, who in the
year 1822 judged the above mentioned thermal properties in detail and
summarized them in the renowned Fourier's Law of heat conduction in the form
of Q =— A s AT/Ax t. It states that the amount of heat, q, which passes through a
surface (as a cross section), s, in time unit (sec) is proportional to the
temperature difference, AT, per given length, Ax (i.e., to the unite temperature
gradient of 1 degree per 1 meter). The proportionality constant A stands for the
standard coefficient of thermal conductivity while a = A/(c, p) expresses thermal
diffusivity where c, is the specific heat capacity and p is the specific mass. It
complies well with the generalized physical observations of one-dimensional
heat flow that results from the temperature non-uniformities, i.e., heat flow and
temperature gradients are exactly opposite one another in direction, and the
magnitude of the heat flux is directly proportional to this temperature gradient. It
is worth noting, however, that this early account of the ratio of heat over
temperature (in cal/1°) was presupposed to bring the same meaning as ‘mass’.

It is clear that we should understand generalized heat flux, ¢, as a quantity
that has a specified direction as well as a specified magnitude [35,175,180-183].
Fourier’s Law summarizes this physical experience succinctly as Q = — 4, VT
= A AT/Ax, where the temperature gradient VT is represented by three (i,/,k) —
dimensional derivatives, i.e., VI = idl/d + j I/ + k I/ , and where the
standard thermal conductivity can now be found to depend on both the position
and temperature, A, = A{(ijk)(T)}. Fortunately, most materials are nearly
homogeneous so that this equation simplifies to 4 = 4 (7) and for a one-
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dimensional flow is further simplified to the difference A7/Ax. It is evident that
A may vary from one substance to another, which is accounted for in part by
varying electron and photon conductance. One feature that substances have in
common with one another, according to empirical evidence, is that A is always a
positive constant. This, of course, makes intuitive sense, at least if the molecular
concept of temperature is invoked; the heat (kinetic energy at the microscopic
scale in another sense) tends to flow from regions of high internal energy to
regions of low internal energy, which is consistent with the above statement that
heat flow is opposite the gradient direction of temperature, being consistent with
the laws of thermodynamics. To show this we must emphasize that heat flow is
independent of velocity gradients or gradients of concentration, such as would
exist in a fluid mixture, so that it is required that A/T°(VI)? > 0 approving the
previous request of A > 0 and therefore consistent with experimental results.

Fourier’s Law has several extremely important consequences in other
kind of physical behavior, of which the electrical analogy is most striking. Let
us first consider Ohm’s law describing the flux of electric charge, I/A, by the
electric current density, J, = — o V¥, where & is the electric conductivity, V is
the voltage, 1 are the amperes of electric current and A is an area normal to the
current direction (vector). For a one-dimensional current flow we can write
Ohm’s Law as, J, = — o AV/Ax. Because AV is actually the applied voltage, E,
and R, is the electric resistance of the wire equal to Ax/(a 4), then, since I = J,
A, the equation becomes the form of Ohm’s Law, V' = R, I. The previously
written formula, Ax/(oA4), thus assumes the similar role of thermal resistance, to
which we give the analogous symbol, R;, and which shows how we can
represent heat flow through the slab with a diagram that is perfectly identical to
an electric circuit.

Another analogous relationship is that of mass transfer, represented by
Fick’s law of diffusion for mass flux, J, of a dilute component, 1, into a second
fluid, 2, which is proportional to the gradient of its mass concentration, m;. Thus
we have, J = — p D,;, Vim; , where the constant D,, is the binary diffusion
coefficient and p is density. By using similar solutions we can find generalized
descriptions of diffusion of electrons, homogeneous illumination, laminar flow
of a liquid along a spherical body (assuming a low-viscosity, non-compressible
and turbulent-free fluid) or even viscous flow applied to the surface tension of a
plane membrane.

In view of general thermophysical measurements, there are some other
important subjects that, whilst outside the scope of this chapter, are worth
mentioning. For example, the coefficient of thermoelectric tension (Seebeck
cofficient, a) describes the proportionality between the heat generated at a
material’s contact when a certain amount of electric current passes across it
(Peltier coefficient, P) and the composite heat, O, due to the electric current, /, at
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time, t, generated within the material held under a temperature gradient, V7T
(Thompson coefficient, u = Q/(JVI) ~ Q/H{AT T t}). All these coefficients
combine to form certain complex parameters such as the proportion of thermal
and electric conductivities, 2/p ~ (k/e)2 T (where k is the Boltzmann constant
and, e, is the charge of electron), or the quality factor of thermo-electric
material, Z = o/p/L, or some other mutual interdependency like P =— Aa T or
u=—"T(3o/T),,.

When developing methods that combine thermal determinations [16], it is
necessary to take into account a number of factors, many of which either do not
occur or leave only a small influence on the entire measurement of other, for
instance electric, quantities. There are no perfect conductors nor do absolute
thermal insulators and most thermal conductivities vary in a relatively narrow
range (within approximately five orders of magnitude). Furthermore, at higher
temperatures these values converge and it is, therefore, difficult to realize a well-
defined thermal flow, particularly when assuming the practical lengthiness of a
thermal process, which, in comparison to electric flow, takes a rather long time
to achieve equilibrium.

It is more important to note that within phenomenological theories any
flux can be generalized as the kind of the dissipation function, @. Thus it can be
written as a sum of all the thermodynamic fluxes, J, and their conjugate forces,
X, i.e., ®=2;J; X;. The fluxes are unknown quantities in contrast to the forces,
which are known functions of the state variables and/or their gradients. It has
been found experimentally that fluxes and forces are interwoven, i.e., a given
flux not only depends on its own conjugate force but may depend on a whole set
of forces acting upon the system as well as on all thermodynamic variables
(T,P,..). Various fluxes can be considered the rate of change of an extensive
variable, X; ,i.e., J; = &X/&. Conjugate forces are identical in form to the
phenomenological flow equations shown above and can be expressed, close
enough to equilibrium, in the linear form [153] of the Onsager relations, or
X/ = J; = 2 Ly X . where the constant coefficients, Ly , are called the
‘phenomenological coupling coefficients’. Written in this fashion,
thermodynamic forces are differences between the instantaneous and
equilibrium values of an intensive variable (or their gradients).

For example the difference (1/T — 1/T,,) is actually the thermodynamic
force conjugate to the internal energy, which is the familiar Fourier Law, i.e., g
= — A; VT or Stokes Law, i.e., p' = —2 1 Vv. The traditional Fick’s Law is then
obtained by introducing the condition that one works at a constant temperature
and pressure, while Ohm’s Law requests supplementary constraints provided
that the magnetic induction and all couplings are ignored. Similarly we can
predict a linear relationship between the rate of advancement of a chemical
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reaction and the affinities, which is correct only within a very narrow domain
around equilibrium.

5.3. Non-stationary heat diffusion and the Schrédinger equation

In general, any of these phenomena involves the movement of various
entities, such as mass, momentum, or energy, through a medium, fluid or solid,
by virtue of non-uniform conditions existing within the medium [3,16].
Variations of concentration in a medium, for example, lead to the relative
motion of the various chemical species present, and this mass transport is
generally referred to as diffusion. Variations of velocity within a fluid result in
the transport of momentum, which is normally referred to as viscous flow.
Variations in temperature result in the transport of energy, a process usually
called heat conduction. Besides the noteworthy similarities in the mathematical
descriptions of these three phenomena; all three often occur together physically.
It is in the case of combustion, where a flowing, viscous, fluid mixture is
undergoing chemical reactions that produce heat, which is conducted away, and
that produce various chemical species that inter-diffuse with one another.

Description of a more frequent, non-steady progress requires, however,
the introduction of second derivatives. These are provided by a three-
dimensional control of a finite region of a conducting body with its segmented
surface area, denoted as s. The heat conducted out of the infinitesimal surface
area ds is (-AVT)(k ds), where k is the unit normal vector for the heat flux,
q = -AVT. The heat thus generated (or absorbed) within the underneath region, v,
must thus be added to the total heat flow into the surface, s, to get the overall
rate of heat addition. Therefore we need integration. Moreover, the rate of the
increase of internal energy, U, for the given region, v, is granted by the
relationship, dU/dt = [ {p ¢, (OT/)} dv, where the derivative of 7 is in the
partial form because 7 is a function of both, v and t. Applying Gauss’s theorem,
which converts a surface integral into a volume integral, we have to solve the
reduced formula of the form, /[ {V.AVI —pc, (FI/A)} dv =10

Since the region, v, is arbitrary small, the integrand must vanish
identically so that the heat diffusion equation in three dimensions reads, V&
AVI+ dg/dt = pc, (O1/4). If the variation of A is small, 2 can be factored out
leaving a standard but more complete version of the heat conduction equation
(i.e., the second law of Fourier) VT = (1/a) (JT/&), where a is the thermal
diffusivity, and the term V°T = Vi VT is called the Laplacian and is arising from
a Cartesian coordinate system (idck + j & + kdé) (idl/ck + jol/y +
k dT/&) = idT/&° + j AT/3° + k 8T°/& . This is the standard second order
form of the heat equation showing that the change of temperature over time is
proportional to how much the temperature gradient deviates from its linearity. In
the other words, the bigger the protuberance in the temperature distribution, the
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faster is its compensation. However, its mathematical solution is complicated
and is not the aim of this text. Just as an example, consider a massive object of
temperature T, (at the initial conditions of T{x,0} ) that would affect the
temperature of its environment, 7. The solution in time, t, and space distribution
x gives a solution in the form, T(x,0) = T, + (T, — T,) @ [x/2(kt)"?], where @
stands for the Bessel functions, available from tables but not easy to work with.

The fact that the second Fourier Law bears a general form of a
distribution law is thus worthy of special note. The significant reciprocity can be
found for the famous Schrddinger equation when taking into account a diffusion
process as something fundamental [154,184-188] and intimately related to light
and matter (close to the physical intuition of Feynman). It is usually written in
its simpler form as dy/dt = i ¢’ Ay, where is the wave function, { stays for the
standard complex number and ¢’ is an ‘imaginary’ diffusion constant. The
different paths along which diffusion with an imaginary diffusion constant occur
do not necessarily lead to the toting-up of the observed effects but can, instead,
result in a destructive interference. This is asymptotic for a new phase in
physics, intimately related to the mathematics of complex functions. It describes
diffusion as probability amplitude from one point to the next along the line. That
is, if an electron has certain amplitude to be at one point, it will, a little later,
have some amplitude to be at neighboring points. The imaginary coefficient
makes the behavior completely different from the ordinary diffusion equation
such as the equation that describes gas spreading out along a thin tube — instead
the real exponential solutions the results are shown in complex waves.

Physics, however, has already gone one stage beyond the complex
numbers in order to describe weak and strong interaction in elementary particle
physics (non-abelian gauge theory that uses “hyper-complex” numbers —
multivectors, by working, for example, the SU(2) theory of particle quantum
flavor dynamics). Such hyper-complex mathematics of diffusion may be related
to the realm of life yet too complex to solve but recently applied, at least, to the
kinematics of the human knee. The complex diffusion problem can also be
recalled in view of the substrate-bound Maxwellian understanding of light,
deeply rooted in the world view of many physicists even today, as well as to
Steiner’s view of electricity as light in a ‘submaterial’ state [184].

5.4. Practical aspects of heat flow — contact resistance and periodical

outcome

As a matter of interest we can begin this section by mentioning the
incident described by Schwart in 1805 when he experienced an unusual audio
sound while an as-cast hot ingot of silver was placed on the cool iron anvil [12].
Later, it was closely studied by Trevelyan and Faraday who showed that any hot
metal standing on two separated tips resonates with the cooling substrate
(preferably with an amply different coefficient of heat expansion). Practically
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speaking, the metal is pushed up by one of its tips and gets back to another one,
and so on, which thus endows oscillation continuity.

No two solids will ever form a perfect thermal contact when they are
pressed together and the usefulness of the electric resistance analogy is
immediately apparent when looking into the interface of two conducting media.
Since some roughness is always present, a typical plane contact will always
include thermal impedance such as tiny air gaps, structural irregularities, etc.
Heat transfer thus follows at least two parallel paths across such an interface.
We can treat the contact surface by placing an interfacial conductance, A, , (in
[W/(m’K)]) in series with the conducting material on the either side. It accounts
for both the contact material and the surface’s mutual finish executed by a
joining force (deformation), near-surface imperfections and interface
temperature profile, 7 = T(r) providing R, = (1/h; + 1/h. + 1/hy)/A, where
h; ang 2 are the respective conductivity of materials on the both sides (i.e., h| =
Aqi/dy, d being the thickness).

A frequent task is to find the temperature distribution and heat flux for a
sample holder granted as the long enough hollow cylinder with a fixed wall
temperature — inside temperature T; for radius r; and outside 7, for », . For T’ =
T(r) we have (1/r) d'd (vOl/ck) = (1/a) (F1/A) to provide general integration in
the form T = ¢, /n r + ¢,. The solution gives (T — T;))/( T, — Ty} = In (v/17)/In (1,/1}).
It would be instructive to see what happens when the wall of the cylinder
becomes very thin, or when (r/7,) is close to unity. In this case /n (r/r,) ~ (r —
ry/r; and the gradient has a simple linear profile (T — T)/(T,— T;) ~(r — r)/(r, —
r, the same solution that we would get for a planar wall. The heat flux falls off
inversely with the radius.

We often want to transfer heat from the outside through composite
resistances where we, again, can recognize Ohm’s Law similarity and write the
resulting thermal resistance in the form called the overall heat transfer
coefficient, Ryem. It represents the series of actual thermal resistances in the
same way as is traditionally made for an electrical circuit with multiple electrical
resistances. Recalling the preceding example of a convective boundary condition
of a cylinder we can write for heat Q a simplified equation, O = Ry s AT ¢,
where Ry = 1/{ 1/h + v ln(r/r1)/k} is given in [W/(mzK)] units and /A, is again
the customary interfacial conductance.

The opposite approach would be a more detailed inspection of individual
thermal processes taking place on the entire interface. Let us consider only two
simple parallel thermal passes: one, most rapid solid conduction, carried out
through the direct contacts and the other, so called interstitial heat transfer,
which is much slower as intermediated through gas-filled interstices by
convention, or even by radiation across evacuated gaps, as illustrated in Fig. 27.
Surprisingly it may establish enormous temperature gradients along the interface
— just assuming that the solid conduction takes place on one micron interface
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with one degree temperature difference then the resulting value for the term
AT/Ax ascends to 10" K/m, which is comparable to the gradient produced on the
wall of a high temperature furnace. It is clear that a series of such contacts
arbitrary distributed along the interface give rise to a community of heat sources
having a periodical resolution. The resulting heat wave is not planar and
horizontally parallel to the conductive interface but has a sinuate profile. Further
it is associated with the local volume changes due to the temperature
dependency of expansion coefficient so that it is also the source for the above
mentioned sound effect when a hot ingot possessing jagged surface with tips is
placed on a cold metallic plate.

Interstitial Interstitial
heat transfer heat transfer

Solid Solid Solid

conduction conduction conduction

Fig. 27. — Illustrative diagram showing the overall heat transfer from side to side of the two
(macroscopically) well-linked solid bodies. The separation plane represents a thermal contact
between two real (often-uneven) solid surfaces eligible, however, to create spot-high
temperature gradients, located at the individually disassociated thermal junctions. Miniature
contact places exhibit either the good (conduction — thick arrows) or poor (mixed
connectivity — thin arrows) heat transfer. Possible effect of such uneven distribution of
intimate thermal contacts is often overlooked. In view of always existing ‘rough-touch-
character’ of most thermal contacts the possibility of an internal heat pulsation cannot be
excluded even for ordinary thermally-controlled experiments, which use the miniaturized
sample-cells that possess relatively large surfaces of their associated mechanical contacts.
Even the opposite (retarding) performance may be anticipated when the poor-connective-
sites execute the damping role for the externally introduced modes of thermal oscillation.

A thermally fluctuating interface is a very common feature of many
reacting interfaces. It may furnish a traditional solution, where the sinuous
profile is extinguished by gradual retardation of thermal waves if the bulk (e.g.
material layer or sample holder-cell) is large enough, or a less common solution,
where such thermal fluctuations are enhanced by some processes, which
multiply thermal effects (e.g. by befitting self-organization). This may occur
even for special cases of thermophysical measurements when working in micro-
dimensions (miniature samples or very thin walls of sample holders and material
layers), which are not capable of compensating for such sinuous thermal
fluctuation. Such a case is gradually manifested through routine observations by
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the detection of thermal noise. It may be the result of externally ordained
temperature, often periodic alternations (temperature superimposed modulation)
that may positively interfere thus enhancing the localized tendency to thermal
vacillation. Tt can occur in the case of temperature-controlling methods applied
by some TA instruments working under a specific furnace program of two-fold
modulation (constant temperature increase with saw-tooth or sinusoidal
modulation) often presented as renovation but yet without thorough analysis of
the interference effects involved.

A periodical thermal source is, therefore, very important to analyze. It
can act on a coupled body in two basic ways:

(i) when provided by an external (stationary) and large enough
(unbounded) body of temperature, T, that is repeatedly changing in a particular
manner, usually expressed according to the convenient goniometric function,
T(0,t) = A cos wt, where A stands for the (maximum) amplitude and ® is the
angular frequency given by relation w = 22T = 2 xf, where T is the period and f
is the frequency,

(i) when represented by an internal heat generator the heat production of
which is again denoted by a goniometric function, usually understood as the
time derivative of the previous cosines (due to d77/dt), then T(0,t) = B sin o,
where B stands for the product ®A . For example, the solution for temperature
steady state assuming a simple infinite plate in the fixed environment of such
periodical changes of temperature, 7p = Tp, + Tp,u A cos ¢, resolves in the
analogous function, T(x,#) = A(x) cos (@t — @,), where @, represents the phase
shift and A(x) = f (@/2k)'? stands for a complex function, f, of angular
frequency, ®, and heat conductivity, k. There follows some important points:

- The resulting amplitude of oscillation, A(x), decreases exponentially
with the penetration depth, x, i.c., 4(x) ~ 4 exp -(ox/2k%)"".

- The transferred temperature oscillations are time delayed that is again
proportional the penetration depth (ax/2k*)" 2

- The penetration depth depends on the oscillation periodicity, i.e., the
smaller period the lesser penetration. The ratio A(x)/A equals to exp -(&x/2k’) 2
which also makes possible to estimate heat conductivity using A° =
ox/{ 2107 A(x)/A}.

5.5. Turbulent boundary layers

We must remember that besides the flow of heat, there also exist other
fluxes such as that of fluid, solutions of salt, the viscous stresses or even the flux
of electrons or light. These laws are commonly based on the conservation of
momentum and additional hypotheses, the justification of which lies in the
satisfactory comparison of deductions from these laws with experimental
observations. Such comparisons between theory and observation are limited,
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particularly in respect to the more complex situations that may arise when
several different fluxes become alive simultaneously. It is conceivable and even
probable, that such classical laws of heat conduction, diffusion, and momentum
transfer must be altered to account for phenomena, which cannot be otherwise
explained. In short, the state of our knowledge of macro- and micromolecular
transfer of properties is not complete.

For example, turbulence in a fluid medium can be viewed as a spectrum
of coexisting vortices in which kinetic energy from the larger ones is dissipated
to successively smaller ones until the very smallest of these vorticular ‘whirls’
are damped out by viscous shear stresses. It is best illustrated by cloud patterns
where huge vortices of continental proportion feed smaller ‘weather-making’
vortices of the order of hundreds of kms in diameter. They further dissipate into
vortices of cyclone and tornado proportions that disintegrate further to smaller
whirls as they interact with the ground and its various protrusions. Interestingly
the process continues right on down to mm- and micro-scales. Practically we
want to create a certain measure of the size of turbulent vortices (‘length-scale”).
This may be done experimentally by placing two velocity-measuring devices
very close to one another in a turbulent flow field or using so called mixing
length introduced by Prandt! as an average distance that a parcel of fluid moves
between interactions. It bears a physical significance similar to that of the
molecular mean free path. The associated mixing length, /, can help to define the
so called eddy diffusivity (of the momentum g,). For notations of the
instantaneous vertical speed of a fluid parcel and the velocity fluctuation that
increases in the y-direction when a fluid parcel moves downwards (+) into
slower moving fluid, we obtain measurable definition of &, = /* |du/dy|. This
value can be useful to characterize the turbulent fluctuations in the boundary
layer (friction velocity, viscous sublayer or buffer layer dependent to the
Reynold’s number (see also chapter 12).

As with the existence of a turbulent momentum boundary layer there is
also a turbulent thermal boundary layer, characterized by inner and outer
regions. In its inner part, turbulent mixing is increasingly weak and heat
transport is controlled by conduction in the sublayer. Farther from the wall, a
logarithmic temperature profile is found, and in the outermost parts of the
boundary layer, turbulent mixing becomes the dominant mode of transport. The
boundary layer ends where turbulence dies out and the uniform free-stream
conditions prevail, with the result that the thermal and momentum boundary
layer thickness is the same. Fourier’s Law might likewise be modified for
turbulent flows by introducing the local average of the turbulent temperature, T°,
and the eddy diffusion of heat, g, , which suggests yet another definition, the
turbulent Prandtl number, Pr, = ¢,/¢;, .

Knowing that the complex heat transfer coefficient, k., is a complex
function (of &, x, ¢, um ) and that the mean film temperature, 7y = (T, + T.)/2,
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the derivation can be based on Fourier’s Law again, &, = ¢/(T,, — T.) = k/(T,, —
T.) (T/30),=p, certainly under certain simplifications such as the fact that a fluid
is incompressible, pressure deviation does not affect thermodynamic properties,
temperature variations in the flow do not change the value of k and the viscous
stresses do not dissipate enough energy to warm the fluid significantly. By
assuming the control volume, R, , in a heat-flow and fluid-flow field we can
write that the rate of internal energy increase in R, is equal to the sum of the rate
of internal energy and flow work out, net heat conduction rate out and the rate of
heat generation, all related to R, . It provides the so called ‘material derivative’,
abbreviated as D7/Dt, which is treated in details in every fluid mechanics course
and which represents the rate of change of the temperature of a fluid particle as
it moves in a flow field. For the field velocity, u, and particle velocity, v, it
takes the energy differential form, DI/Dt = S/ + v~ VI, or in particular,
T/d& + v, dTé + v, /Y = a(BT/& + FT/H7), which is even more
common in its dimensionless form, when T is substituted by &, which is equal to
the ratio of instantaneous versus maximum gradients, (T — 7,,)/(T.._ T,,), where
subscripts w and oo mean the wall boundary and infinity.

This is a subject sample when the specific field of heat transfer involves
complex motions which can be seen, however, as a remote discipline of classical
thermal analysis but which, nevertheless, takes part in any complex process of
self-organization.

5.6 Special aspects of non-equilibrium heat transfer

There is a vast amount of literature on heat conduction when counting
with relaxation terms [189], which is trying to correct its paradoxical theoretical
nature, i.e., the so-called absurdity of the propagation of a thermal signal with
infinite speed. It follows from the solution of the heat and/or diffusion equation,
which gives a definite construal of propagation for any time. This certainly
contradicts the macroscopic observations and was one of the first incentives for
the development of extended irreversible thermodynamics. Let us examine an
isolated system, which is initially composed of two subsystems at different
temperatures. At a given instant, they are put in thermal contact. Equilibrium
thermodynamics theory predicts that the final equilibrium state will be that of
equal temperatures. However, it does not give any information about the
evolution from the initial to the final states, which could be either a pure
relaxation or even oscillatory. Though in the oscillatory case the heat could
paradoxically flow from cold to hot regions in several time intervals, it is not in
contradiction with the second law of thermodynamics because of its global
nature. The problem becomes acute when one tries to give a local formulation of
this second law in particular time and in local space, which is crucial in second
sound experiments. It leads to the definition of the localized production of
entropy, s, and the formulation of an extended equation for the evolution of heat,
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g = V @', to be compatible with the required positive definiteness of s’ and
positive values of the parametery, i.e., V&' — a 8’ ¢’ = u g, where a = /AT
and u = (AT°)”. For small values of heat flux, the contribution of multiple order
of (g ¢) to the absolute temperature, &, can be neglected, so that & is taken
equivalent to the local-equilibrium temperature, 7. Then it provides the form of
Cattaneo equation, g’ = — (¢ + AVI).

It is important to realize that there is the generalized absolute temperature,
8, and not merely the local-equilibrium temperature, 7, which is the relevant
quantity appearing in the entropy flux and the evolution equation for the heat
flux. Considering infinitesimally small thermal disturbances around an
equilibrium reference state, the vales of @ and T become identical with each
other up to the second-order corrections and the evolution equation of 7 and ¢
are as follows, pct FT/F + pe T/& = — V(g + AVT), where, for simplicity,
relaxation time, 1T, and heat conductivity, A, can be assumed constant. Joining
the preceding equations together it results in a new hyperbolic equation of the
telegrapher type, namely 7 (FT/&°) + JI/& = a AT. Under high frequency
perturbations (or pulses) the first-order term derivative is small compared with
the two other terms and the equation becomes a wave equation whose solution is
known in the literature as second sound (for, e.g., dielectric solids in low
temperatures). There is several other contexts known, such as in the analysis of
waves in thermoelastic media, fast explosions, etc.

In the case of suddenly heated materials (dielectric discharge, laser pulses,
fast exotherms or even picosecond-irradiation-induced nuclear fusion) the
associated energy transfer cannot be adequately described using the classical
Fourier’s Law. In order to study such special responses of the system subject to
a general perturbation due to an energy supply term, g(r,t), the above energy
balance equation have to be extended and the right-hand side is replaced by
[gry) + T(ry/c /pe.

It is important to note that the time derivative of the energy supply term
has no counterpart in the classical theory of heat. The difference between the
classical and extended formalism follows. In the classical description, the
response to heat perturbation is instantaneously felt in all space, because the
term AT(x, f) is non-zero at any position in space for £>0. In contrast, AT(x, 1),
derived upon the mathematical manipulation with the energy added equation,
vanishes for x > Wpc/At)/m’ , so that a perturbation front propagates with the
speed U ~ V(pc/A7), while the positions beyond the front are unaltered by the
action of pulse.

The description based on a generalized hyperbolic equation predicts the
propagation of a front peak, which is absent in the classical parabolic model. It
means that the latter underestimates the high temperature peak, which may be
present in the wave front, which means that the distribution of thermal energy is
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altered. In the classical parabolic case it is scattered within the whole spatial
region, whereas there is a sharp concentration of energy in the actual case of the
hyperbolic solution. It has serious consequences in understanding the absolute
non-equilibrium temperature, 6, which is continuous across the ideal wall
between the system and thermometer, while their respective local-equilibrium
temperatures, T’s, may be different. A more intuitive understanding may be
achieved in viewing the situation where two hypothetical thermodynamic
systems are thermally connected through an ideally connecting plate. One
system is at equilibrium temperature, T, while the other is at a non-equilibrium
steady state under a high heat flux generated by a temperature difference across
its system body. According to classical theory, no heat should flow from one
system to another if equilibrated. However, a contrary flow is to emerge, which
is proportional to the gradient of the non-equilibrium temperature, V8, because
one equilibrium side has 6, = T, while the other 6 = T (I — y ¢°) where y is
proportional to £'T°. It yields the disequality @ < T. This example corroborates
the previous statements, according to which a thermometer indicates the
generalized temperature: heat transfer between the two systems will take place
until they have reached the same temperature, rather than the same local-like
equilibrium. This idea provided an incidental basis to the definition of a
“coldness” function assumed to depend on the empirical temperature and its
time derivative.

5.7. Human response as the warm-cool feeling

As was accentuated in Chapter 1, the most decisive process of our
instinctive responsiveness is the spontaneous sensation of warmness. So it is not
unusual to also pay attention to the transient thermal properties that play an
important role in our positive sensation of our clothes wrapping. In particular, it
applies for flat textile fabrics, as not only the classical parameters like thermal
capacity and thermal diffusivity are involved, but also transient thermal
parameters, which describe the warm-cool feeling [190] or thermal-contact
feeling of fabrics. It occurs during the short or periodical thermal contact of
human skin (thermo-sensors) with any object of a different temperature. In the
thermo-physical instruments market are two commercially available measuring
apparatuses, the ‘THERMO-LABQO’ instrument and the ‘ALAMBETA’
instrument, which can express the level of thermal-contact feeling in terms of
the so called ‘thermal absorptivity’. The generally accepted measuring
methodology or reference values are, however, missing and the thermal-handle
of fabrics, whose level strongly affects customers when buying clothes, is still
evaluated subjectively.

The principle of an automated instrumentation relies on the application of
a direct ultra thin (0.15 mm) heat flow sensor, which is attached to a metal block
of constant temperature which differs from the sample temperature. When the
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measurement starts, the measuring head, containing the mentioned heat flow
sensor, drops down and touches the surface plane of the measured sample,
which is located on the instrument base under the measuring head. At this
moment, the surface temperature of the sample suddenly changes (i.e., the
boundary condition of first order is worked out), and the instrument computer
registers the heat flow course. Simultancously, a photoelectric sensor measures
the sample thickness.

The computer display then shows the steady-state wvalues for
characteristics such as the thermal conductivity A [W/(mK)], thermal resistance

R [m2K/W] and thickness of the sample s [mm], but also the transient (non-
stationary) parameters like thermal diffusivity and so called thermal absorptivity

b [Ws!/2/(m2K)], Thus it characterizes the warm-cool feeling of textile fabrics
during the first short contact of human skin with a fabric. It is defined by the

equation b = (Apcil/2 | however, this parameter is depicted under some

simplifying conditions of the level of heat flow ¢ [W/m2] which passes between
the human skin of infinite thermal capacity and temperature T, = The textile
fabric contact is idealized to a semi-infinite body of the finite thermal capacity
and initial temperature, 7,, using the equation, Dy = b (T;] — T/ 71/2
which is valid just for the short initial time, t, of thermal contact between the
skin and fabric. For longer times, exceeding a few seconds (where the minimum
time is given by the square of thickness s divided by 12,96 and also divided by
thermal diffusivity, a), the heat flow, g, loses its dynamic (transient) character
and its level sinks to the steady-state level given by the relation g, = (T] _ T )/

R = AT _ T, )/ h. The higher the level of thermal absorptivity, the cooler the
feeling it represents. Practical values of this parameter for dry textile fabrics

range from 30 to 300 [Wsl/2/(m2K)]. It was approved that this parameter
(which was formerly also used in civil and mechanical engineering)
characterizes with good precision the transient thermal feeling which we get in
the moment, when we put on the undergarment, shirts, gloves or other textile
products. It was found that ‘grey’ fabric always exhibits the highest thickness,
highest thermal resistance (and consequently lowest thermal conductivity) and
lowest thermal absorptivity (warmest contact feeling). During the subsequent
stages of any chemical treatment, practically all the above mentioned
thermophysiological properties become worse. Singeing, for example, makes the
outstanding superficial fibres shorter, which reduces the thermal-insulation air
layer entrapped amongst the fibres, during any resin treatment the air is
substituted by a polymer of higher thermal conductivity and capacity, etc.
Thermal contact sensation by means of some reliable measuring
instrument opens new ways for the optimization of this relatively new fabrics-
surface characteristic, which often presents a factor that influences the choice of
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cloth or garment by a customer, and whose method of objective assessment
deserves an international standardization. Since the touch sensation strongly
affects our choice, the objective assessment of this sensation became very
important in the last decade and became a part of generalized thermal analysis.

5.8. Non-equilibrium fluid systems and our cosmological ‘engine’

On the other hand, we may look at "thermal feeling" of our planetary
ecosystems, which, in general, is influenced by positioning in interstellar space
[9,191]. No planet is a closed system neither is it in contact with two or more
thermal baths. Each planet is in contact with a hot radiator (sun ~ 5800 K) and
cold radiation sinks (outer space ~ 2.75 K). Each planet therefore realizes a kind
of a “specific cosmological engine’. Being a sphere is crucial because of its
rotation and revolution modes with an inclined axis, which are responsible for
the richness and complexity in the behavior induced by the solar influx. The
atmospheric fluid motion adds the spice of chaos so that the thermodynamic
events, which take place within a planet, are sustained by non-equilibrium flows,
which must obey the fundamental laws of non-equilibrium thermodynamics.

If our atmosphere were stiff, its thermodynamics would not contain any
chaotic phenomena. If the Earth were a rigid homogeneous sphere with no
atmosphere and consequently neither albedo nor downward diffusion, the direct
solar influx could be calculated without any special experimental measurements.
To each point of the surface the solar influx would be a trigonometric factor
times the solar constant strictly changing along the exposed face. The
neighboring planet Mars is active in this way, so that if we were to colonize it
we would need first to create its albedo by manufacturing the retroactively
reflecting atmosphere upon introducing CO, from mineral sources, or simply by
delivering ‘Earth-type pollution’ (as in our atmosphere) necessary to increase
the surface temperature and to enable melting and evaporation of soil-buried
water. This process could be relatively brief in comparison to the next step,
which should be the creation of a livable environment by an appropriate process
(planting) in order to introduce oxygen. There, however, are many other
obstacles to tackle, such as too high levels of dangerous radiation (which is
screened out from the Earth by its magnetic field shield). The surface of the
planet Venus is, on the contrary, extremely hot because its atmosphere is dense
and opaque due to high concentration of back-reflecting components and
particles (containing even droplets of H,SQ,4) exhibiting, therefore, extremely
violent atmospheric motion. Because of a very special nature of the external
cosmological state, the boundary conditions for the planets determine the
possibility of being an ecosystem, namely a dissipative system with vitality
steadily maintained. We can expect a very complex circulation of availability
over a planet. We can define a global physical ecosystem to be a system, which
satisfies the following properties: it is closed with respect to mass exchange
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(occupying a finite domain) but is open regarding energy (outgoing flux is
matching that which is received) and it is in a globally steady state for a longer
period (energy balanced).

So far, the cosmic ecosystem offers only one example, Earth, and it may
be its only one realization. The Earth has developed as a heterogeneous
thermodynamic system with many components in all three phases of gas, liquid
and solid, and with their interfacial boundaries of a complex character. Its
mathematical solution, even categorically reduced, is infinitely complex, either
the simplest one using just the single component and one phase in homogeneous
view or another, with two components that do not mix, assuming a
heterogeneous concept, or many others including chemical reactions and
sophisticated evaluations by finite elements, lattices, etc.. Additional variety of
biochemical cycles became as complex as the definition of life itself. The
problems of predictability with increasingly complex non-linear models always
tremendously inflate.
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Fig. 28. — Left, the entropy relation between the Sun and the Earth is depicted while the right
sketch offers the entropy issues, which cause that our world keeps in a gradual but repetitively
coiled progress. Middle, the global view of the income energy delivered from the sun in
comparison with the one-time capital resources of energy available on the Earth as
schematically shown by the mutually amount-related cubes (the inset illustrates the original
spectrum launched by the sun and its stepwise changes while reaching the outside atmosphere
and finally collected at the sea level).

For example, let us see the temperature field and its reduction, and follow
the temperature at a given spatial element. After a period of one year, or
averaged in ten years or so, we expect this temperature to repeat itself with
certain accuracy. Violations of its expectancy can be attributed to local chaotic
interactions (fast irregularities), global chaotic interactions (slow irregularities)
and finally to man-made modifications to the energy balance such as occurs by
the injection of excess CO, on the terrestrial surface. Considering now the
density field of other components (SO, aerosols) and its finite element
reduction, we again expect only small changes; otherwise the Earth would
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become thermally or chemically poisoned. Certainly, it can become a result of
an abrupt volcano eruption or a sudden impact of meteorite but recently it is
steadily provided by man, who is thus a strange occupant of the Ecosystem and,
at the same time, most flexible and very vulnerable. He cannot stand changes of
pressure, chemistry of environment and particularly of temperature. The healthy
body temperature variation is about one degree and thus man needs a complex
body-control system plus a shelter — house and clothing. There is an evident
difference between the living creature (a self-developed control system) and the
entire ecosystem of Earth (determined by solar radiation).

The power per square meter of the Earth’s surface is not a large number,
but this modest gift is what the Nature has given us. Any particularly stable
society could get along with; the generations of dinosaurs lived in equilibrium
with this number for a hundred million years, humankind also managed for
several millennia until starting to expand its population and advanced its
technology. Finally, in the last thirsty century, a blink with respect to history, a
small percentage of humankind has developed a trend for fossil energy
consumption, which has become out of tune with the natural orders of
magnitude of power that likely the cosmic evolution has decided to give us.
Sometimes, it is hard to believe that we are not clever enough, acting without
scientific conscience, just simply driven by allurement of increasing growth.

In the first approximation let us consider the Sun as a stable source of
Planck’s distributed photons at the temperature, Ts = 5800 K, at its outer radius
Rs. The photons that leave the Sun travel in all directions and without
interactions sink at infinity or, better, go into equilibrium with the fossil bath at
about 2.7 K. We can define the temperature 7, at the distance d, which is 7, =
Ts Vv (d/Rs) > 1. For the Sun’s entropy emission similar relation holds: S,./Ss. =
v (d/Rs) > 1 . If the solid Earth were a black rigid sphere with radius Rg, and
with transparent atmosphere, the inward and outward fluxes would be given by
simple boundary conditions of T°s and R’s. The relative motion of the Earth and
the Sun produces a periodic function f, with the period p, which embodies the
mass continuity, Navier-Stokes equation and energy balance relations for the
atmosphere still very far from authenticity. The stationary distribution of the
sustained equilibria corresponds to a capacity of mechanical power that may be
expressed by a distribution of an infinite number of Carnot’s engines whose
global efficiency can be formulated in general terms by mathematics. It is
approximated by the relation, 7g,pa = JA(T-T5)" max (T:.T) JdS/R’ 6T , where
A and O are respectively the overall Newton thermal conduction (fixed as 8
w/m’K) and Stefan-Boltzmann radiation constants (providing 87" ~ 1384 W/m?).
The calculated values of 77, are in the neighborhood of one hundredth.

The biological network interacts with the thermodynamic ecosystem (is
factually ’thermodynamically living’) so that it is not a passive stage but a
livelihood architecture. The global treatment induces better understanding of the
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concept of global steadiness governing a distribution of local disequilibria. If the
Earth had an irregular orbit, the problem would not admit a globally steady-like
solution and if, in addition to the daily and annual periodicity, there were
additional irregular movements, there would be neither global steadiness nor the
less restrictive property of global periodicity. The ample complication being the
variation in either the solar emission or mutual orbit geometry, which imply
changes in the input conditions for the Earth ecosystem and which is known to
happen in certain often-repeating short (30, 70 or 150 years) or lengthy
(thousand and million years) intervals depending chiefly on the Sun, but having
also many chaotic components (eruptions).

Let us mention that the Earth’s orbit is fortunately close to a circle but not
completely. Its ellipticity varies over the course of the year but its effect is too
weak (3 %) to cause the instant seasons but strong enough over its severity,
regressing by about one full day every 58 years. The Earth reaches perihelion
(closest point towards the Sun) in early January but this date does not remain
fixed but slowly regresses. Tropical year is measured between two vernal
equinoxes (being the base of our Gregorian calendar) while between two
perihelia lies the anomalistic year (about 25 minutes longer), which moves
completely through the tropical year in about 21,000 years. Most of this
difference is due to the slight change in the direction of the Earth’s rotation axis
in space, called precession, which is tilted from the normal to the orbit plane at
an angle of 23 degrees and precesses once every 23,000 years. The eccentricity
of the Earth orbit varies periodically with a time scale of about 100,000 years, so
that climatologically it can become imperative if positively modulated together
with the 21,000 cycle of perihelion. Another 41,000-years variation is obliquity,
which is different from precession. These astronomical phases are often called
Milankovitch cycles (after the theory of the Serbian civil engineer) but their true
impact on climate changes is not yet clear.

However, within a cosmological scale, the concept of an isolated system
becomes no longer practicable because the definition even of our neighborhood
boundaries is tricky (as the Sun is enveloped by far reaching dispersion layer
full of eddies and horrible jets and our terrestrial atmosphere is diffuse and full
of motion, containing rarefied ions with outwards super-fast streams) and the
equations of fluid motion fail to hold. These alterations in the input conditions
bring about yet new dynamical regime of atmospheric and oceanic motions
(apart from changes in composition, structure, etc.). As these modification are
non-linear again, nobody can predict, or know, what could be the resulting effect
with respect to what we have experienced or can resolve from history.

Let us move to an example of a renewable engine, and to this purpose
consider now thermodynamics of the Earth. This is a system in approximate
global steady disequilibrium state, which means that, more or less, inward and
outward radiation fluxes balance. We can recall the standard thermodynamic
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approach to consider a spatial domain, (2, with elementary volume d°r~ with
coordinates, r "(x,,z), boundary, (2, and time, t, assuming the density, p(r 1),
fluid velocity, v(r 1), and temperature, T(r ,¢), which are not all locally
stationary. Energy dissipation, w, (irreversibility or entropy production) comes
from thermal conduction (VI) and viscous shear (tensor, oj), and contains a
complicated maintained flow of disequilibria to which corresponds a dissipated
availability for a natural system, w*, = oy N/xpy + A ( VI)’ /T (given in
[W/m®]). The power density is constantly created and dissipated and this is the
power embedded in the natural motion. If we know the solution of the natural
dynamics, we could construct the quantity w, calculate it numerically and this
would be the evaluation of the dissipated power of the Earth. Its volume integral
would be a fundamental global number qualifying the planet’s stationary global
conditions, so to say, its ‘health’. This is actually an extension of the story of a
classical engine that produces mechanical work and this work is immediately
dissipated into heat. Gasoline is solar radiation and ambient coincides with
engine, because there is no “outside” to the global ambient. The right-hand-side
of above-mentioned equation can be separated into two parts, the first being the
shear availability and the second the Carnot availability. For an active system
(familiarly called ‘windmill availability’) the second term combines with the
term of mechanical power yielding w* = 4 (VI)’ / T + v~ VP, which is
technically the power source of opportune dams, windmills, etc., constructed by
man, while the remaining dissipation, c; &v/ckg, , apart from a negligible delay,
changes nothing from the natural circulation. We can thus see the natural
motions as a loop powered by the availability that creates motion, which in turn
creates availability, which is in turn dissipated and creates motion again, and so
on. The natural and the active systems are indeed different.

Their joint consideration is equivalent to the consideration of burning a
certain amount of gasoline in nature, and see what happens if we burn it inside
the engine. These motions can be periodic (or better chaotic) depending to the
temperature gradients. In those places where (A(VI)’ /T) and (v~ VP) are
particularly large, ejection of mechanical power may occur, typically in the form
of the growth bubbles in a pot of hot volcano magma. It teaches us many things.
We learned that in a stretched-out period, the solar radiation is not constant and
its emission pattern is partly periodic and partly chaotic. The final result is that
the Earth‘s ecosystem has an extremely complex thermodynamic configuration
[191,192] with the presence of chaos overlapping a predominant periodicity. It
shows the physical fact that the fundamental numbers arose from the pure use of
the global formulation; in summary they are predominantly the temperatures of
the Sun, the separating distance, and the Earth‘s spheroidicity. The given
availability is actually a skin, or better an interface phenomenon particularly
when introducing into the model the study of chemical reactions and detailed
fluid motion, which come necessarily together because the overwhelming
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majority of processes take place in the fluid state. It is not clear what number of
chemical reactions should be taken into the description, at least the biophysical
cycle of CO;, (growth — 6CO, + 6H,O = C¢H|,04 + 60, <~ combustion) being
most important. Nature itself has factually invented super-sophisticated
chemical cycles and man is now endeavoring in his wealthy empire to develop
somehow ignorant and counterpart violations.

It is clear that good ideas for the theory of ecological human shelter may
come from the study of dissipative learning systems, i.e., such adaptive systems
that are fit for survival. The Earth has the necessary vitality, complexity and
equilibrium-like stability, which is prerequisite for its survival. The hierarchy of
interactions may help to formulate the concept that man is not a deterministic
system, but rather a finalistic system, or better a control system. So the species
ecosystem has a simpler external interaction and the ecosystem, as a giant
engine very complex inside, has its rather simplistic and almost ngligible
interaction with the Universe itself, enabling to see it as a yet deterministic
world. Therefore, it is the profound mystery to see the existence of islands of
order that nurture the possibility of intelligent life. The study and wider
application of truly non-equilibrium thermodynamics and the theory of chaos
makes sense, but there is a great, unexplored domain beyond that particularly
regarding non-equilibrium thermodynamics of the Earth environment itself.
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Chapter 6

6. HEAT, ENTROPY AND INFORMATION

6.1. Caloric as entropy and the information concept

It is clear that besides analytical mechanics and the theory of
electromagnetic fields, thermodynamics is considered to be the entrenched and
logically closed theory. Though it seems curious in the framework of so well-
established fields of science there are relentless attempts and ongoing couloirs
discussions concerning the validity of the Second Law of thermodynamics
when the quantum nature of the system must be taken into consideration
[158,194]. There are various axiomatic forms of the thermodynamics which
seem to guarantee absolute clarity of the concepts involved. Nevertheless we
may encounter some difficulty in finding a book where the subject is treated in
a way that is genuinely comprehensible by an ordinary student. The origin of
such a difficult understanding of thermodynamics is connected with an
inconvenient choice of its conceptual basis established more than 150 years
ago. Traditionally the most obscure is an artificial concept of entropy and rather
exceptional form of the “Second Law” of thermodynamics. Whereas the
universal laws have mostly the form of conservation laws, the logical structure
of this second law is quite different. Ultimately formulated, it is a law of
irreparable waste of ‘“something” in every real physical process. This
imperative negativistic and pessimistic character of the Second Law is a
permanent source of dissatisfaction not only for philosophers but also for many
active researchers in the sciences. Criticism of the Second Law has a history as
long as the law itself and, moreover, in recent decades an unprecedented
number of challenges have been raised against the Second Law from the
position of quantum mechanics [158,194]. These arguments, however, are as a
rule, enormously complicated with numerous approximations and neglects and
consequently rather disputable.

It is a very old empirical fact that the thermal processes in nature are
submitted to certain restrictions, which strongly limit the class of feasible
processes. The exact and sufficiently general formulation of these restrictions is
extremely difficult and sometimes even incorrect, e.g., the principle of
Antiperistasis [195], Braun-le Chatelier’s principle [196] as well as the second
law itself but, in spite of it, are found very useful. That is why we believe [197]
that the Second Law, as well as other laws which put analogous limitations on
thermal processes, reflects experimental facts with an appreciable accuracy and
thus it should be aptly incorporated into the formalism of thermodynamics. On
the other side, being aware of the fact that the contemporary structure of
thermodynamics with its somehow archaic conceptual basis may have intrinsic
flaws, we venture to claim that the absolute status of the Second Law should
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not be criticized or denied from the point of view of another physical theory
(e.g. quantum mechanics) before the correction of these imperfections has been
made explicable enough.

A serious flaw in the conceptual basis of classical thermodynamics concerns
even the so-called First Law of thermodynamics. The first step toward this law
was made by Rumford by the generalization of his observations made at an
arsenal in Munich (1789) [198]. Accordingly, practically unlimited quantity of
heat was possible to produce only by mechanical action i.e. by boring of cannon
barrels by a blunt tool and this experimental fact was analyzed by Rumford as
follows: “It is hardly necessary to add, that any thing which any insulated
body, or system of bodies, can continue to furnish without limitations, cannot
possibly be a material substance: and it appears to me extremely difficult, if not
quite impossible, to form any distinct idea of anything, capable of being excited
and communicated, in the manner the heat was excited and communicated in
these experiments, except it be motion”. The same idea that heat absorbed by a
body, which is particularly responsible for, e.g., the increase of its temperature,
is identical with the kinetic energy of its invisible components was further
supported by arguments due to Joule [199]. Results of his ingenious and
marvelously accurate experiments have been summarized into two points: The
quantity of heat produced by the friction of bodies, whether solid or liquid is
always proportional to the quantity of force expended. The quantity of heat
capable of increasing the temperature of a pound of water by 1° F requires for
its evolution expenditure of a mechanical force represented by the fall of 772
Ibs through the space of one foot. (and note, that the term “force” has here
evident meaning of energy). In spite of clearness of these correct statements,
Joule did not stressed out explicitly the fact that in his experiment we have to
witness the execution of only one-way transformation of work into the heat.
Throughout his published thesis he, instead, tacitly treated heat as it were a
physical entity fully equivalent or even identical with mechanical energy. It was
probably due either the influence of Rumford or the reasoning that in the
experiment heat appears just when mechanical work disappears and so these
two entities ought to be identical. Such an extremely suggestive, but seemingly
incorrect idea was later canonized by Clausius [46] who proclaimed the object
of thermodynamics to be “die Art der Bewegung, die wir Wéirme nennen “, i.e.,
the kind of motion we call heat [52].

In the history of thermodynamics objections have emerged in opposition
to such an ‘energetic’ interpretation of the heat, unfortunately, these objections
were only rare and without any adequate response, one of them being offered
by Mach [51] or generalized by Bridgman [200] “It does not seem obvious that
not all formulations of the second law can be exactly equivalent”. Accordingly,
it is quite easy to realize a device of Joule’s type where a given amount of
energy W is completely dissipated and the heat in amount of Q=JW is
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simultaneously evolved, where J is universal Joule’s proportionality factor. On
the other side, as far as it is known, there is no single real case where the same
amount of heat Q is transformed back into mechanical work (W=Q/J) by
reversion the original process. Taking into account this circumstance together
with the very generic property of the energy, which can be principally
converted into another form of energy without any limitation, we must exclude
the logical possibility that the heat is energy at all. Of course, traditionally
postulating the apparent equivalence of energy and heat, a somewhat
meaningful mathematical theory of thermal processes can be (and actually was)
established. The price paid for the equivalence principle is, however, rather
(intolerably) high. In order to make the theory consistent it was necessary to
create somewhat synthetic and highly abstract quantities like entropy, enthalpy,
free energy, and various thermodynamic potentials the meaning of which is
more formal than physical. The mathematical manipulations with their over
720 derivatives and differentials (which are sometimes total and sometimes
not) [197,200] actually provide the tool which interpretation is, however, rather
matter of art than of science.

Astonishingly, there is an elegant way out of these problems, which was
first suggested by Callendar [201] and later in a more sophisticated form by
Job in his impressive book [202]. The main idea is that the heat in common
sense (e.g. as a cause of elevation of temperature of bodies exposed to the
heating) should not be identified with a kind of energy but with the entropy as
is known from classical thermodynamics. This case the heat—entropy (g)
concept attains the content almost identical with that of Carnot’s “caloric” ¢
[203] whereas the empirical temperature & (i.e. ‘hotness’ or ‘warmness’,
[51,52,133] automatically begins to undertake the role of its potential (we
intentionally use the final Greek letter ¢ as it involves both, the usual S for
entropy and C for caloric). For the increase of potential energy de of the
amount of caloric ¢ due to the increase of temperature by d6 we may write de
=¢ C(0)d0o, where C(6) is the so called Carnot’s function. It is a well
established experimental fact that this function can be reduced to a universal
constant equal unity if using instead of an arbitrary empirical temperature scale
the ideal gas temperature scale 7 (i.e., the known absolute Kelvin scale) [22]. In
this case, for the potential energy e corresponding to the amount of caloric ¢
kept at the temperature 7 holds that ¢ = ¢T.

The perfect analogy with other potentials known from physics, such as
gravitational and electrostatic potentials, becomes then evident. After the
terminological substitution of heat-energy by heat-entropy it is only a technical
problem to reformulate two fundamental laws in a manner which is common in
classical axiomatic thermodynamics [204], namely:

i) Energy is conserved in any real thermal process.

ii) Caloric (heat) cannot be annihilated in any real thermal process.
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We should note that formulated in such a way the first and second law are
conceptually disjunctive because caloric has nothing to do with energy. The
possible link between these laws and quantities provides, however, the above
formula ¢ = ¢T.

It is not our intention to discuss here the application of theorem (ii) as
applied to particular cases known from empirical observations of real processes
(see, e.g. [202]) but, instead, we proceed further making use of a well
established connection between entropy and information [205]. Accordingly,
the information has a character of negative entropy (i.e., we can write / = —¢)
and therefore, in the old-to-new provisional terminology, we can identify the
production of caloric with the destruction of information and the flux of caloric
with the information flux in an opposite direction. Theorem (ii) can thus be
reformulated in terms of information as

Information (I) is destroyed in any real thermal process.

The veracity of this theorem seems to be very obvious at first glance as
almost everybody has experience that by burning of newspapers in a stove or
combusting petrol in a car engine these materials are lost for ever, together with
the information involved. On the other hand, it is little convincing that such a
“tiny thing“ as the information is and can really be able to control natural
thermal processes. So that we assume that the validity of above postulate is
quite general and apt for substitution of the classically assumed second law of
thermodynamics.

Assuming that the above theorem is decisive for all thermal processes,
we can even paraphrase Rumford’s original analysis of his observations made
during boring cannons with a blunt borer in the following way: “It is hardly
necessary to add, ...... , except it be perished information.”

In order to involve the information into the physical reasoning it is first
necessary to convert information coded, as usual, in binary units I, (bits) into
the information I, expressed in physical units. This relation obviously reads I,
= (k In2)I, where k is the Boltzmann’s constant (= 1.38x10™ J/K). It should
be stressed, however, that by choosing this particular constant as a conversion
factor the absolute Kelvin temperature scale was simultaneously chosen for
temperature measurements.

We can assume now that there is no information “an sich” or in other
words information needs in all cases a material carrier. From the point of view
of macroscopic thermal physics there is, however, fundamental difference
between e.g. genetic information inscribed in the DNA and information
provided by a gravestone inscribed with personal data. Whereas in the former
case for coding of information structural units on molecular level are used,
which should be described by microscopic many-body formalism, to the later
case rather a macroscopic description in terms of boundary—value problem is
adequate. To distinguish without ambiguity between these two extreme cases
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we need, however, a criterion which, having a sign of universality specifies
what the “molecular level is”. As far as we know, a good candidate for such a
criterion is modified Sommerfeld’s condition distinguishing between classical
and quantum effects [193,206,207]. It read as 2 <27/ where (2 is the phase
space occupied by a structural unit ‘qubit” where minimally 1 bit information is
stored and % is the Planck’s universal constant (= 1.05x10™* Js). Direct
computation of the action £2 corresponding to one atom built in an ordinary
crystal, liquid or gas confirms the validity of such conditions. It provides
evidence for the fact that every atom together with its nearest neighborhood
should be treated as a quantum-structural-unit responsible for information
storage on a “molecular level”. Generalizing this result, we can conclude that
the very nature of Carnot’s caloric is the destructed information originally
coded in occupied quantum states of structural units of which the macroscopic
system under investigation consists.

The mechanism of information transfer through the macroscopic system
is assumed to be due to erasing information in one particular structural unit,
which is influenced by the neighboring one in the field of long-range forces
defined by macroscopic system as a whole. There are, however, limitations of
such a process. First, as the information storage in both neighboring structural
units is submitted to the same condition it is impossible to exchange more
information from one unit to another than about 1 bit per 24 of the occupied
phase space. Second, the exchange of information must be in agreement with
boundary conditions put on the macroscopic system as a whole, which are
locally realized, e.g., by long-range forces. It may thus happen that the transfer
of some information from one unit to the neighboring unit is incompatible with
these external conditions and information is lost. The loss of information
physically means that some characteristic pattern of structural unit has
disappeared and a wider class of quantum states becomes accessible. In the
frame of the presented model any loss of information should be accompanied
with the development of energy and we need to explain where the energy
comes from?

We are inclined to interpret the stability of quantum objects as a result of
existence of zero-point electromagnetic vacuum fluctuations exactly
compensating energy loses due to the recoil radiation from this object. Such an
approach well known from stochastic and quantum electrodynamics [208],
confines our considerations to the systems controlled only by electromagnetic
interactions, namely, low temperature plasma, gases, condensed matter and
chemical reactions in these systems. Accordingly, the cohesion energy of any
such a system is nothing but the energy of electromagnetic modes of the
background zero-point radiation accommodated in such a way that they fit the
geometry, i.e., ‘non-symmetricality’ of the system.



173

Characterizing the dimensions of the quantum (%) electromagnetic (c)
system by a single length parameter a, we can apply dimensional analysis [24]
and immediately obtain for the cohesion energy the Casimir’s type formula € ~
v (h c/a), where the dimensionless parameter y should be determined from a
particular geometry of the system (usually ranging from 0.1 to 0.001 [208]. The
change of dimension, a, or the complete thermal destruction of the structural
unit with given energy has a consequence that just this amount of energy is
developed at the given place. As this energy is, in fact, a modified energy of the
all-pervasive universal zero-point background, we have to operate with an
energy supply from a practically inexhaustible non-local source of energy.
Therefore, within the frame of stochastic electrodynamics every
thermodynamic quantum system should be interpreted as an open system even
in the case where it is finite.

In order to make the presented system of quantum thermodynamics more
intelligible, we give three examples in an attempt to illustrate how some
common observations within the frame of the above system should be
interpreted.

1) How does the heat engine work? A heat engine, in the sense of original
Carnot’s theory, is simply a kind of mill driven by caloric ¢ falling from a
higher potential 7, (boiler) to a lower potential 7, (cooler). Information thus
flows from the cooler with condensed water (better ordered than steam) to the
cylinder of engine where the information is destroyed (by weakening of
correlations among molecules during the expansion) giving rise to useful work
originating in zero-point background. Then the residual information continues
to flow to the heater where it is dissolved during ordering of configuration of
the steam. Note that the flow of information and the flow of water are opposite
in this case and that the question how the boiler is heated is put aside. In a
typical combustion engine at low temperature the fuel with high information
content flows into the cylinder. During the combustion of fuel the information
which is coded in its structure is destroyed and the useful work from the zero-
point quantum electromagnetic energy is produced there. The information,
however, flows inside the combustion space for this type of engine also through
the exhaust-pipe so that a special attention must be paid even to this part.

2) How does the Bunsen’s ice calorimeter work? As this apparatus
functions at a well defined temperature Ty, (i.e. at the melting temperature of ice
equal to 273 K) it, in fact, measures directly inputted caloric and may thus serve
as a kind of “entropymeter”. Indeed, the information destroyed and the latent
energy of melting is connected here in an especially obvious way. An estimate
of the latent energy €,, per one mol of ice can be obtained as follows. We make
use of the important fact that the H,O molecules retain their integrity in both
water and ice, simultaneously neglecting the effect of clustering of molecules at
temperatures well above the melting point which is responsible for non-trivial
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macroscopic behavior of water (as discussed already a long time ago [209]).
Within the frame of such a simplified model it would be necessary for the
melting of ice to break down four well-oriented bonds per every water
molecule and substitute them by a quasi-continuum of states (clustering for
T>T)y is neglected). Such a transformation corresponds approximately to the
destruction of 7, = 4 bits of information per molecule [205] and we can thus
write €y = (Nk In2)Ty I, where N is Avogadro’s constant (= 6.02 x10* mol™).
The estimate of ey then reads about 6288 J/mol, which is in an almost excellent
agreement with the experimental value of 6007 J/mol.

3) Can we ever make any generalized quantification? There are different
microscopic parameters characterizing the configuration of a structural unit
where the information is stored which can in principle be constructed from
quantum numbers describing this system. The relation connecting these
microscopic parameters and macroscopic boundary conditions is evidently very
complicated. If we, however, as above, confine ourselves only to a single
parameter a — a characteristic dimension of the structural unit, this relation can
be found in an explicit form and compared directly with experimental data.
Combining the above formulae, the temperature change of the potential energy
of a structural unit is given by the relation de /dT ~ — (k In2) I, which is caused
by the erasing of information I,. Substituting for € the Casimir’s quantum of
cohesion energy we immediately obtain an estimate for the corresponding
relative expansion of the unit, which is d In a/ dT ~a (k [n2 /y ki ¢) I,. Assuming
that the thermal process is homogeneous and isotropic, this coefficient must be
within the order of magnitude identical with the macroscopically observed
coefficient. For typical condensed matter where bond length a ~ 4x10"'° m and
I, =1 we obtain for the coefficient of relative thermal expansion the value of
1.2 x107/y% which is near to the values experimentally observed (typically ~
10™), provided that ¥~ 0.01.

Even if it is not common yet in the current treatises on classical
thermodynamics we can become aware that some alternative exposition of
innovative structures of quantum thermodynamics [193,197] are plausible as
build on the standard Carnot’s theory where the fluxes of caloric are identified
with the negative fluxes linked with information. For that reason, the thermal
energy evolved by thermal processes becomes identical with the
electromagnetic zero-point background energy evolved by the destruction of
information inscribed in a structural unit (‘qubit’).

We can mention a noticeable concurrence with some early ideas such as
those presented by Tribus in his exceptional book [210] that we can consider
that the entropy only measures the extent of our ignorance about the detailed
behavior of a system, or, as Gibbs put it [151], shows that our ‘mixed-upped-
ness’ increases. If, for example, at a particular instant of time we have contrived
to bring two bodies of different temperatures together, then at that time we can



175

make some fairly definite statements about how much energy the two bodies
have and how much each one has. The process of heat transfer serves to
literarily ‘wipe out’ some of this specific information. At time progress, the
energy distributes itself between the two systems and we therefore know less
about where it is than before. Of course, our knowledge has not gone to zero as
we can still say on the average how much energy each system has, but the
number of microstates that the two bodies can assume is enormously larger than
before so that our knowledge of these microstates is less sure.

In the late 1990s the Dutch Nobel prize laureate ¢t Hooft, who has merit
for bringing the hypothesis of ‘hidden variables’ back to life, argued that the
salient difference between quantum and classical mechanics is the information
loss. A classical system contains more information that a quantum system,
because classical variables can take any value, whereas quantum ones are
discrete. So far a classical system, to give rise to a quantum one, must lose
information and that can happen naturally because of friction or other dissipative
forces. As an example we consider stones, which are thrown out of a high tower
at different speeds. Air friction causes the stones to approach the same terminal
velocity, which an observer would measure at the sidewalk. i.e., information of
initial speed became a ‘hidden variable’. A wide range of starting conditions
leads to the same long-term behavior, known as an attractor, and these attractors
are discrete just like quantum states. And the laws they obey derive, but differ
from, the classical Newtonian laws.

6.2. Idealized heat engine working with zero-point electromagnetic
radiation

Thought (so called ‘Gedanken’) experiments with idealized Carnot’s
engine belong traditionally to the most powerful tools of classical
thermodynamics. Since the time of Bartoli [155,156] they are also used with
appreciable success for the theoretical investigations of interaction between
electromagnetic radiation and matter. A crucial role in these studies is played by
the concept of adiabatic wall (partition) which is, as a rule, realised by means of
an absolutely reflecting mirror made of a “perfectly conducting material”.
Application of such an abstraction to theoretical treatment of the properties of
black-body radiation enclosed in a cavity enabled one to introduce the concepts
of temperature and entropy of radiation into classical thermodynamics and,
eventually, led to the derivation of the correct form for the dependence of the
integral radiation density on temperature (Stefan-Boltzmann Law). Among other
results of these pioneering studies, an interesting theorem related to the subject
of the present work should be mentioned [211], namely: “Expansion or
compression of a cavity with adiabatic walls do not change the entropy of the
radiation enclosed”. Tt is a typical feature of this approach that the
electromagnetic radiation was considered to be a self-contained entity, which
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might be only slightly influenced by the shape of the cavity and which was
essentially independent of the quality of its walls. The very importance of the
physical nature of the walls of the cavity on the processes involved was first
realized only later by Planck [212], who simulated the physical properties of the
walls by a finite set of abstract “oscillators”. It was his extensive research
devoted to the black-body radiation which started the development of quantum
mechanics and eventually led to the discovery of the so called zero-point (ZP)
energy of his “oscillators”. Curiously, as recognised appreciably later [208], the
existence of the said ZP fluctuations, taken as ‘an Ansatz’ added to the classical
electrodynamics, brings about a theory which provides a satisfactory description
of effects traditionally treated by quantum electrodynamics (QED). As the
present paper is just a contribution to this theory, known in the literature as
random or stochastic electrodynamics (SED) [208,209], we systematically
ignore the concepts and ideas related to the QED description of physical vacuum
in this paper. Thus, we assume that there is a real fluctuating electromagnetic
field, existing quite independently of the source and thermal electromagnetic
fields and persisting even in the absolute zero temperature limit where
classically all motions cease. Furthermore, this ‘all-pervasive’ electromagnetic
radiation of a priori unknown origin is homogeneous, isotropic and its spectrum
is invariant with respect to the group of conformal (Lorentz) transformations. It
is interesting enough to notice that the latter property is decisive even for the
analytical shape of the ZP electromagnetic spectrum. As was proposed by Boyer
[213] on the basis of homogeneity arguments, there is only one possible form of
spectral energy density p(w) which is the Lorentz invariant, namely p(w) = h
w’/27°¢, where o is the frequency and c is the speed of light.

The difficulties encountered by the application of this formula to the
solution of particular problems are mainly due to its divergence with respect to
the integration over the infinite frequency range. To obtain from it a physically
meaningful figure, a rather laborious work with infinities [213] or an
introduction of a more or less arbitrary cut-off frequency [208] are required. It is
true that e.g. remarkably good prediction of ponderomotoric forces existing
between two infinite perfectly conducting planes was obtained in the original
exposition of this so called Casimir’s effect [215], just by the computing of a
finite difference of two infinite radiation forces acting on different sides of the
said planes. In spite of excellent agreement of these results with experiment
[216], such reasoning is unphysical. The corresponding mathematical procedure
is based on an exact cancellation of semi-convergent infinite series containing
the terms rather sensitive to the boundary conditions on the infinite planes,
which cannot be, however, well-defined in principle [217]. Moreover, any
macroscopic model of partitions involved in thermodynamic thought
experiments with electromagnetic radiation should not ignore their microscopic
atomic structure without threatening serious danger of introducing a fatal error.
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It is evident that the formal manipulations with infinite number of terms
describing high frequency electromagnetic modes, resulting just from the
interaction of radiation with the partitions, is, in the case where the wavelengths
are smaller than the inter-atomic distances, physically questionable and may
provide the correct results only by chance or on the basis of unknown reasons.
That is why we are convinced that the incorporation of intrinsic material
properties of the reflecting or absorbing partitions into the thought experiments
with radiation, at least to a certain degree of approximation, is an inevitable part
of such considerations.

In our recent contribution [157,219] we tried to analyse a simple
thermodynamic thought experiment performed with a heat engine containing ZP
radiation, in which the reflecting walls are made of a material having an intrinsic
upper cut-off frequency more realistic than a “perfect conductor” is. The
spectrum is divergent (i.e., Ao u,, — ) and thus must have a cut-off point, the
suitable limit of which is the Compron frequency of electron, @, = mc*/h. The
necessity of the existence of the upper cut-off frequency for the interaction of
ZP electromagnetic radiation with ordinary matter can be explained as follows
[208,209,219]. Setting aside the problem whether the electrodynamics can be
extended to arbitrarily high frequencies or not (admitting e.g. formula (1)
without limits), we discuss only common materials in which the response to the
external electromagnetic radiation is mainly due to the electrons. It is obvious in
this case that at very high frequencies w > ¢/b, where b represents the extent of
the structure and c the velocity of light, the electrons are not able, because their
speed is limited by ¢, to follow the electromagnetic vibrations of appreciable
amplitude and the strongly oscillating field has to uncouple from them.
Reasonable estimate for the upper frequency limit of such a decoupling is
Compton’s frequency wc = mc*/h. Accordingly, it is assumed that all the parts of
heat engine considered are made of a material which is, up to a certain cut-off
frequency wx < wc, a perfect conductor (mirror) and is simultaneously fully
transparent for frequencies >wyg. Moreover, this constitutive quantity wg, should
be, in order not to violate the principle of relativity, obviously Lorentz invariant.

The engine itself consists of a cylindrical cavity provided with a piston
which can move without friction. The position of the piston is measured by the
distance x between its inner side and the bottom of the cavity. The thought
experiment is performed where 7 = 0 with an engine bathed in ZP radiation. Let
us now expand the cavity by moving the piston with a constant velocity V << ¢
from its starting position at x = c¢/wg. Because in this case wy is the gravest
frequency, there is at the beginning no other electromagnetic radiation except
the isotropic ZP radiation of frequencies > wyg freely penetrating through the
walls of the cavity. The beams with frequencies belonging to a certain narrow
band just above wy, however, when meeting the inner side of the moving piston,
will reflect from it, because their frequencies observed from the moving
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coordinate system of the piston will be, due to Doppler’s effect, smaller than wy.
Similarly, also the beams with frequency just below wi falling on the outer side
of the moving piston will penetrate into the cavity. All such reflected and
penetrated beams will remain trapped there, because their frequencies are
smaller than the cut-off frequency wyg, moving within the cavity to-and-from. To
be more specific, the frequency shift of a beam reflected from the inner side of
moving mirror is given by the formula ®; = K ®, ,where w, is the original
frequency, w; the frequency after the first reflection, K Doppler’s factor which
depends on velocity V (or = V/c) and incidence angle 6. (For the piston moving
outward from the cavity K is evidently < 1.) Because reflection belongs to the
group of conformal transformations, i.e. just to the group which preserves the
spectral composition of ZP radiation, relation (2) should map any band of ZP
spectrum (1) onto another band of the same curve. Thus any narrow band of ZP
radiation lying just below @y can be transformed by a number of multiple
reflections from the moving piston to the ZP radiation extended down to the
gravest mode w¢ = ¢/x of the cavity. The process follows the formula wy = K~
wy ,where wy is the frequency of an original beam after N reflections from the
moving piston. To assess the limiting behaviour of the process just described,
some approximations are necessary. For example, for quasi-stationary
displacement of the piston (i.e. V> 0) the following estimate is valid K~ -2 f8
cosb.

At the distance x between the piston and the reflecting bottom of the
cavity the beam will suffer, during the time corresponding to the displacement
of dx, N reflections from the piston where N = cos6 dx / (2f x). Consequently,
with increasing N, wy = wy (1-2 f cos8 )X — wy exp (— cos’0 dx/x). From this
formula it is obvious that for small f the explicit dependence of the limiting
frequency on velocity disappears and that for sufficiently large expansion, dx,
the cavity is filled practically down to zero frequency by ZP radiation. The
process is, due to the time reversibility of beams, reversible also in a
thermodynamic sense. Particularly, for already filled large cavity (x >> c/wg, ©g
> 0) any change dx << x is fully analogous to the classical reversible adiabatic
process. Indeed, because in this case the spectral composition corresponding to
the distribution of ZP fluctuations given by (1) is preserved during expansion or
compression, the entropy change dS = 0 as well as dT = 0, which is fully in
accordance with the definition of zero absolute temperature in classical
thermodynamics.

The behaviour of small cavities (formally x =~ c/wg) is, however,
qualitatively different. The lower cut—off frequency corresponding to the ground
mode of the cavity (wg =~ ¢/x) reaches high values comparable with wg in this
case. The number of admissible modes within the interval (wg, wg) thus changes
during the expansion or compression of the cavity appreciably and the process
can be no more treated as adiabatic. From this point of view it is apparent that
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partitions with upper cut-off frequency are equivalent to the classical adiabatic
partitions only if the cavity is large enough, or, in other words, if wx >> @¢. For
w > wy the spectrum of ZP radiation, regardless of whether it is inside or outside
of the engine, is not influenced by its presence. Alternatively, the difference
between behaviour of large and small cavities may be also evidently ascribed to
the very existence of Casimir’s forces in small cavities. Then, ‘mutantis
mutandis’, for the computation of Casimir’s forces arising during the working
cycle of our idealized engine, the only relevant must be the electromagnetic
modes from the finite frequency band (wg, wg), where wg depends on the
detailed geometry and absolute dimensions of the engine.

In a brief summarizing, we have introduced a new model [219] of first-
step approximation for the reflecting partition with a sharp upper cut-off
frequency wg, which has been used for the construction of an idealized heat
engine working with ZP electromagnetic radiation. Analysing semi-
quantitatively a simple process performed with this engine at 7 = 0, we have
shown that there exists a mechanism of filling real cavities with the ZP radiation
which is based on Doppler’s effect. We have proved that for large cavities (x >>
c/wy) the behaviour of partitions with the cut-off is essentially the same as that
of adiabatic partitions known from classical thermodynamics [200,204,210]. In
contrast, for small cavities where x = c/wy, the corresponding Carnot’s process
in an idealized heat engine ought to be strongly non-adiabatic.

We have further claimed that for considerations of ZP radiation in small
real cavities the high frequency tail (w>wy) is irrelevant. This statement is e.g.
in apparent conflict with a standard SED approach to the computation of the
Casimir’s forces in small systems with perfectly reflected (adiabatic)
boundaries.

6.3. Heat engine realized on a molecular level

Certainly, there are other microscopic models the enumeration of which
[9,158,194] is not the aim of this chapter but we cannot avoid mentioning here
the famous article by Szilard’s showing the classically-assumed model [220] of
one-particle gas, executing a work cycle with the aid of an “intelligent demon”,
which has had, perhaps, the greatest impact in the development of the idea of
Maxwell’s demon already known since 1866 [55]. Let us imagine that the
particle is in a box of length, L, whose walls are maintained at temperature, 7. A
partition is inserted at the halfway point, dividing the container into two
chambers of length L/2. The demon determines which chamber holds the
particle, and the partition is then replaced by a movable, frictionless piston fitted
with appropriate pulleys to enable the particle to do work, W, on the piston,
thereby lifting a weight. The piston is then removed and the particle is once
again in the container of the length, L. In the process, the energy, £ = W, goes
from a constant-temperature reservoir to the particle, and the net result (ignoring
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the demon for the moment) is a decrease of the reservoir’s entropy, AS = k In 2.
However, the realization that the demon’s state has changed by the information
added to its memory makes it clear that the memory must be cleared. Landaer’s
principle “erasure of ome bit of information sends entropy, k In 2, to the
environment” [120] implies that the deletion of the memory content sends, at
least, the elementary entropy, A4S, to the environment, and this is sufficient to
save the second law showing that the strong role of entropy is obvious. Yet an
outside observer, who cannot see the particle, does not know which chamber
houses the particle. From quantum mechanical perspective, the particle can be
considered to be in both chambers, with the probability "2 for each, until a
measurement is made. Once the measurement is completed, the entropy does not
seem to drop, but only for the demon, who alone knows the result of the
measurement. Looking for the answer, where is actually produced the entropy
that is sent to the environment during erasure, we have taken into account that
the phase space consists of the state of the particle (left, right, or both) and that
of the demon’s memory (left, right, or a standard state) [222].

In a sense, the memory is a redundant copy of the system’s state that does
not carry extra entropy. In contrast, after the work process, the entropy values of
the memory and the systems are independent of one another and just are added
together. We can see that any analysis that focuses on information gathering is
often done incomplete. (As matter of curiosity, in the extreme quantum state,
when the particle and the reservoir are in an entangled-quantum-state we have to
assume a special case where the total entropy cannot be written as a sum of the
system and reservoir entropies, see next) Bennett [223] argued that the
measurement itself carries no threshold cost. Instead, it is necessary to consider
a complete thermodynamic cycle, in which information is gathered, stored, and
eventually erased to restore the initial configuration. Bennett also suggested the
use of algorithmic information theory making possible to define entropy without
using an ensemble. Algorithmic entropy, I, is thus defined as the length, in bits,
of the shortest computer program that runs on a universal computer and fully
specifies a system’s state. For a memory state, s, simply a string of <0> and <I>
so that the algorithmic memory is maximal when a string, s, is random, in which
case, l;, is the length of the string in bits. Perhaps of most importance,
algorithmic entropy provides a definition of entropy for a microstate, just as an
energy ‘eigenvalue’ is defined for each microstate.

Another example can be constructed on basis of the statistical traffic of
individual molecules, which move more or less at random and which may create
certain organization through the convection cells. In such a case the order-lining
source is rooted in the viscosity of the fluid — negligible viscosity makes
convection impossible. Cohesion within the system is essential and in the so
called Bénard cells this cohesion originates in viscosity (for more details see our
previous book [9]). It seems clear that a force must be applied throughout the
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system. There are two potentials present: downward aiming gravity and upward
pointed gradient of temperature due to external heating (man-made heat or
sunshine warmth). Although the latter has its origin outside of the system, the
gradients exists inside the system in a much stronger sense than the gravitational
potential. Unlike the gravitational potential, which is conservative, the
temperature gradient induces a non-conservative entropy gradient within the
system and convection is an attempt to reduce this gradient. The temperature
differential must be large enough to allow the formation of fluctuations
sufficiently large necessary to overcome viscosity in a faster rate than such
instability is dissipated. This creates unsteadiness resulting in a fluid that is not
moving on the microscopic level only. Buoyancy then drives the convection
cells to create a new regime, which is stable but moving [9]. This process is
reflected in the delicate balance between the variables involved (Rayleigh
number) and can even be simplified as a series of hypothetical, coupled,
reversible and extremely miniature Carnot’s engines.

From the book by Feistel and Ebeling [224] we can perceive that such a
dissipative structure can be considered from a thermodynamic point of view as
energy transforming system. In comparison with the Bénard's convection
involved a classical heat engine has to include certain presumptions. First of all
we have to recognize that in both, such as Carnot’s as well as Rayleigh-Bénard’s
machine-like cases, we can find a fraction of the incoming heat transformed into
an upgraded form of energy. That is mechanical work as the ordered motion in
the former and the structural and orderly form of rolling in the latter case.
Notwithstanding this similitude, an essential difference can be pointed out
between these two kinds of this higher quality of energy. Carnot’s engine
produces mechanical work affecting its surroundings through the outcome of the
directionally lifting of a weight while the Rayleigh-Bénard’s motion manifests
itself in the generation and subsequent conservation of the ordered arrangement
(represented by geometrical structures). This structure is continuously appearing
and disintegrating, in other words, a fraction of heat is repetitiously upgraded
into structure and degraded back to heat (that ends up in the colder reservoir).
This operational characteristic of Bénard’s convection rolls corresponds with
that of those systems, which are termed ‘autopoietic’, i.e., with such procedures
that are not concerned with the production of any output, but only with its own
self-renewal (in the same process structure). Of a special concern is thus a supra-
Carnot efficiency of these systems, which cannot be traced to the efficiencies of
individual coupled heat engines but to the way in which their operations are
coupled to each other (self-organisation).

In this intent we can mention the previous objective of Clausius’ second
law analysis, whose result was by him expressed in terms of what he called “the
principle of the equivalence of transformation”. According to [7fiigues all the
possible operations of a simple cyclical process can be subsumed in the relation
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describing AS,, which represents an entropy change of zero for the universe and
is the central equation of the negentropic reformulation of the second law of
thermodynamics [225]. AS, consists of three terms, — O»/T, + Q /T, — w/T,, . The
last one is seen to give the limiting reversible execution as a negentropy
operation with an associated entropy change equal to (-w/T}). The second term
corresponds to the limiting irreversible operation in which all of the heat coming
out of the hot reservoir (&) finds its irreversible way into the cold reservoir (c).
In this situation no work is produced (w=0) and we can equal the heat given off
by the hot reservoir ), with that reversibly transferred to cold reservoir, Q°. The
irreversible transfer of an amount of heat from the hot to the cold reservoir,
corresponds to an entropy change, O/(T, — T./T;T. ), which is an entropic
operation. It follows that the universe’s entropy change for a simple cyclic
process transit from a positive to a negative value as we move from the entropic
(zero efficient operation represented by the irreversible limit) to the efficient,
negentropic reversible limit. Between these limits there exists an operation with
an efficiency 7', i.e., 0 < 77° < 1y , Which can be identified with solving the
efficiency of Q/Qy that is found as ' (= Q/Q) = (T, — T)/ (T + T,). Thus, all
the operations with efficiencies smaller than 1” will be entropic, while those
with efficiencies greater than 1’ will be negentropic. The particular operation for
which 77 = 77°, occurs with AS, = 0. The fact that the entropic and negentropic
efficiency regions respectively arises due to the preponderance of unordered
over ordered energy (and vice versa), allows us to speculate. The emergence, the
coming into being of self-organizing phenomena, might obey a similar
mechanics, i.c., the emergence can be seen concomitant to the universe’s
transition from entropic to negentropic, with the onset of organization taking
place at that ‘umbral’ point at which A4S, = 0.

6.4. Entropy, order and information

Entropy is a unique concept for science for at least two reasons. First, it is
non conserved property, something produced in natural processes. Second, in its
statistical treatment, it reflects uncertainty concerning the microstructure. Let us
recall a routine system containing N particles, which do not depend on each
other and can be combined arbitrarily in different combinations. The number of
implicated combinations, which we can nominate as possible states is equal to
W. = NN, so that S = kN [nN. If the N; is the number of particles in the i-th box,
(i.e., the number of particles possessing such values of the properties which
define i-th box), the total number of this kind of distribution is equal to W, =
N//[T'-N;!. For large enough sets it can be approximated by Stirling’s formula
NI = (N/e)¥ so that S = kN X", p: Inp;  The frequencies p; = N/N can be
considered as probabilities of a given particle to have the i-th set of given
properties. At fixed N it follows the S is maximal when the probabilities are
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equal to each other, any particle can be detected at any point of the space of
properties, i.e., the system is not ordered. When all p; are equal to zero, the
system is ordered as all particles are concentrated in the -t/ box.

The paradox here is that if entropy is a state property of a system it cannot
depend on what we happen to know about the system. Quantum mechanics has a
similar-sounding, but quite different epistemological problem, which, in
principle, placed limits on the precision by which certain pairs of properties are
measured. Since measurement involves experimental design and choice of
parameters of interest, in the quantum framework the observer is required to
complete the phenomenon. In statistical thermodynamics, however, entropy is
microscopic uncertainty and if we interpret entropy as lack of microscopic
information about the macroscopic thermodynamic state we seem to get
involved in the identity of that state alone, which would be a conflicting
standpoint. Therefore, let us discuss all such viewpoints and inherent differences
often arising from not fully congruous ideas, which try to enlighten the true
interdisciplinary of the notion of entropy.

It appears that any better organization of a system drives the system into a
less disordered state, less chaos, which certainly requires some definite effort
(structured impur), such as some kind of work. Remember that ‘work’ is a
transient phenomenon, actually a process, which cannot be put in storage as
such, only its product may be stored as a change of energy content of the system
acted upon (as we literally assume heat on a similarly virtual basis of work).

Therefore, the application of energy to a system may result in four
possible changes: (i) Energy merely absorbed as non-specific heat, thereby
increasing the entropy; (ii) Input of energy causes the system itself to become
more highly organized (causing, e.g., the atom to achieve a richer ‘more
improbable’ thermodynamic state); (iii) System performs a physical
(mechanical, electrical) work (mostly on bases of human innovative ideas —
transducers) or (iv) Information work is implemented, creating thus a more
organized organism (such as an organic living cell).

Accordingly, we need to analyze more closely the phenomenological
meaning of the term ‘entropy’, which was the earlier accepted measure of an
infinitely small increase of heat related to given temperature. The randomness,
probability, organization and/or information, which have been later attributed to
greater or lesser entropy of a given substances [226-233], are somehow a
perceptual manifestation of the same basic phenomenon, which is the
incorporation (absorption) of (thermal) energy. Entropy, however, is a
mathematical function, which does not possess a direct ‘physical reality’
characteristic of material bodies, but when multiplied by the temperature, for
which the entropy has been calculated, the product becomes the quantity of
thermal energy that must be absorbed for a substance to exist at the temperature
above absolute zero.
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Though entropy holds the same units as energy it stands, however, in its
contrast and the logarithmic relation between phenomenological entropy and
microscopic complexion was actually a stimulation impact of the earlier game
theory of chance. Thus entropy has been related to information following the
well-known paper by Shannon on a mathematical theory of information [235]
without a detailed definition of what information really is and what basic
properties it bears. Consequently, we assume that the change in entropy may be
brought about not only macroscopically by changing the heat content of the
system, but also by altering the micro-organization of a system’s structure, in
other words, actually adding order or better information. We may disorganize a
system by directly applying heat or alternatively by otherwise disordering its
structure upon hypothetical ‘withdrawing’ its ordering information.

By identifying entropy with ‘missing information’ we can even get a
deeper way of approaching the central question “why does the second law hold”
in the sense “why does missing information increase with time"? Rather then
puzzling over why heat flows as it does we are now curious how nature defines
questions that can be asked, the number of answers that can be given to those
questions, the extent to which the answers are known in some way, and how
these things change with time. So, analyzing the situation that may challenge the
second law of thermodynamics, we have a new way to look at them, in terms of
whether there is some aspect of the system that becomes better defined without a
compensating loss of information somewhere else. This opens up new avenues
for understanding these systems and for seeing expressed through the second
law.

It was Maxwell [50] who laid the groundwork for connecting information
with thermodynamics by hypothesizing a mechanism for violating the second
law by a demon who could control and separate differently moving molecules.
As noticed above the resolution of this conundrum was begun by Szilard [220],
who argued that the demon acted on the information provided by gas molecules
and converted that information to entropy. Brillouin [227] further showed that
for that demon to acquire the information k/n2 necessary for the binary decision
of stop-go operation it would have to expend an amount of energy no less than
kTIn2, thereby increasing the system’s entropy by at least k/n2. Information to
operate the control required compensating the expenditures of negentropy
resulting in concept penetration to thermodynamics to show the inviolability of
the second law from possible microscopic intruders connecting somehow the
microscopic to the macroscopic.

Back in 1929, Szilard [220] presented several famous ‘gedanken’ the
fundamental restrictions experiments from which one can assume that additional
information about a system can lead to decrease its entropy, even for a single
molecule imprisoned by a piston-and-cylinder boundary. It may well provide the
concept that there is a thermodynamic cost for any measurement. Eventually, it
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can be enumerated and seen to be regularly paid when a measuring instrument is
reset, turning off its standard interaction [229]. In the above-mentioned micro-
scale, however, the crucial step is to realize that fluctuations of miniature piston
are as important as those of the molecule filler.

Let us take an example from everyday physics using the simple case of
water [209]: on heating the solid structure of ice it first melts, then boils and on
further heating (far above the melting point of platinum at 1700 C) it continues
to transform to plasma of ions and electrons [236]. At even higher energy levels,
the integrity of the atoms themselves becomes compromised and at sufficiently
high temperature matter can be observed to ‘boil’ again to yield a plasma of
quarks and gluons (so-called ‘quagma’). Entropy is eventually coming to tie in
the extreme state of complete randomization. On the other hand, if we cool ice
down to absolute zero, where entropy is supposed to eventually become zero, we
reach an ideally ordered state of perfect crystal with supposingly no thermal
vibrations (which would be inaccessible due to inevitable scrunch of charged
particles so that any collapse can be avoided only by some residual motion —
athermal orbiting innate to vacuum, cf., zero-point electromagnetic radiation).
The thermal energy cannot be apparently decreased by further withdrawing heat.
However, it was experimentally shown that for certain inorganic molecules or
states (glasses) there may exist exemptions for a particular crystalline
modification, such as N,O, which can have either § =0 or § = 5.76 [J/K], both at
T = 0. It is comprehensible that there may remain information about its
ultimately perfect structure and its definite occupation of space, so that there is
no theoretical reason why one may not additionally cause a further ‘decrease’ of
entropy by certain hypothetical ‘incorporation of spatial information’ [235,236].

It seems to be impossible, but we can propose a force field which could
‘freeze’ the constituents to total immobility at higher temperatures, as well. In
fact, we can actually identify such a phenomenon as we can approximate the
supposed force field to hold atoms in a relatively immobile state at elevated
temperatures recalling certain organic molecules in which the resonating 7 —
(“pi”) clouds of electrons act as an inter-atomic force stabilizing the positions of
atoms. The best example, however, are met in all biological systems that, for
example, use the absorbed heat in order to maintain a stable temperature so as to
minimize externally induced entropy changes. Whether looking at the DNA
molecules and related genctic or metabolic systems, cellular organization, the
evolution of organisms or other ecosystems, the process is always the same:
there is an entropy limitation by inserting certain ‘information’ as the simple
systems become more complex, more differentiated and integrated, both within
the internal organization and with the environment outside the system, evolving
itself to become thermodynamically increasingly improbable [235].

On the other hand, we have to realize that the absorption of thermal
energy has a constant effect on entropy that is a function only of the temperature
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and therefore seemingly no influence on what we perceive as randomness or
organization. We cannot regard qualities to be independent of heat particularly
when considering, for example, the triple point of water where the same state
functions equal for the three phases that can coexist at equilibrium temperature.
The only way that ice can be converted into water is for the environment to have
a temperature greater than that of melting point, whereupon heat will pass from
the environment into the system. The question is whether the heat exchange can
be considered active or passive. It is not entropy that is exchanged, as entropy is
a quantity that is acquired or lost, which does not perform a function or does
work.

Such an inquisitive concept of adding information into the zero
temperature state of an ideal crystal would certainly violate a traditional
understanding and would also appear intuitively false as there is no way how to
achieve this feat anyhow. We, however, may admit that it would be somewhat
possible to add more information to a system that is already perfectly ordered by
making it more complex. Therefore we cannot fully refuse an idea of the
existence of a kind of very hypothetical conversion-like process of energy to
structural information and hence the possibility to accept the concept of
negative entropy (so-called ‘negentropy’) [227,236].

Let us continue to analyze the statistical meaning of entropy, S = k logl,
starting with traditional Boltzmann’s investigations of W, assumed as
‘complexion’, i.e., the number of possible microstates of a systeml. It was

! Totalitarian regimes were always trying to suppress free dissemination of unsafe ideas by
traditional burning of books. Let us take a habitual case of burning a bible with its mass about
0.5 kg (having paper heat contents about 107 J/kg). The heat produced is roughly five
thousand of kJ. Concerning the bible information content possibly evolved in the form of
accountable ‘heat’ we can assume that its text accommodates about million combinations (n)
coded via 64 (0) letters that can be used to calculate W = n!/[(n/o)!]° = n log o = 107 kJ.
There is evidently a great incomparability of such obtained values, i.e., AQpook ~ 107 >>>
AQuex ~ 1071 1, the difference approaching as many as 19 orders of magnitude is far below
any detectable fluctuations and would become accountable only along with simultaneous
burning of unimaginable 10'? books. There we ought to ask what about the case of two or
more identical books or whether a bible has more valuable information content than a
scientific book or a novel, if the same subject matter is written in different languages, etc.,
etc.. We can similarly proceed to analyze energy conservation curiosity looking upon the
source of everlasting fire in Hell. Would it be possible to account for the heat associated with
information brought in by souls and estimate how many souls would thus be necessary? First
we have to postulate that, if souls really exist, they must have some ‘mass’ and can possess
information content. Then we can account on different religions that often state that ‘if you
are not a member of that entire religion you would go to Hell’. Since there are more than
hundred religions and one does not usually belong to more than one religion we can project
that all souls must go to Hell. With birth and death rates we cannot only expect that the
number of souls in Hell is to increase almost exponentially but we can also estimate about 1%
year contribution from the population of 10° , i.e., 107 souls. Assuming average brain to bring
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modified by Schrddinger who suggested in his book that a living organism is
“fed upon a negative entropy”, arguing if W, is a measure of the system disorder,
its reciprocal, 1/W,, can be relatively considered as a measure of order, O.,.
According to Stonier [235] organization or structure is factually a reflection of
order. Organization and associated information, I, can thus be seen as naturally
inter-linked, though information is a more general and also more abstract
quantity bearing an conceptual necessity to be freely altered from one form to
another (structure of a written text can be different due to various alphabets but
the information contained is the same). In the first approximation, we can
assume a linear, d, dependence so that ] = d O, or W = 1/0, = d/[. By
rearrangement of traditional entropy S = k log (d/I) and [ = d exp (-S/k)
which can define somewhat a more fundamental relationship between
information / and entropy S, see Fig. 29.

In consequence we can assume that the inherent parameter d represents
certain information constant of the system at zero entropy. Recalling the ideal
crystal of ice at 0 K, d =1,, which is not so imaginary assuming that I, is a
constant for all values of I and S within the system but may not be a constant
across the systems. This becomes intuitively apparent when one compares such
a single inorganic crystal with an organic crystal of DNA. Surely, at any
comparable temperature below melting or dissociation (including 0 K), the
molecule of DNA would unquestionably contain more information than that of
ice. Returning to the fundamental equation rewritten as S = k log (I/1,), assume it
is another quantitative expression of the system disorder. The ratio between this
so-called ‘information content’ of the system when its entropy is zero, and the
actual information content of the system at any given entropic value, S may
remain as a generalized probability function to correspond the Boltzmann'’s
original W, but now known from information theory, as the number of possible
coding. We, however, are familiar with the original derivation made for gases in
which I would never exceed I, and therefore S would never become negative.

Let us turn again to the example of ice, now calculating the change of
entropy between a perfect crystal of ice at 0 K (S=0), and its vapor state (Sy,p) at
the boiling point (373 K). It yields a value of about 200 J/K per one mole of

in memory in Terabites so that the total soul contribution is 10", which would still be so
diminutive donation not exceeding a unit joule production per year, yet significantly deficient
for keeping a noteworthy fire. We can proceed still one hypothetical step more to see whether
the Hell is exothermic or not. Adhering to the Boyle’s Law and assuming that the temperature
and pressure in Hell is to stay the same, the ratio of mass and volume of souls needs to
maintain constant. If the Hell is expanding at a slower rate than the rate at which souls enter
the Hell, it will break loose and, on contrary, if the expansion is faster, the temperature and
pressure will drop until Hell freezes over. So that there is not only lack of energy for the
everlasting fire but also the soul rate must be well controlled, which does not comply with
religious teaching and beat out any effort to make a more scientific analysis.
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water. Now we can make use of two possible representations of the
proportionality constant, k, in the relation of S = k /ogW. In physics it has the
meaning of the Boltzmann constant, k = 1.38x10 J/K, while in informatics it
can either retain unity (yet a nonstandard unit called ‘rats”) or reach the value of
1/in2 known as previously introduced ‘bites’. It may provide a ‘linkage’
between information (coding) and entropy (complexion) so that and we can
formally write 7 = I, exp (_-l.45x10)2” or, on the binary base, / = [, 2 {-
(2.1x10)*}, where the exponent is to the base 2 so that it may be stated in bits. It
is worth noting that the increase in information/entropy manifests itself as a
negative sign in the exponent indicating a loss of information. Consequently, the
information needed to organize a mole of water from the chaotic state of steam
into a state of perfect crystal of well-structured ice, which would require an
input of about 35 bits per single molecule. One may even calculate that an
entropy change of approximately 6 [J/K] is required to bring about the required
loss, on average, of one bit per molecule, so that we can agree to the general
relation:
J/K =107 bits.

m}:g;l] information
point
Fig. 29. — Underlying relationship
between the entropy, S, and
information, /, linked by the formal
equation S = /n (d/l) where the
constant, d, represents the apparent
_ information content /, at the zero
f:;e‘;g‘;"y 1S, 1=, value of entropy.
fegion ncrnutl)
death
_negentropy I =
- entropy 0 entropy =

Certainly, this covers a complicated process of trapping gaseous
molecules existing in a cloud state by means of complex arrangement of electric
and magnetic fields. The randomly moving molecules become fixed by the force
fields into a regular array. This is a general characteristic for the formation of a
crystalline state, in general, and there is a spectrum of crystalline states ranging
from a powder up to a perfect crystal usually classified by customary X-ray
diffractions patterns. There are certainly greater angles of the spread of
information content. Moreover, a gas consisting of molecules also contains
information residue because the organization intrinsic to molecules affects their
behavior as a gas, like ions in plasma. Similarly, we can consider the formation
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of a single crystal, letting, for example, silicon to grow from the appropriate
solution remembering the quest of chip industry, which is based on the insight
that it is possible to obtain silicon of define purity and structure. Such a crystal is
acting as a template growing according to thermodynamic rules or may be
hypothetically viewed in the role of a progression where the growth information
is provided by reading them from its environment (temperature, solution, tension
and inherent gradients).

As shown above, in biology information and thermodynamics meet most
closely and the problem of Shannon’s entropy becomes especially acute [233]. If
we consider a nucleotide sequence, with the sample-description space X = f (4,
T, C, G) indicating the available four-fold alphabet 4, 7, C and G. If the chance
of any base appearing at a locus is % , the relation log 4 = 2 measures its before-
the-fact uncertainty. This symbol-uncertainty constitutes the basis for assigning
the nucleotide sequences entropy. Thus a DNA sequence 100 units long has,
assuming symbol ‘equiprobability’, Shannon’s entropy of 200 bits. If we happen
to know what that sequence is, then that entropy becomes information and such
reasoning compromises the concept of entropy at any front.

The development of an organic nucleus is metabolic and interstitial and
thus far more complex. For example, the DNA molecule produced as a string of
simpler molecules of nucleotides, amino acids (whose sequences represent a
series of messages), may be isolated in a test tube as a crystal to contain all the
necessary information for reproducing a virus or baby. Here we can envisage
that such a structure, thermodynamically as improbable as a perfect crystal at
absolute zero, can be created to stay alive at room temperature in the form of a
perfectly organized organic crystal. Restricting our protein as composed of the
21 essential amino acids only, we arrive at 21°% possible primary structures, in
binary terms equivalent to approximately 878 bits per molecule. (In contrast, if
language would consist of only ten-letter words, the total vocabulary available
would amount to 26'* to require mere 47 bits per word). The entropy change can
also be measured for denaturation of a molecule of enzyme from biologically
active to inactive states, which involves about 900 J/K. The exponent of the
information ratio can be interpreted again to represent an information change of
155 bits per molecule. If these information assumptions prove to be correct, that
the bits per molecule lost when a perfect ice crystal is vaporized (35) is much
lower than that for the inactivation of an organic trypsin molecule (155)
completed, however, within a much narrower temperature interval.

Blumenfeld [237] tried to estimate mechanically the amount of
information accommodated in a human organism by assuming 10> amino acids
ordered in proteins as contained in 7kg of human body nitrogen. This roughly
corresponds to 10?7 bits of information assuming that the other contributions are
appreciably lower. For example, 150g of DNA contains only 10 bits and for
about 10" individual cells (10" bits) having 10® ordered polymetric molecules
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(109 bits) we obtain after multiplication mere 10* bits. It, certainly, lies at the
level of zero approximation because the information in living organisms is not
only the estimates of the number of amino acids but also their consequential
order.

In the axiological sense [233] a measure of information, /, for a system,
R, is some measure of changes caused by | on R, or better for a more strict
sense, an alteration taking place in the infological system IffR). A unique
measure of information exists only for oversimplified systems because any
complex system R, with a developed infological subsystems [f{R,) possess many
parameters that may be changed so that such a system demand many different
measures of information in order to reflect the full variety of the system’s
properties as well as conditions in which the systems is functioning. It follows
that the problem of finding one universal measure for information is somehow
difficult and almost unrealistic.

Shannon deliberately excluded from his investigation the question of the
meaning of a message, i.e., the reference of the message to the thing of the real
world citing “frequently the message have meaning; that is they refer to or are
correlated according to some system with physical or conceptual entities. These
semantic aspects of communication are irrelevant to the engineering problem.
The significance aspects are that the actual message is one selected from a set of
possible messages. The system must be designed to operate for each possible
selection, not just the one which will actually be chosen since this unknown at
the time of design”. Certainly in a societal information design an item of
information is an interpretation of a configuration of signs for which member of
some societal group are accountable while the utility of information give the
measure of information which can be called the quality of information. If 7 is
some portion of information, then the quality of this information is equal to that
caused by I change of the probability p(R,g) of achievement of a particular goal,
g, by the system R, The corresponding (infological) system, /f{R,), is the state
space of the world in which the system R, is capable to properly function.

Let us be more pragmatic in our forethought [238] and see, for instance,
one gram of dried Saccharamyces cerevisiae cells to hold entropy of about 1.3
[J/K] (at room temperature) while the same mass of crystalline a-d-glucose,
which is a common organic substrate used to grow this yeast, has entropy of just
1.16 [J/(K g)] [239]. Does it mean that cellular fabric is more random, more
probable, and less organized than the substrate from which it is formed? One
should be very careful about mechanical comparisons based on mere entropic
values, which do not seem to make logic, particularly dealing with variability in
solids. The difference between biological purposeful and purposeless
information is yet intriguing [239] and the idea whether we may relate biological
order and complexity to thermodynamic entropy has not gone uncriticized [240].
Citing Battley: “it is hard to believe that the absorption or loss of entropic
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thermal energy is anything other that a purely passive phenomenon, and that the
driving force behind a spontaneous reaction is not the entropy change, but the
chemical and physical event that cause the change in free energy...it may not
necessarily contribute to a greater vandomness or a lesser organization,
depending on how we as observers conceive these terms to mean” [238].

In this respect there is a strong call [231] then again, to have a completely
appropriate alternative for entropy in information theory, which can be
complexity so that what the Shannon formula actually measures, is the
complexity of structural relationship. Factually in such an algorithmic approach
to information theory the entropy of the symbol ensemble is replaced by the
program of information required to specify sequence. The entropy of a
thermodynamic system is a measure of the extent to which it is not tied down to
a particular matter-energy distribution. A complex system, in contrast, requires a
structured relationship among elements and such a system must have before-the-
fact alternatives, such that one could not predict those structural relationships
just from the properties of the elements concerned. Yet once these elements and
relationships have been specified, the indeterminacy vanishes.

6.5. Information and organization

The information, which is processed by the solidifying silicon solution
when growing a semiconductor single-crystal or by a human cell interacting
with a strand of DNA, is the organizational pattern of the carrier of information
independent of human minds. Information existed for billion years prior to
advent of the human species and for billion years that information has been
processed. DNA itself would be useless unless a living cell processes the
information. If the information is an independent reality, which means that it
exists regardless to the capability of decoding the inherent text. Information is
considered to be distinct from the system which interprets (there is dichotomy
between the information intrinsically contained by a system and the information
which may be conveyed by the system to some acceptor). Information may even
organize information, which is a process occurring in our brains or may take
place in our computers in not too distant future. It, however, became next to
impossible for a single mind to fully command more than a small, specialized
portion of information.

In general, we can imagine that information has similar behavior as
energy; both exist independently and do not need to be perceived to exist neither
understood. Energy is defined as the capacity to perform work and it is the
nature of energy supplied or withdrawn, which determines the nature of the
changes occurring in the system acted upon. Information is defined as the
capacity to organize a system or maintain it in an organized state. Similarly to
the existence of different forms of energy (mechanical, chemical, electrical,
heat) there exist different forms of information. Energy is capable of being
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transferred from one system to another likewise information may be transformed
from one form to another. The information contained by a system is a function
of the linkage binding simpler units into more complex units. Thus, all
organized structures contain information and, on the contrary, no organized
structure can exist without containing some form of information. Information is
an implicit component of virtually every single equation. Therefore, there must
be existent an information flux being proportional to the question and to the
gradient between information fields. From the thermodynamic and causality
considerations a general upper bond on the rate at which information can be
transferred in terms of the message energy was theoretically inferred (i.e., <10"
operations per second as to avoid thermal self-destruction) [229].

Information is governing the laws of physics, i.e., in order to measure
distance and time properly, an organized frame of references must be available
and thus the measurements of space and time establish information about the
distribution and organization of matter and energy. An organized system
occupies space and time, therefore, the information content of a system is
proportional to the space it occupies. The universe may be seen organized into a
hierarchy of information levels [235,236]. Energy and information may put on
view certain signs of invented inter-convertibility. In contrast to heat, however,
all other forms of energy involve organized patterns and may be said to contain
information. The application of heat, by itself, constitutes no contribution in
terms of information. Structure represents the product of information interacting
with matter. All forms of energy other than heat exhibit, or are dependent on,
some sort of organization or pattern with respect to space and time (e.g. an
immature steam engine versus refined electric alternative motor).

We need a particular service of the so-called energy transducers, which
define two necessary conditions for the production of useful work: they create a
non-equilibrium situation and they provide a mechanism of countervailing
forces necessary for the production of useful work. For a real physical system,
such as a steam engine, the energy contained in heated gas is not converted into
work until it is contained and modulated by an engine that has accumulated,
within it a history of invention, certain information content in the form of know-
how of produced machinery. A very advanced information system, such as
living cells enables to transform an input energy into useful work under
circumstances not possible in other physical system. For example, the cell can
provide the dissociation of water and/or enables stripping electrons off hydrogen
atoms at room temperature, which for another unorganized system would
require heating above 1000 °C to destroy water molecules by violent collisions.

The structural information content of any energy transducers is the same
at the end of a process as it was at the beginning neglecting its wear out. The
information kinetics created by the steam engine when it has produced an
asymmetric distribution of high and low energy molecules of water in the two
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chambers separated by a piston is associated with potential energy. The apparent
loss of ‘kinetic’ information that is the part of the information, which has been
degraded to rest heat, can be associated with the dissipation of entropy. For
energy science it is important to measure the process efficiency (77) given by the
ratios of the work output to the heat input, 7 = W/Q. The maximum possible
efficiency is limited by the temperatures of input (T;,) and output (surroundings
Tuo), so that 77, = 1 — T,,/Ty and we may be interested to find the relation of
the actual (1,e;) and maximum efficiency to follow that 7../7uw = f (1) or I;, =
-10g (1 — Nae/ Mma). Using the above conversion factor (1 [J/K] = 10 bit) and by
measuring the ratio of the differences it would become possible to ascribe a real
value to the above introduced value [235,236] of information inputs (1.

Regarding ecosystems, we should point at the information problem of
species diversity of a community with regards to its stability, which is
undertaken by ecologists as an axiom for evaluation. It shows that communities,
which are more complex in structure and richer in comprising species, are more
stable because deferent species adapt differently to environmental variations.
Therefore, a variety of species may respond with more success than a
community composed of a small number of species. Perhaps this motivates the
fact that Shannon’s information entropy was suggested as a measure of species
diversity, where p; is related to the number of species in the community and
population size of the i-th species. In this respect let us mention a familiar
relationship [241] dK/dt + (K + &)(d&/dt) > 0, where K is the so called Kullback
measure of the increment of information (> 2pin(p/p’) and & is related to thne
content of biomass akin to /n(N/N,). If the positivness of d&/dt means an
increase in the total biomass in the course of evolution then the positiveness of
dK/dt can be interpreted as an increase in the specific information content (per
biomass unit). It is then obvious that if both the total biomass and its biomass is
constant (d&/dt=0) then the system can evolve only if the information content of
its biomass is growing, which can be interpreted as the growth of diversity. On
the other hand, the information content can decrees (dK/dt<0), but if the total
biomass growth sufficiently fast (d&/dt>>1) then useful energy (‘exergy’ [77],
see paragraph 8.5) is growing, and the system is also evolving. At last, there can
happen paradoxical situation when useful energy is increasing while total
biomass and its information content are decreasing when guarantee | 4 >> | K]
and dK/dt <<1.

Accepting that heat is a certain ‘antithesis of organization’ and by
implication certain duality behavior of non-identical energy and entropy as
information we can venture to imagine a speculative possibility that energy and
information may interact to provide an ‘assortment’, which might be viewed as
‘energized information’ or alternatively ‘structured energy’. Consequently,
information and energy may not be viewed as the opposites of a bipolar system,



194

rather they can be hypothetically considered as the partners (like matter and
energy), on assuming two sides of a triangle, with matter comprising the third.
Such a conceptual model might be conceivably used to define hypothetical
‘boundaries’ of our newly supposed physical but highly forethought universe
[235].

Almost sci-fi consequences of such an extreme portrait could be read as
follows. If the upper corner would consist of pure energy, E, in an infinite
entropy state, and the right bottom corner of unadulterated matter, m, the
adjacent right side of the triangle is justifiable within the Einstein equation, m/E
= I, & (i.e., characterized by the values of W, and g, as the permeability and
permittivity of vacuum, which may predicate certain structure of our Universe ).

energy
Organized electro- Quagma of fundamental
magnetic radiation (unorganized) particles
info matter

Perfect crystal at zero
(absolute) temperature

Associated condition of the absence of information would display a state
of randomly distributed, unlinked ‘foundations’ (neither imaginably inherent
particles nor any form of mass would exhibit no organization whatever) moving
aimlessly, with no landmarks, no events or space. It would become impossible
to measure either time or space, as such form of information would not exist (it
might be somehow assumed to take place in the center of a black hole). Left
triangle side would consist of absolute vacuum traversed by force fields and
pulses of energy, possibly capable to measure time, but distances may have no
meaning being without landmarks. Bottom triangle side might enable to measure
the distances but perhaps no time as in the absence of any motion, or events,
time might be frozen. In some way, curious left corner, containing neither matter
nor energy, might consist of unspecified information particles. Let us
preliminarily label them ‘infons’ to be forcibly envisaged as photons, which
appear to have stopped oscillations propagating through the empty space down
to absolute zero Kelvin. This is an idea as fantastic as was the concept of
‘tachyons’ with their imaginary masses. The field of relativistic theory left the
problem how to explain motion solely in terms of matter. Dirac’s theory implied
negative energy states and his mathematical equations anticipated the existence
of anti-matter. Feynman mathematically demonstrated that a positron might be
regarded as an electron moving backward in time and some yet not well defined
‘super-particles’ of an inter-galaxies size are foreseen in astrophysics — possibly
to be even some relict ‘strings’ of early matter grown in time.
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On the other hand, the above triangle can also represent some
philosophical aspects, i.e., mental relations when respectively replacing encrgy,
matter and information by power, property and spirit, which endows with new
interrelations linked with the each triangle side being the strife, creativeness and
love, reminding some Greek philosophical beliefs discussed in Chapter 3.

We can wind up the recent impact of computers, aware that it has changed
our perception of information as something purely static because inside
computers information may once appear to gradually achieve a dynamics of its
own. Already now, we are not sure where and how we pay compensation for the
information often lost accounting for waste heat when imprinting or erasing
memory contents. Information written to some memory register by a computer
program must be discarded to the environment in order to reset the register and
complete the cyclic process. We can even suggest that each energy transfer
between two separate physical objects is a measurement. We can thus believe
that measurement is the transfer of information between the sample — an
examined physical object and the apparatus, and that any energy transfer will
carry information about the shift in energy state of the objects under
observation.

It is almost sure that the domain of information will soon dramatically
change similarly to the comprehension of traditional physics, which learned in
the past century how to assimilate surprising ideas, such that energy may be
converted into matter and vice versa. It brought an important consequence into
nuclear physics and possibility to gain new forms of energy. We should assume
that even the empty space, when enclosed in any organized structure, may bear a
significant piece of information (like a space dividing words in most languages)
so that the absence of structure within a structure may carry information as real
as the structure itself. The Barrow’s made-believe verdict [242]° if life will
engulf the entire universe the so-called Omega Point would be approached and
the infinitive amount of information hitherto stored would logically reach its
completion”. However, fantasy was not the aim of this chapter although we
cannot dodge completely out this type of query. We cannot keep away from this
type of discussion in detailed analysis of advanced views on science of heat.
Anyhow we cannot pass over the everlasting question “Is there as purpose in the
nature” [43,341-244].

6.6. Quantum information processing
Besides the energy enquiries pointing down towards the yet fully
unexploited world of quantum mechanics there is another associated
neighborhood of the emerging field of quantum information processing and
technology (often abbreviated as QIPT) [245,246]. Following extrapolation of
the exponentially decaying number of electrons per an elementary device on a
chip it ought to get to one electron per device somewhere around the year 2020.
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It is clearly too naive and oversimplistic but, at least, gives us a hint. Eventually,
we will get to scales where quantum phenomena rule, whether we like it or not.
If we are unable to control these effects, then data bits in memory or processors
will suffer errors from quantum fluctuations and device may get malfunctioning,.
The quantum research has already shown that the potential exists to do much
more and instead of playing a support role to make better conventional devices,
quantum mechanics could take the center stage in new technology that stores,
processes, and communicates information according to its own laws.

Most information manipulation is done digitally, so data is processed in
the form of bits. The two states of a conventional data bit take many forms such
as magnetic orientation, voltage, light pulses etc. At any time, a bit is always in
one state: written in suggestive quantum notation, it shows | 0> and | 1>, hence
the name, although bits get flipped as data is processed or memory rewritten.
However, the quantum analogue of a conventional bit, so-called ‘qubit’, has a
rather more freedom. It can “sit” somewhere in a two-dimensional Hilbert space.
We can picture it as the surface of a sphere with a general form |\|J > =cos o
lo> + exp i ¢ sin o 1> parameterized by two angles. Factually, the
conventional bit has only the choice of the two poles while a qubit can live
anywhere on the surface of the sphere. States such as (1) are superposition
states, they have amplitudes for and thus carry information about the states | 0>
and | 1> at the same time. Similarly, the register (collector) of N qubits can have
exponentially many (2") amplitudes, whereas the analogous conventional data
register can hold one of these states at any given time. Clearly, if it is possible to
operate, or compute, simultaneously with all the amplitudes of a quantum
register, there is the possibility of massively parallel computation based on
quantum superposition.

Our standard practice shows that we can read ordinary information (e.g.,
book) without noticeably changing it, which is not so simply for quantum
information. If a qubit in the state (1) is measured to determine its bit value, it
will always give the answer 0 or 1. This is a truly random and irreversible
process with respective probabilities of cos’o and sin’a, and afterwards the
qubit is left in the corresponding bit state 0> or |1>. It thus would be
impossible to read, copy or clone, unknown quantum information without
leaving evidence of the intrusion. There are many types of usable qubit exits:
such as two adjacent energy °‘cigenstates’ of atoms or ions separated by
microwave, vacuum or single photon state of a mode in small optical or
superconducting microwave cavities, orthogonal linear or circular polarization
of a traveling photon or a weak light pulse, energy eigenstates of a spin in
magnetic field or of an electron (or ‘exciton’) in a quantum dot or two charge
states of a tiny superconducting island — the practical realization being defined
by the application. A resulting multi-qubit processor would enable massively
parallel quantum computing, i.e., interference between all the amplitudes, and
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such a device could, yet theoretically, be arranged to provide solutions to certain
tasks that we will never be able to perform with even the most sophisticated
conventional supercomputers.

An intriguing possibility is spintronic chips, where we can flip electron
spins back and forth coherently, which goes again beyond the traditional binary
digits producing the new phase digits so called ‘phits’. The more precisely we
can read the phase, the more dramatically we can increase the density of data
storage. Thanks to the decades of work on magnetic resonance imaging, which
detects the spin of atomic nuclei we became skillful enough how to read the
involved angles precisely enough.

The irreversibility of quantum measurements enables, in addition, two
correspondents, say Alice, A, and Bob, B, to communicate with a guaranteed
security using photon qubits and public communication. Related quantum
cryptography is secure against eavesdroppers, even if they have their own
quantum technology. Two qubits, A and B, can exist in a state like ‘ Y >ap = 2
172 (| 0> | 1> + | 0>p | 1>, ), which cannot be factored, so neither qubit has a
state of its own, independent of its partner so that all the quantum states of a
multi-qubit register contain entanglement. It follows that there is no reason for
the two qubits to be in the same register or indeed physical location, and in such
cases, distributed entanglement provides for a revolutionary form of
communication, so-called quantum teleportation. It may bring remarkable
consequences when compared with conventional communication: entangled
states can be used as a resource for teleporting quantum states [208] destructing
them in one place and rebuilding them in another location.

Teleportation is the name given by sci-fi writers to the feat of making an
object disintegrate in one place while a perfect replica appears somewhere else,
as first suggested by Bennett in 1985 [247]. Today’s theory is based on the
famous effect, which is often called ‘Einstein- Podolsky- Rosen correlation’ or
conveniently ‘entanglement’ (in the meaning of superposition, embroilment or
mix up) known since 1930s [248]. In 1993 this intuition was confirmed by
showing that teleportation is possible in principle by destructive observation (a
photo-detector measures photon in a destroying manner by its absorption and
conversion into electric signal) or by new difficult-to-execute technique known
as quantum non-demolition measurements (where a photon in a cavity is probed
without absorbing any net energy from it). It is worth noting that teleportation is
a fundamentally different process with respect to the classical transfer where the
object must be seen and understood and its image (photograph, order chart,
digital scan, etc.) transmitted to the receiver who uses the instructions to build
the object and even duplicate copies. During teleportation, however, the object
can be simply perceived to be first "destroyed‘ to fundamental particles and than
‘reconstructed’ from particles available somewhere else. Thus, in the quantum
teleportation process, physicists take a photon and transfer its properties (such as
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polarization, i.e., the direction in which its electric field vibrates) to another
photon, even if the two photons are at remote locations.

6.7. Quantum diffusion and self-organization of oscillatory reactions

Periodic chemical reactions, known from the second half of the 19s
Century [249-253], perform a curious class of reactions generating macroscopic
patterns periodic both in space and time [9] (e.g., known as Liesegang’s rings
[249] and Runge’s dyeing figures [251]). They are mostly considered to be a
spectacular demonstrations of self-organisation [9,47,57,253] due to the non-
equilibrium nature of thermodynamic processes involved. As these reactions
violate traditional view on chemical kinetics characterized by the natural
tendency to reach equilibrium by the shortest way, they were (and are)
interpreted as a precursor of life processes [254,255]. Maupertuis’ principle of
least action [256] can be applied [252,258], citing ‘when some change takes
place in nature, the quantity of action necessary for the change is the smallest
possible being the product obtained by multiplying the mass of the bodies by
their velocity and distance travelled’ (similar to Fermat's principle of least time
quoting “the nature acts via the easiest and the most accessible way reached
within the shortest time”) and thus differently interpreted elsewhere
[9,36,252,257-259].

Fig. 30. — E;amp]es of common, natural co-centric patterns and believed to arise by the same
generalized mechanism. From lefi, there are examples of processes taking place within long-,
middle- and short-range time intervals. The cross-section of the natural semiprecious stone
agate, shaped by hydrothermal reaction in geological formations. Middle left, shells and the
strips initiated by dye centers, which are responsible for the continuous pigmentation process and
the cross-section of the trunk of about a 100 year old pinetree, indicating the northern
direction by denser rings due to the less favored growth conditions (lower temperature, etc.,
typical for the growth-ring separation in general). Right, Liesegang’s rings of silver chromate
crystallites formed during the diffusion controlled solid-liquid chemical reaction in a Petri
plate when placing a crystal of silver nitrate at the center of a glass plate coated with gelatin
containing a dilute solution of potassium dichromate. In all such cases the ring-band
separation is related to the instant propagation velocity at which the diffusion infiltrates the
space available, its geometrical arrangement and the size of propagating species, all
constituting the proportionality, which is governed by the value of about 6.6 x107* [J s] that
exhibits a striking coincidence with the Planck constant (acknowledged to control the wave
relations in the deep microcosms). For more details see ref. [36,197,252,258,265].
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Besides the fact that the kinetics of periodic reactions is controlled by
diffusion (so called Nernst—Brunner kinetics [260], another peculiar and
somewhat enigmatic feature of these reactions was discovered in the 1930s
[261], which may be concisely expressed as MvA =~ /i, where M is the molecular
weight of precipitate, v the speed of spreading of reaction fronts, A the length
parameter of reaction patterns and % (= 1.05 x 10™* Js) is the Planck’s universal
constant. For particular configuration of the system in which reaction take place
should be its left-hand side completed by a geometric factor (e. g. two for three-
and 1/z for two-dimensional cases) and by so called ‘tortuosity’ characterizing
the topology of the system [252,257]. As a rule, the resulting factor is of order of
unity.In addition to periodic reactions revealing the behavior depicted above
(where the chemical nature of processes involved is well established, like
Liesegang's rings [249,253] or Belousov—Zhabotinsky’s [262] waves
[9,254,255, 263,264]) there, moreover, exist cases where a straightforward
interpretation in terms of periodic reaction is somewhat questionable,
nevertheless, the equation Mvl = /i is justifiable with appreciable accuracy. As a
good example it may serve a rather curious interpretation of annual growth rings
of trees, which has been proposed in 1954 by Schaabs [265] (see Fig. 30.). He
assumed for the case of tree rings that we have to do with a special kind of
Liesegang’s reaction with cylindrical (beam-like) symmetry for which he
expected relation MA’/mr~ h, where M is again a molecular weight of
precipitating cellulose, 4 is the distance between neighbouring annual rings and ¢
is the growth period. Taking then into account that the glucose-based polymer
cellulose having empirical formula (C¢H¢Os)y is known to create in wood the
chains of average polymerisation degree N = 400, its molecular weight may be
determined immediately as M =~ 400x162x1.67x107 = 1.08x10*kg.
Admitting further for the distance between annual rings a value 1 ~ 5x107° m
and for the duration of the season an estimate 7 ~ 8x10° s we obtain an
“incredibly exact” figure for Planck’s constant, namely % ~ 1.07x107* Js.

Of course, similar periodic patterns having this “quantum-like” property
[9,36,252,259] have been encountered in the nature astonishingly frequently (see
Fig. 30.) and are undoubtedly of high scientific significance. We believe,
however, that the identification the periodic chemical reactions without
ambiguity would require much more critical analysis of chemical processes
behind them [36,258] as it is done in the example given above.

Spectacular images of these periodic phenomena suggested that there
ought to take place some wave process unseeingly involved [254] and, of
course, in the case where % is at play this wave process should be a quantum
one. That is why practically all early explanations in a somewhat simplistic way,
made a direct use of the concept of de Broglie pilot wave [266]. Accordingly,
the concept of de Broglie’s wave, controlling the space probability distribution
of a molecule, enhances the precipitation at points where the probability of
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sojourn of the molecules is maximal, i.e., at points departed by certain multiples
of de Broglie’s wavelength 4. In spite of the fact that this idea seems to be
compatible with above relations there have persisted a strong feeling that we
have to do with yet non-justified extrapolation of quantum concepts to the range
of macroscopic phenomena.

On the basis of elementary analysis of diffusion equation (i.e. Fick’s law),
which is for the sake of simplicity written here for one dimension only as on/0t
= D &*n/0x%, where n is the concentration of reactant and D the diffusion
coefficient, one can conclude that the movement of “average* Brownian particle
(i.e. single molecule of the reactant, Smoluchowski-Einstein theory [267]) is
controlled by exactly the same equations as the movement of concentration
maximum induced by spreading out from a limited point source [268], namely x
= \(2Dt), where x has meaning either of the mean position of particle or of the
concentration maximum. In terms of diffusion speed defined as v = 0x/0r the
equation reads as xv = D, which fulfils the role of a specific relation of
Heisenberg’s quantum uncertainty, xv > D. Note that v has an alternative
meaning of the mean stochastic velocity of single molecule and thus the
movement of diffusion reaction front provides in this sense a macroscopic
picture of the movement of an “average” single molecule [267]. What remains
then is just to clarify the conditions under which the diffusion constant D may
attain the Flrth’s value Dy = A/2M (stochastic quantum mechanics).

A certain dissatisfaction with various attempts to treat quantum motion as
some kind of a stochastic process touched some basic quantum concepts [186-
188]. The missing key can provide a rather close analogy between the diffusion
equation and the Schrodinger equation [143] observed by Firth [269].
Accordingly, these equations may be mapped one onto another by substituting
for the diffusion coefficient, i.e., the value iDq = 1 b/2M, and/or identifying
tentatively the universal noise source behind the assumed stochastic process
with electro-magnetic zero-point fluctuations of vacuum [208,270]. However,
these attempts at the interpretation of quantum mechanics as a stochastic theory
bring about serious problems. Classical Einstein—Smoluchowski’s description of
diffusion (i.e. as special case of Brownian motion of a small particle) is
essentially a description of Markovian stochastic process (configuration space i
= 1). However, any stochastic process in phase space, which is assumed to
underlic motion of a small quantum particle, cannot, supposedly, bear
Markovian character, because, by definition its state at t = 0, determines the
probability of states at any later time t. In other words, the particle possesses
“memory” in the phase space.

On the other side, intermitted measurements performed in the
configuration space reduces repeatedly the wave packet of a particle causing that
the “memory” is being lost and the process can thus be treated as Markovian
[258]. From the length of observed course L=l and its resolution Al =V<>>,
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we may obtain relation for D using uncertainty xv = D i.e., D = Aly(kAly)/t.
Consequently we can derive the so called Hausdorff’s length A=L(Al)"" =
Dt/(Al)(Al)™ where d is the fractal dimension, which value is identical for both
processes, i.e., for Brownian and quantum motions in the configuration space (A
= ht/2MAI(AL)"") and which is equal 2 [36,271].

The fact that the Brownian and quantum diffusions are indistinguishable
by intermitted measurements performed in the configuration space (and this is
just the equivalent of experimental techniques by means of which the periodic
chemical reactions are investigated) justifies the direct comparison of empirical
diffusion coefficients with the Fiirth’s value Do =h/2M. Assuming that the noise
sources behind classical and quantum stochastic behavior are independent the
obvious formula for diffusion coefficient may be written as D = DsDg, /(Ds +
Dg). Physical meaning of such accessibility of the Fiirth’s limit, formally
expressed by the condition [271] Ds >> Dy, is thus the sufficient partial
decoupling of particles from the source of classical noise.

By comparison with empirical data it is now easy to show that there are
numerous cases where D = Dg and where the realistic valuation of Einstein-
Smoluchowski relation [36,267] (kT/3mtma >> h/2M) is satisfied as is the case of
e.g. Na', K, Ca® and Ag’ ions (in aqueous solutions at room temperature). It
naturally applies for the proton (H") alone, which may be a new guide to all
cyclic processes in the sphere of biology.
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Fig. 31. — Schematic diagram showing the subcritical and critical oscillatory regimes of a
computer scheme (customary called Brusselator) with a two-dimensional illustration of the
wave’s gradual development (right). Left upper the equivalent circuit of Dq +Ds, the path below
showes possible course of a particle following quantum and yet below the Brownian motion, the
bottom pathway stays for 