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COMBUSTION PHYSICS

In the past several decades, combustion has evolved from a scientific discipline
that was largely empirical to one that is quantitative and predictive. These ad-
vances are characterized by the canonical formulation of the theoretical foun-
dation; the strong interplay between theory, experiment, and computation; and
the unified description of the roles of fluid mechanics and chemical kinetics. This
graduate-level text incorporates these advances in a comprehensive treatment of
the fundamental principles of combustion physics. The presentation emphasizes
analytical proficiency and physical insight, with the former achieved through
complete, though abbreviated, derivations at different levels of rigor, and the
latter through physical interpretations of analytical solutions, experimental ob-
servations, and computational simulations. Exercises are designed to strengthen
the student’s mastery of the theory. Implications of the fundamental knowledge
on practical phenomena are discussed whenever appropriate. These distinguish-
ing features provide a solid foundation for an academic program in combustion
science and engineering.
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Preface

Since the mid-1970s there has been truly significant advancement in combustion sci-
ence, spurred by the dual societal concerns for energy sufficiency and environmental
quality, and enabled by the rapid increase in the sophistication of mathematical
analysis, computational simulation, and experimental techniques. Consequently,
we have witnessed the evolvement of combustion from a scientific discipline that
was largely empirical to one that is quantitative and predictive, leading to its useful
applications in combustion-related engineering devices and practices.

This text reflects my desire to incorporate these advances in my lectures on combus-
tion. As a result, its preparation has been guided by the three distinguishing themes
characterizing recent developments in combustion research, namely the canonical
formulation of the theoretical foundation; the strong interplay between experiment,
theory, and computation; and the description of combustion phenomena from the
unified viewpoint of fluid mechanics and chemical kinetics.

The text also emphasizes analytical proficiency by presenting complete, albeit ab-
breviated, derivations that can be followed by the student with a modest effort.
Alternate solutions are sometimes presented to demonstrate that a phenomenon
can often be analyzed using different approaches and at different levels of rigor. I
hope that through this gentle guidance the student can acquire the needed confidence
to tackle more difficult problems on his or her own.

This text grew out of the lecture material prepared for a one-year graduate course
that I have given at several academic institutions. No prerequisite in mathematics,
fluid mechanics, and chemistry is expected apart from the usual undergraduate ed-
ucation in the physical sciences or mechanical, aerospace, or chemical engineering.
The text consists of three parts: Chapters 1 through 4 cover the basic components
required to describe chemically reacting flows, namely thermodynamics, chemical
kinetics, and transport phenomena; Chapters 5 through 10 cover descriptions of the
basic combustion phenomena—those of governing equations, nonpremixed and pre-
mixed flames, the limit phenomena of ignition, extinction, and flame stabilization,
and the aerodynamics of flames; Chapters 11 through 14 cover combustion in the four
major classes of flows, namely turbulent, boundary-layer, two-phase, and supersonic
flows. Since the amount of material treated in this text is substantial, the instructor

xvii
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xviii Preface

may be more selective in the choice of topics. For example, discussion on reaction
mechanisms, especially most of Chapter 3, can be omitted if chemistry is not empha-
sized in the course. Similarly, much of the materials that require extensive mathemat-
ical derivations, especially those of Chapter 9, can be omitted if strong mathematical
experience is not intended. Furthermore, a one-semester course can be structured
by abstracting materials from individual chapters, leaving the rest of the text for the
enrichment of individual students.

While a serious attempt was made to make the text comprehensive in its cover-
age, it is nevertheless inevitable that some important topics were either excluded or
inadequately presented. Feedback from readers on possible improvements in future
editions will be very much appreciated. Similarly, because of the extensive literature
in existence, it is also unavoidable that important references were inadvertently left
out. Forbearance of the authors of these articles is requested.

In the preparation of this text I have been ably assisted by many of my present and
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Introduction

This book is about combustion science and technology and, as such, covers not only
the basic laws and phenomena related to the physics and chemistry of combustion,
but also the implications of the fundamental understanding gained therein to the
principles behind the practical combustion phenomena affecting our daily lives. It
presents the diverse knowledge required of combustion scientists and engineers, the
challenges they face, and the satisfaction they derive in providing the proper linkage
between the fundamental and the practical.

In Section 0.1 we identify the major areas of practical combustion phenomena,
illustrated by some specific problems of interest. In Section 0.2 we discuss the scientific
disciplines comprising the study of combustion, and in Section 0.3 we present the
classifications of fundamental combustion phenomena. An overview of the text is
given in Section 0.4.

0.1. MAJOR AREAS OF COMBUSTION APPLICATION

It is fair to say that the ability to use fire is an important factor in ushering the dawn of
civilization. Today our dependence on the service of fire is almost total, from heating
and lighting our homes to powering the various modes of transportation vehicles.
Useful as it is, fire can also be menacing and sometimes deadly. Wildland and urban
fires cause tremendous loss of property and lives every year; the noxious pollutants
from automotive and industrial power plants poison the very environment in which
we live; and the use of chemical weapons continues to be an agent of destruction with
ever greater efficiency. Combustion is certainly one branch of science that affects
almost every aspect of human activities.

Practical combustion problems can be roughly divided into the following five major
categories, in each of which we cite some examples of current interest.

Energy and Combustion Devices: Despite the large variety of alternate energy
sources available, such as nuclear, solar, wind, hydroelectric, geothermal, and OTEC

1
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(ocean thermal energy conversion), chemical energy derived from burning fossil fuels
supplies a disproportionately large fraction of the total world energy needs—around
85 percent at present. This trend will continue in the foreseeable future because of
its convenience, high-energy density, and the economics.

Combustion energy is mainly used to generate heat and power. Examples of this
application are domestic heating, firing of industrial furnaces, and the operation of
automotive engines and gas turbines. Hence the design and operation of heat and
power devices and engines is closely related to the issue of efficient energy utiliza-
tion. Because of the importance of transportation vehicles as a major consumer of
petroleum fuels and contributor of air pollution, there has been extensive develop-
ment since the early 1970s for more efficient and cleaner burning internal combustion
engines for automobiles. For example, the diesel engine offers substantial advantage
over the more widely used gasoline engines, for several reasons. First, even though
its combustion cycle efficiency is less than that of the gasoline engine for the same
compression ratio, it is more efficient overall because it operates at higher compres-
sion ratios. Furthermore, unlike the gasoline engine, which requires highly refined
fuels with narrow specifications, the diesel engine is very fuel tolerant. Thus diesel
fuel requires less refining than gasoline and, consequently, results in a net saving in
processing energy at the refinery stage. This property of fuel tolerance also implies
that the diesel engine is a good candidate for the use of unconventional or low-grade
fuels. The diesel engine, however, does have the potential disadvantages of being
relatively noisier and a heavy emitter of soot and oxides of nitrogen (NOx); both
problems have their origin in its operational principle and therefore require funda-
mental combustion research. It is nevertheless gratifying to note that much progress
has been made recently in alleviating these problems.

An important concept in engine development is that of stratified charge
combustion. The basic idea is that the combustion of lean mixtures has the potential
of simultaneously increasing the combustion efficiency and reducing the formation
of most pollutants. Lean mixtures, however, are hard to ignite. Therefore, the con-
cept of stratified charge combustion is to stratify an overall fuel lean mixture from
relatively rich to ultra lean. Since the relatively rich portion can be ignited easier,
the hot combustion products so generated can in turn ignite the ultra lean portion
of the charge. Thus by combining the merits of high-pressure combustion, direct
fuel injection for uniform cylinder-to-cylinder charge distribution and controlled
fuel vaporization, spark ignition for controlled ignition event, and stratified charge
combustion, there has been considerable development on high-compression-ratio,
direct-injection, spark-assisted, stratified charge engines.

In contrast to stratified charge engines, there is also considerable interest in
the development of HCCI (homogeneous charge compression ignition) engines.
Conceptually, by having reaction taking place homogeneously within the entire en-
gine cylinder, instead of being confined to localized, high-temperature regions con-
stituting the flames, the formation of soot and NOx can be substantially reduced.
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Furthermore, higher compression ratios and hence higher efficiency can be attained
with compression ignition.

The fact that improvements in the engine performance can be pursued through the
opposite concepts of stratified and homogeneous charges not only demonstrates the
complexity of the combustion phenomena underlying such technological processes,
but it also highlights the richness of the possible avenues that can be explored for
optimization.

Fuels: Combustion needs fuel. Furthermore, the satisfactory operation of different
heat and power engines usually depends critically on the compatibility of the fuel
used. Examples are the unsuitability of diesel fuel for use in gasoline engines because
it is relatively less volatile, and the narrow compositional specifications of gases which
can be used in domestic gas stoves in order to maintain flame stabilization by avoiding
blowoff and flashback.

The importance of fuel in combustion has been receiving increased interest be-
cause of the concern over the shortage and reliability of petroleum supply. Thus
“energy crisis” is simply a “fuel crises.” Since the world’s petroleum supply is pro-
jected to be severely depleted within this century, the long term solution for the next
few centuries in terms of fossil fuels appears to largely depend on the burning of coal,
either through direct utilization or as coal-derived fuels. Two approaches for direct
coal utilization are being actively pursued. The first is fluidized-bed combustion, in
which air is introduced through the bottom of a bed of coal particles at a sufficiently
fast rate such that the particles are levitated, that is, fluidized. This approach has the
advantages that the coal particles are in direct contact with the oxidizing air such that
their burning rates are maximized, that neutralization of oxides of sulfur (SOx) can
be facilitated by mixing limestone with the coal particles, and that the production
of NOx can be minimized by controlling the fluidization rate. The second approach
for direct coal utilization is the burning of coal–water slurries. Here, finely crushed
coal particles of sizes ranging between 40–70 µm are mixed in water and sprayed
directly into the combustion chamber of industrial furnaces. The advantages are that
the physical processes of coal crushing and mixing are less energy expensive than
the chemical process of coal liquefaction, and that the slurries can be transported
through pipelines and subsequently directly burned in conventional oil-fired combus-
tors. This requires minimum hardware modification, and thereby capital outlay and
combustor downtime. Slurries up to 70 percent coal content have been successfully
burned.

Oil can also be derived from coal. These coal-derived oils have higher boiling
points, wider boiling point ranges, and higher contents of aromatics and nitrogen-
containing compounds. Consequently, they tend to produce more soot and NOx.
Various alternate and hybrid fuels have also been formulated. Prominent among
these are methanol, ethanol, and mixtures of ethanol with oil. Methanol can be
derived from natural gas and coal, while both methanol and ethanol can be produced
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from biomass. Alcohols have smaller heats of combustion because of the extra oxygen
atom in the molecule. However, they have higher knock ratings in gasoline engines
and produce less NOx and soot. Blends of ethanol and gasoline, and methanol and
gasoline, have been successfully marketed.

Coal, of course, can also be gasified in the presence of air, with or without steam, to
produce a combustible gaseous fuel that consists of hydrogen and carbon monoxide.
Coal gasification becomes progressively more attractive as a source of clean fuel with
the dwindling supply of natural gas.

Pollution and Health: The major pollutants from combustion are soot, SOx, NOx,
unburned hydrocarbons (UHC), and carbon monoxide (CO). As just mentioned,
soot is expected to be a serious problem with the burning of coal-derived fuels and
the large-scale deployment of high-compression engines such as the diesel. Soot not
only is unsightly but can also be carcinogenic due to the condensation and thereby
presence of carcinogenic liquid combustion products on the particle surface.

The main source of SOx is from burning coal. When combined with water in the
atmosphere, the emitted SOx forms sulfuric acid and precipitates as acid rain, with
devastating effects on aquatic life and soil erosion.

NOx can be formed from either the N2 in the atmosphere or the nitrogen atoms
in the fuel molecules, with the former produced under high-temperature, intense
combustion situations because of the need to dissociate the nominally inert N2 in the
air. Fuel-bound NOx is less temperature sensitive and could be a major contributor
of NOx emission from burning coal or coal-derived oils. When it reacts with UHC
and ozone in the presence of sunlight, NOx forms smog that is detrimental to the
respiratory system.

A problem of potential concern is indoor pollution. With houses being better insu-
lated to conserve energy, the trace pollutants (CO, NOx, UHC), from such domestic
heating devices as the gas stove, furnace, and kerosene heater, may exist at sufficiently
high levels as to be injurious to health.

There is also interest in applying combustion technology in the management of
municipal, munition, and chemical hazardous wastes through incineration. The prob-
lems with burning these wastes are the uncertainty of the toxicity of the combustion
intermediates and products and the fact that some of the chemicals are halogenated
compounds, which can be resistant to efficient burning because of the scavenging of
the crucial hydrogen atom by the halogen radicals in the oxidation process.

A serious, and potentially catastrophic, environmental problem is global warming
caused by the increased amount of anthropogenic CO2 in the atmosphere. Since
CO2 is a by-product of hydrocarbon combustion, suggestions have been made to use
hydrogen as the primary fuel source. In the event that hydrogen is derived through
the conversion of hydrocarbons, CO2 is still produced during conversion and needs
to be sequestered properly in order to prevent its release into the atmosphere.

A discussion on the adverse effects of combustion on health would not be complete
without mentioning the well-established cancer-causing consequence of cigarette
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smoking, which is simply the slow combustion of tobacco leaves. The knowledge
of combustion science has not been sufficiently brought to bear on this problem of
immense importance.

Safety: This topic can be divided into three categories, namely fires, explosions, and
materials. Fires, both structural and wildland, are costly in terms of human suffering
as well as financial loss. Problems of interest include improving fire detection tech-
nology and understanding the dynamics of fire propagation in confined spaces such
as buildings and aircraft cabins.

Explosions are of concern to safety in mine galleries and grain elevators, as a con-
sequence of LNG (liquefied natural gas) spills or rupturing of pressurized hydrogen
storage tanks in urban areas, and in nuclear reactor accidents. In the last example,
hydrogen gas is generated and could accumulate in sufficient quantity to cause an
explosion. This would in turn rupture the reactor containment structure, causing the
release of radioactive gases into the environment.

Since the inhalation of smoke and the toxic products of combustion is a cause
of fatality in fires, the choice of materials for structure and decoration is also an
important consideration in the overall strategy for fire control.

A strategy toward the prevention of fires and explosions in aircraft and combat
vehicles, such as tanks, is the development of fire-safe fuels which, while burning well
within the engine, will not catch fire upon spillage. For example, diesel oil emulsified
with a small amount of water has been found to be fire resistant.

Defense and Space: The various defense establishments are interested in the for-
mulation of high-energy munitions and propellants; the suppression of combustion
instability within jet engines, rockets and guns; signature and detection vulnerability
from the exhausts of jet engines and rockets; and measures at preventing explosion
of fuel tanks when being penetrated by projectiles. The development of chemical
lasers as an intense power source and of hypersonic aircraft up to Mach 25 are also
of interest to the national defense.

Since combustion experiments conducted on earth are frequently complicated by
the presence of buoyant flows, there has been much interest to conduct these exper-
iments in the weightless environment of a space shuttle or station. The intrusion of
buoyancy is particularly problematic when the burning is slow as in the propagation
of a flame in a weak mixture, or for long-duration phenomena such as smoldering.
The presence of buoyancy can also distort the flame configuration from an other-
wise symmetrical one, and hence significantly complicates data reduction as well as
theoretical analysis or computational simulation of the phenomenon of interest.

Fire safety is of paramount interest in space exploration. For example, while earth-
bound smoke detectors of incipient fires are placed at the ceiling of a room in or-
der to capture the buoyancy-driven, upwardly rising smoke, they are clearly inop-
erative in the weightless space environment. Furthermore, flammability standards
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established on earth may not have much meaning for the fire safety evaluation of a
spacecraft.

Recognizing that the environment within a space craft is artificial anyway, there has
been the suggestion of creating an almost fire-proof living environment so that fire
hazard ceases to be a concern. This concept is based on the recognition that whereas
ignition and combustion intensity depend on the fractional amount of oxygen in
the oxidizing gas, human comfort depends only on the absolute amount of oxygen.
Furthermore, it is also empirically known that the combustibility of most organic
materials decreases drastically with decreasing oxygen concentration. They become
hardly flammable when the oxygen concentration is reduced to less than, say, 15 mole
percent. Thus if we can reduce the cabin oxygen concentration to half of its value
in air, but increase the cabin pressure to two atmospheres, then a comfortable, but
fire-proof environment can be created.

0.2. SCIENTIFIC DISCIPLINES COMPRISING COMBUSTION

Combustion is the study of chemically reacting flows with rapid, highly exothermic
reactions. It is interdisciplinary in nature, comprising thermodynamics, chemical ki-
netics, fluid mechanics, and transport phenomena, each of which has the following
roles.

Thermodynamics: In combustion processes reactants are converted to products, re-
leasing heat for utilization. The science of thermodynamics allows us to do the book-
keeping on how much chemical energy is converted to thermal energy in such a
process, and to determine the thermal and compositional properties of the products
when equilibrium is reached. The laws of equilibrium thermodynamics are firmly
established, although the thermodynamic properties of many of the reacting species,
including large and complex fuels and their reaction intermediates, are still not well
determined.

Chemical Kinetics: While thermodynamics links the initial state to the final, equilib-
rium, state of a reactive mixture, it does not tell us through which path, and for how
long, such a transformation takes place. For example, if a particular reaction requires
more than an hour to proceed to near completion, we obviously need not take it
into consideration when analyzing the cycle performance of an automotive engine.
In fact, conclusions based on such equilibrium calculations could be quite erroneous.
An example is the calculation of NOx emission from engines—calculated amounts of
NOx emission based on finite reaction rates far exceed those determined by assum-
ing thermodynamic equilibrium at the exhaust temperature. Since all combustion
processes have some finite, characteristic times defining the relevant phenomena,
chemical kinetics is needed to prescribe the paths and rates through which reactions
take place during such times.

Chemical kinetics is a complex subject, especially for combustion systems in which
a myriad of chemical species exist, each of which has the potential of interacting with
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the rest. As an illustration of its complexity, it may be noted that, at present, only
the oxidation mechanisms of such simple fuels as hydrogen and methane can be
considered to be reasonably well understood to allow for the prediction of such
global combustion characteristic as the burning rate of a laminar flame, provided the
pressure is not too high.

Fluid Mechanics: Since the combustion systems we are interested in frequently in-
volve chemical reactions occurring in a flowing medium, knowledge of fluid mechan-
ics is an essential prerequisite for a successful understanding of many combustion
phenomena. Here combustion distinguishes itself from being merely a branch of
chemistry in that it is chemistry and more. By the same token, a fluid dynamicist
cannot satisfactorily describe a combusting flow field without paying adequate at-
tention to the effects of chemical reactions. As an example, the highly localized and
exothermic nature of chemical reactions causes significant temperature, and there-
fore density, variations in a flow, implying that the frequently invoked assumption of
constant density in fluid mechanics can be a rather poor one in combustion studies.

Both chemical kinetics and fluid mechanics are major scientific disciplines by them-
selves. When coupled through combustion, the complexity and richness of the result-
ing phenomena take on a new dimension, as we shall demonstrate throughout this
text.

Transport Phenomena: As just mentioned, in a combustion flow field the chemical
reactions frequently occur in highly localized regions of reaction fronts, which are
characterized by high temperatures, high product concentrations, and low reactant
concentrations. On the other hand, in regions away from these reaction fronts, the
temperatures and product concentrations are low while the reactant concentrations
are high. The existence of these temperature and concentration gradients will cause
the transfer of energy and mass from regions of high values to regions of low values
through the molecular process of diffusion. For heat transfer, radiation can also
be important. Mechanistically, the existence of diffusive transport is crucial in the
sustenance of many types of flames in that it is only through these processes that fresh
reactants can be continuously supplied to the flame, while the heat generated there
is also being continuously conducted away to heat up and thereby cause ignition of
the fresh mixture. Since a reaction can proceed only when its participating species
can be brought to the neighborhood of a physical location and remain there for
a period of time sufficiently long for the reaction to consummate, strong coupling
between transport and chemical kinetics in determining the local reaction rate is to
be expected.

0.3. CLASSIFICATIONS OF FUNDAMENTAL
COMBUSTION PHENOMENA

In this section, we introduce the various classifications of fundamental combustion
phenomena and the terminology usually associated with them.
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Premixed versus Nonpremixed Combustion: This is probably the most important
classification of combustion phenomena. At the global level, a combustion system
frequently consists of two reactants: a fuel and an oxidizer. These two reactants
must be brought together and mixed at the molecular level before reaction can take
place, as just mentioned. Therefore, the mechanisms of mixing are essential elements
in influencing combustion. The requirement of mixedness also implies that at least
one of the reactants should be in either the gaseous or the liquid phase so that its
molecules can “spread around” those of the other reactant.

Because of the importance of molecular mixedness, combustion systems behave
quite differently depending on whether the reactants are initially mixed or not. In a
premixed system, the reactants are already well mixed before reaction is initiated.
However, in a nonpremixed system the reactants are initially separated and are
brought together, through the molecular process of diffusion and the bulk convective
motion, to a common region where mixing and subsequently reaction take place.
Nonpremixed combustion is also known as “diffusion combustion” because diffusive
transport is essential in effecting mixing of the reactants at the molecular level. It is,
however, important to recognize that by calling a nonpremixed system diffusional
does not imply a premixed system is nondiffusional. The word “diffusional” only
indicates the need to bring the reactants together via this transport mechanism. In
a premixed system, diffusion is still needed to transport the premixture to—and
the thermal energy and the combustion products away from—the reaction region
where the reactants are consumed and the thermal energy and combustion products
generated.

A Bunsen flame, shown in Figure 0.3.1, provides an illustration of both types of
flames. Here as the fuel gas issues from the fuel orifice, air is entrained through
the adjustable air intake port and is then mixed with the fuel gas as they travel
along the burner tube. The subsequent reaction between the fuel and oxygen in this
mixture forms a premixed flame. Assuming that the air flow rate can be manipulated,
then the resulting flame can be either fuel rich or fuel lean depending on whether
the oxygen or fuel can be completely consumed. If this mixture is fuel lean, then
the excess oxygen will remain unreacted after passing through the flame and will be
“exhausted” to the environment. However, if it is fuel rich, then after passing through
the premixed flame the excess fuel, or rather the fuel-related intermediate species,
can further react with oxygen in the ambient air. Since oxygen and the fuel species are
initially separated, they need to be transported to a common region where mixing
and reactions occur. This results in a nonpremixed flame, at which the outwardly
directed fuel species react almost completely with the inwardly directed oxygen. The
entire flame ensemble therefore consists of a premixed flame and a nonpremixed
flame. Finally, in the event when the air intake port is completely closed, then the
burner mixture does not contain any oxygen and, as such, only the nonpremixed
flame exists.

It is obvious that one would not find many examples of premixtures in nature
because they would have already reacted even if they are only slightly reactive. On
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Figure 0.3.1. Schematic of the Bunsen flame.

the other hand, nonpremixed systems abound. Indeed with oxygen in the air as the
oxidizer, then all materials that can burn in air are fuels. Examples are fossil deposits
such as petroleum and coal, cellulosic materials such as paper and cloth, and metallic
substances such as aluminum and magnesium.

Laminar versus Turbulent Combustion: A flame is also characterized by the nature
of the flow, whether it is laminar or turbulent. In a laminar flow distinct streamlines
exist for the bulk, convective motion, whereas in a turbulent flow such streamlines
do not exist such that at any point in space the flow quantities randomly fluctuate
in time. The existence of turbulence generally facilitates the coarse mixing process,
and therefore has a particularly strong influence on nonpremixed systems in which
reactant mixing is essential. The final mixing before reaction can take place, however,
must still occur through the molecular diffusion process whether the flow is laminar
or turbulent.

Subsonic versus Supersonic Combustion: A second way to characterize combustion
according to the nature of the flow is the velocity of the flow, whether it is subsonic
or supersonic. In a subsonic flow, the molecular collision processes of diffusion are
predominant while reactions also have more time to complete. These are the flames
we encounter most frequently in our daily lives, such as the candle flame and the pilot
flame. In supersonic combustion the high flow velocity usually renders convective
transport to dominate diffusive transport. Reactions also have less time to proceed.
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Wave motions involving shocks and rarefactions are likely to be present. Supersonic
combustion is usually associated with explosions and supersonic flights.

Homogeneous versus Heterogeneous Combustion: This is among the most confusing
terminology in combustion literature. Traditionally, a combustion phenomenon is
called homogeneous if both reactants initially exist in the same fluid phase, either
gas or liquid. An example is the Bunsen flame just discussed. If the two reactants
initially exist in different phases, whether gas–liquid, liquid–solid, or solid–gas, then
the combustion is heterogeneous. An example is a coal particle burning in air.

On the other hand, chemists define a heterogeneous reaction as one in which the
reactants actually exist in different phases at the location where reaction takes place.
Therefore, in the case of coal burning in air, the reaction is heterogeneous when the
solid carbon in the coal reacts with the oxygen from air at the particle surface. How-
ever, the reaction is homogeneous when there is substantial devolatalization such
that the outgassing fuel vapor reacts with oxygen in the gas phase. According to the
conventional combustion definition, both modes of burning are called heterogeneous
combustion.

Homogeneous-versus-heterogeneous combustion is sometimes also used to des-
ignate the uniformity of the mixture. Thus a process is called homogeneous when
there is no temperature or concentration gradient in the mixture. An example is the
(homogeneous) explosion of a uniform mixture of fuel and air, as in the HCCI engine
mentioned earlier. However, if combustion occurs in a gaseous mixture containing
fuel vapor pockets produced through, say, vaporization of fuel droplets, then the
process is sometimes called heterogeneous.

In order to avoid confusion, we shall be as specific as possible in describing different
phenomena. For example, the reaction between vaporized fuel from a coal particle
and air will be called “gas-phase reaction,” while the reaction between oxygen and
solid carbon at the particle surface will be called “surface reaction.” This circumvents
the uncertainty in designating the former as either a heterogeneous or homogeneous
reaction.

0.4. ORGANIZATION OF THE TEXT

The present text aims to give a fairly comprehensive treatment of fundamental com-
bustion phenomena. The next four chapters provide the physical and chemical fun-
damentals needed to describe combustion processes. Specifically, Chapter 1 discusses
equilibrium thermodynamics, which relates the initial and final states of a chemically
reacting, multicomponent thermodynamic system, culminating in the calculation of
the adiabatic flame temperature. Chapter 2 introduces the general concepts of chem-
ical kinetics and Chapter 3 studies the reaction mechanisms of some practical fuels.
Together, these two chapters provide a fairly comprehensive introductory coverage
of the chemical aspects of combustion, leading to an appreciation of the complexity
of the reaction mechanisms governing hydrocarbon oxidation. In Chapter 4, we study
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the nonequilibrium diffusive transport of heat, mass, and momentum when nonuni-
formities in temperature, concentration, and velocity respectively exist in the flow.

In Chapter 5, the general conservation equations for chemically reacting flows are
presented, and a simplified, though still fairly general equation system relevant for
subsonic combustion is defined. Various formulations needed for subsequent studies
are developed, and some important general properties of flames are derived.

In Chapter 6, we start our study of flame phenomena by analyzing the properties of
nonpremixed flames in the limit of infinitely fast chemical reaction rates. Some of the
formulations introduced in Chapter 5 are now applied to several flame configurations
to demonstrate their utility and the canonical nature of the flame responses.

In Chapters 7 and 8, we study the structure of premixed flames for which finite rate
kinetics is essential. Chapter 7 first identifies the existence of subsonic deflagration
waves and supersonic detonation waves by examining the possible initial and final
states of a premixed combustion wave. The basic structure of the one-dimensional
deflagration wave, which is commonly called the laminar premixed flame, is then
analyzed. The mathematical technique of activation energy asymptotic analysis is
introduced via the solution of this important model flame, leading to the derivation of
the laminar burning velocity, which is perhaps one of the most important parameters
in flame theory. Experimental and computational results on the laminar burning
velocity, as well as the flame structure, are then presented and discussed, leading to
an appreciation of the unified interpretation of the physical and chemical aspects of
the flame structure.

In Chapter 8, the critical phenomena of ignition, extinction, flammability, and flame
stabilization are discussed, with emphasis on the mechanisms and criteria governing
their occurrence. The influence of residence time, heat loss, and chemical reaction
mechanisms are examined.

Having been exposed to the analysis of the reaction zone structure in premixed
flames, in Chapter 9 we return to nonpremixed flames to study the asymptotic struc-
ture of its reaction zone. A general classification of the nonpremixed flame is pre-
sented, and the various flame regimes analyzed, resulting in explicit criteria governing
the ignition and extinction of these flames. In particular, we shall show that a spe-
cial class of the nonpremixed flame turns out to be the premixed flame, and as such
provide a unifying formulation and interpretation of premixed and nonpremixed
flames.

In Chapter 10, we study the effects of aerodynamics on flames due to flow non-
uniformity, flame curvature, and flame–flow unsteadiness, with emphasis on premixed
flames because of the richness of their responses. The unequal nature of the diffu-
sivities of heat and species is shown to cause local deficits or surpluses in the total
enthalpy and, consequently, modifications of the local flame temperature and propa-
gation velocity. Intrinsic flamefront instabilities as a result of these aerodynamic and
diffusional effects are then discussed.

In Chapters 11–14, we study combustion phenomena in the four major classes
of fluid flows, namely turbulent flows, boundary-layer flows, two-phase flows, and
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supersonic flows. For turbulent combustion we shall discuss the general concepts
and modeling approaches of turbulent flows and flames, and how concepts of lami-
nar flames can be usefully applied to the understanding of the structure of turbulent
flames. For boundary-layer combustion, the concept of flow similitude will be dis-
cussed first, followed by analyses of various boundary- and mixing-layer flows that
are of particular interest to combustion. The chapter on two-phase combustion will
cover various aspects of droplet and particle burning, to be followed by studies on
spray combustion. The discussion on supersonic combustion will be conducted in
two parts, namely on flows with weak disturbances including sound waves, and on
the dynamics and structure of detonation waves.

0.5. LITERATURE SOURCES

The following is a list of books and journals for reference and further study.

Introductory Texts
Bradley, J. 1979. Flames and Combustion Phenomena. Chapman and Hall.
Chigier, N. 1981. Energy, Combustion, and Environment. McGraw-Hill.
Kanury, A. M. 1975. Introduction to Combustion Phenomena. Gordon and Breach.
Strahle, W. C. 1993. Introduction to Combustion. Gordon and Breach.
Turns, S. R. 2000. An Introduction to Combustion: Concepts and Applications. McGraw-

Hill.

Intermediate Texts
Borman, G. L. & Ragland, K. W. 1998. Combustion Engineering. McGraw-Hill.
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1 Chemical Thermodynamics

Chemical thermodynamics is concerned with the description of the equilibrium states
of reacting multicomponent systems. Compared to single-component systems in
which only thermal equilibrium is required, we are now also interested in chemical
equilibrium among all of the components. Since practical combustors are designed
to ensure that fuel and air have sufficient residence time to mix, react, and attain
thermodynamic equilibrium, global performance parameters such as the heat and
power output can frequently be estimated by assuming thermodynamic equilibrium
of the combustion products. Thus, the scientific elements of a large part of combustion
engineering are covered by the subject of this chapter.

In Section 1.1, we introduce the concept of stoichiometry, which sensitively controls
the temperature of a combustion process. In Section 1.2, the criterion for chemical
equilibrium is derived and the methodology for calculating the equilibrium compo-
sition of a mixture, for given pressure and temperature, is discussed. We then apply
this calculation procedure to hydrocarbon–air mixtures as an example in Section 1.3.
In Section 1.4, energy conservation is considered, which enables the simultaneous
determination of the final composition and temperature of a reactive mixture after
equilibrium is established. This final temperature, called the adiabatic flame temper-
ature, Tad, is perhaps the most important parameter of a reactive mixture, indicating
not only its potential to deliver heat and power, but also the rates of progress of the
various chemical reactions constituting the entire combustion process.

Further exposition of this subject can be found in, for example, Guggenheim (1957),
Glasstone (1958), Williams (1985), and Reid, Prausnitz, and Sherwood (1987).

1.1. PRACTICAL REACTANTS AND STOICHIOMETRY

1.1.1. Practical Reactants
For most of the practical combustion devices generating heat and power, the oxidizer
is simply the oxygen in air. This somewhat obvious fact underlies the attractiveness
of these devices in that the oxidizer not only is “free,” it also does not need to be
carried along in a transportation vehicle or stored in a power-generation plant.

14
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For practical calculations air can be considered to consist of 21 percent oxygen and
79 percent nitrogen in molar concentrations, implying that for every mole of oxygen
there are 3.76 moles of nitrogen. Therefore, we can write

Air = 0.21O2 + 0.79N2 or 4.76Air = O2 + 3.76N2.

Since most of air is nitrogen, which is basically inert as far as the bulk chemical
heat release is concerned, the combustion temperature and, hence, intensity are
reduced because of the expenditure of thermal energy used to heat it up during
the course of burning. Therefore, for applications requiring intense burning, either
oxygen-enriched air or even pure oxygen is used.

Fuels can be classified according to their physical states under normal conditions.
Representative components of gaseous fuels are hydrogen (H2), carbon monoxide
(CO), and the light hydrocarbons (HC). Liquid fuels are usually the heavier hydro-
carbons and alcohols, while solid fuels include carbon, coal, wood, metals, etc. In
Chapter 3 the chemical properties of some of these fuels will be discussed.

1.1.2. Stoichiometry
The combustion intensity between a fuel and an oxidizer depends on their relative
concentrations. When their concentration ratio is chemically correct in that all the
reactants can be totally consumed in the reaction, then the combustion intensity is
close to the highest and we call this mode of burning stoichiometric combustion. An
example is methane reacting with oxygen, producing only water and carbon dioxide,

CH4 + 2O2 → 2H2O + CO2.

The above reaction is said to be stoichiometrically balanced.
To measure the relative concentrations of fuel and oxidizer in a mixture, we define

a fuel–oxidizer ratio, F/O, as the ratio of the mass of fuel to the mass of oxidizer
in the mixture. Similarly, a fuel–air ratio, F/A, can also be defined. To indicate the
deviation of a mixture’s concentration from stoichiometry, an equivalence ratio φ is
defined as

φ = (F/O)
(F/O)st

, (1.1.1)

where the subscript “st” designates the stoichiometric state. Thus φ < 1, = 1, and
> 1 respectively correspond to fuel-lean (or simply lean), stoichiometric, and fuel-
rich combustion. Note that the oxidizer-to-fuel equivalence ratio is sometimes used,
which is simply the reciprocal of the present φ.

The definition of φ is asymmetrical relative to fuel-lean (0 < φ < 1) and fuel-
rich (1 < φ < ∞) situations. Thus, when graphically expressing certain combustion
properties as functions of φ, the slopes of these curves would be more gentle on
the rich side. Caution should therefore be exercised in not interpreting these “slow
decay” behaviors as being physically or chemically meaningful because they could
simply be consequences of the definition of φ. In view of this concern, we introduce
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a normalized, symmetrical definition,

� = φ

1 + φ
, (1.1.2)

such that 0 < � < 0.5, � = 0.5, and 0.5 < � < 1 respectively designate fuel-lean,
stoichiometric, and fuel-rich mixtures. In the rest of the text, we shall nevertheless
still use φ in most of the discussions because it is the representation one finds in the
literature.

1.2. CHEMICAL EQUILIBRIUM

1.2.1. First and Second Laws
The first law of thermodynamics states that for a closed system, which is one with
a fixed mass, the heat δQ added to the system in an infinitesimal process is used to
increase its internal energy by dE and to perform a certain amount of work, δW.
Thus

δQ = dE + δW. (1.2.1)

Note that E is a property of the system, and hence, dE an exact differential of the
process, whereas δQ and δW are path-dependent quantities. Since we are developing
the thermodynamics of equilibrium chemical systems, we need consider only the pdV
work done by volume change, where p is the pressure, and V is the total volume.
Thus Eq. (1.2.1) can be written as

δQ = dE + pdV. (1.2.2)

The second law of thermodynamics states that there exists a quantity S, called the
entropy, which has the property that for an infinitesimal process in a closed system,

TdS ≥ δQ, (1.2.3)

where T is the temperature. For all natural processes the inequality holds. Equality
holds only if the process is reversible.

Relations (1.2.2) and (1.2.3) then imply that

dE ≤ TdS − pdV. (1.2.4)

1.2.2. Thermodynamic Functions
Based on the functional form of (1.2.4), we can define a thermodynamic function E
as follows. Since we have assumed that there is only one mode of reversible work,
pdV, the state of a single-component thermodynamic system in equilibrium can be
completely characterized by two independent variables, say S and V as indicated in
(1.2.4). For a multicomponent system, the composition also needs to be specified, say
by the number of moles of the ith species, Ni . The same species in different phases
is treated as different thermodynamic species by considering phase transition as a
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chemical reaction. Therefore, we can write, in general, that

E = E(S, V, Ni ),

which can be differentiated to yield

dE =
(

∂ E
∂S

)
V,Ni

dS +
(

∂ E
∂V

)
S,Ni

dV +
N∑

i=1

(
∂ E
∂ Ni

)
S,V,Nj( j �=i)

dNi . (1.2.5)

By comparing Eq. (1.2.5) with (1.2.4), it is clear that the temperature T and the
pressure p can be defined as

T =
(

∂ E
∂S

)
V,Ni

, p = −
(

∂ E
∂V

)
S,Ni

.

If we further define a chemical potential µ̄i as

µ̄i =
(

∂ E
∂ Ni

)
S,V,Nj( j �=i)

,

then Eq. (1.2.5) can be written as

dE = TdS − pdV +
N∑

i=1

µ̄i dNi , (1.2.6)

where the overbar indicates a partial molar quantity. The corresponding symbol
without the overbar indicates the same quantity on the basis of per unit mass.

Using Eq. (1.2.6), analogous forms of energy can be obtained for the enthalpy
H = E + pV, Helmholtz function A= E − TS, and Gibbs function G = H − TS as

dH = TdS + Vdp +
N∑

i=1

µ̄i dNi , (1.2.7)

dA= −SdT − pdV +
N∑

i=1

µ̄i dNi , (1.2.8)

dG = −SdT + Vdp +
N∑

i=1

µ̄i dNi , (1.2.9)

with

µ̄i =
(

∂ H
∂ Ni

)
S,p,Nj( j �=i)

=
(

∂ A
∂ Ni

)
T,V,Nj( j �=i)

=
(

∂G
∂ Ni

)
T,p,Nj( j �=i)

. (1.2.10)

Since the partial molar value of a molar-based extensive property � is defined
as (∂�/∂ Ni )T,p,Nj( j �=i) , we readily see that µ̄i is simply the partial molar Gibbs
function ḡi .
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1.2.3. Criterion for Chemical Equilibrium
Comparing (1.2.4) and Eq. (1.2.6), we have

N∑
i=1

µ̄i dNi ≤ 0 (1.2.11)

for a closed system. In (1.2.11) the inequality holds for a natural process while the
equality applies when the system is in equilibrium. Thus, the equilibrium criterion
for a multicomponent system is

N∑
i=1

µ̄i dNi = 0. (1.2.12)

The above criterion is general, and can be similarly derived by considering H, A, or
G in the manner above. It is, therefore, not restricted to a constant temperature or a
constant pressure process.

Equation (1.2.12) can be made more specific. Consider a chemical reaction given
by

N∑
i=1

ν ′
i Mi ⇀↽

N∑
i=1

ν ′′
i Mi , (1.2.13)

where Mi is the chemical symbol for the ith species and νi the corresponding molar
concentration coefficient. Then, from element conservation, we have

dNi

ν ′′
i − ν ′

i
= dNj

ν ′′
j − ν ′

j
= dλ, (1.2.14)

or

dNi = (ν ′′
i − ν ′

i )dλ, (1.2.15)

where λ is a parameter indicating the progress in reaction.
Substituting Eq. (1.2.15) into Eq. (1.2.12), we have[

N∑
i=1

µ̄i (ν ′′
i − ν ′

i )

]
dλ = 0. (1.2.16)

Since dλ is arbitrary, the criterion for chemical equilibrium is given by

N∑
i=1

µ̄i (ν ′′
i − ν ′

i ) = 0, (1.2.17)

which shows that at equilibrium the sum of the chemical potentials of all the reactants
is equal to that of the products.

1.2.4. Phase Equilibrium
The equilibrium criterion Eq. (1.2.17) derived above can be readily used to describe
phase equilibrium. Consider for example a simple transition from phase 
 to phase g
without molecular decomposition, M
 → Mg . Here we have ν ′


 = 1, ν ′
g = 0, ν ′′


 = 0,
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and ν ′′
g = 1, where the subscripts 
 and g can designate any two phases. Equation

(1.2.17) then shows that, at phase equilibrium, we have

µ̄
(T, p) = µ̄g(T, p), (1.2.18)

which implies that

dµ̄
 = dµ̄g. (1.2.19)

Equation (1.2.18) relates the system temperature and pressure at equilibrium.
This phase equilibrium relation can be developed further. Integrating Eq. (1.2.9)

through a process in which the size of the system increases while the intensive prop-
erties such as T and p remain unchanged, and with G = 0 for Ni = 0, we obtain

G =
N∑

i=1

µ̄i Ni . (1.2.20)

Substituting Eq. (1.2.20) back into Eq. (1.2.9) yields the Gibbs–Duhem equation

N∑
i=1

Ni dµ̄i = −SdT + Vdp, (1.2.21)

which is a general result. Expressing Eq. (1.2.21) for a single species, and applying it
to the two phases, 
 and g, with the same T and p, we have

N
dµ̄
 = −S
dT + V
dp, Ngdµ̄g = −SgdT + Vgdp. (1.2.22)

For phase equilibrium, dµ̄
 = dµ̄g , and the relations in (1.2.22) yield

dp
dT

= s̄g − s̄


v̄g − v̄


, (1.2.23)

where s̄ = S/N and v̄ = V/N. Equation (1.2.23) is the general Clapeyron relation for
phase equilibrium. Since ḡ = h̄ − Ts̄, the numerator in Eq. (1.2.23) can be written as

s̄g − s̄
 = h̄g − h̄


T
− ḡg − ḡ


T
. (1.2.24)

But ḡg = ḡ
 and (h̄g − h̄
) is simply the heat of transition per mole, q̄. Thus,
Eq. (1.2.23) becomes

dp
dT

= q̄/T
v̄g − v̄


. (1.2.25)

If we now specialize 
 to be a condensed phase and g a gas phase, then v̄g � v̄


because the volume change during gasification is very large, typically by a factor of
103 at atmospheric pressure. By further assuming the ideal gas behavior such that
pVg = Ng RoT, where Ro = 1.987 cal/mole-K is the universal gas constant, we have

dp
dT

= pq̄v

RoT2
. (1.2.26)
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Table 1.1. Heats of vaporization and normal boiling temperatures

Formula Name q̄∗
v (kcal/mole) Tb (K)

CCl4 Carbon Tetrachloride 7.13 349.9
CHCl3 Trichloromethane 6.99 334.3
CH2Cl2 Dichloromethane 6.71 313.0
C4H10 n-Butane 5.35 272.7
C5H12 n-Pentane 6.16 309.2
C6H14 n-Hexane 6.90 341.9
C7H16 n-Heptane 7.59 371.6
C8H18 n-Octane 8.22 398.8
C8H18 Isooctane 7.36 372.4
C9H20 n-Nonane 8.82 424.0
C10H22 n-Decane 9.26 447.3
C12H26 n-Dodecane 10.42 489.5
C16H34 n-Hexadecane 12.24 560.0
C20H42 n-Eicosane 13.78 617.0
C6H6 Benzene 7.34 353.2
C7H8 Toluene 7.99 383.8
C8H10 o-Xylene 8.66 417.6
CH4O Methanol 8.42 337.7
C2H6O Ethanol 9.22 351.4
C3H8O 1-Propanol 9.90 370.3
C3H8O Isopropyl Alcohol 9.52 355.4
C4H10O 1-Butanol 10.35 390.9
C3H6O Acetone 6.95 329.2
H2O Water 9.72 373.2

∗ Measured at Tb.
Source: Lide, D. R. 1990–1991. CRC Handbook of Chemistry and Physics, 71th ed.,
CRC Press, Boca Raton.
Reid, R. C., Prausnitz, J. M. & Poling, B. E. 1987. The Properties of Gases and Liquids,
4th ed., McGraw-Hill, New York.

Equation (1.2.26) can be integrated to yield a relation for the vapor pressure p of
the substance at temperature T,

p = pref exp
(

−
∫ Tref

T

q̄v

RoT2
dT

)
, (1.2.27)

where pref is the vapor pressure at a reference temperature Tref, and we have written
q̄v = q̄ for subsequent notational purpose, with the subscript v designating vapor-
ization. Equation (1.2.27) is the Clausius–Clapeyron relation for vaporization. By
assuming q̄v = constant, the integral in Eq. (1.2.27) can be readily evaluated, yielding

p = pref exp
[
− q̄v

Ro

(
1
T

− 1
Tref

)]
. (1.2.28)

Frequently the reference state is taken to be that of boiling in the standard state such
that Tref is the (normal) boiling point Tb evaluated at pref = 1 atm. Table 1.1 lists the
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normal boiling point Tb and the latent heat of vaporization q̄v at Tb for a number of
liquids.

1.2.5. Equilibrium Constants
The criterion for chemical equilibrium, Eq. (1.2.17), can be further developed as
follows. For a mixture of ideal gases, the chemical potential of its ith component is
given by

µ̄i (T, pi ) = µ̄o
i (T) + RoT ln(pi/po), (1.2.29)

where µ̄o
i (T) = ḡo

i (T) is the molar standard free energy of i determined at T and
a reference pressure po. Substituting µ̄i into the equilibrium criterion (1.2.17), set-
ting the reference pressure po at 1 atmosphere, and expressing pi in units of atm,
Eq. (1.2.17) can be rearranged as

N∏
i=1

p
(ν ′′

i −ν ′
i )

i = Kp(T), (1.2.30)

where

Kp(T) = exp

{
−

[
N∑

i=1

(ν ′′
i − ν ′

i )µ
o
i (T)

] /
(RoT)

}
(1.2.31)

is called the equilibrium constant for partial pressure for the reaction (1.2.13). Equa-
tion (1.2.30) relates the mixture concentration, which is proportional to pi , with the
temperature T, at equilibrium. Since Kp(T) is only a function of temperature, it can
be tabulated for calculations for a given reaction.

Equation (1.2.31) provides an explicit expression for the evaluation of Kp(T) for
a given reaction by simply looking up values of µo

i (T) in tables such as the JANAF
(Joint Army–Navy–Air Force) Tables (Stull & Prophet 1971). However, a more
fundamental procedure through which Kp(T) can be computed, also by using the
JANAF Tables, is to employ the concept of the equilibrium constant for formation.
That is, for each of the species Mi in the general reaction scheme (1.2.13), we can
write a reaction for the formation of one mole of Mi from its elements Mo

i, j in their
standard states (e.g., gas, liquid, solid, crystalline); the standard state of an element is
the form that is stable at room temperature and atmospheric pressure, such as Ar(g),
O2(g), and graphite C(gr). The formation reaction can thus be expressed as

L∑
j=1

ν ′
i, j M

o
i, j ⇀↽ Mi , (1.2.32)

where L is the number of elements. We can then define an equilibrium constant for
(1.2.32) as

Ko
p,i (T) = exp[−µ̄o

i (T)/(RoT)], (1.2.33)
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which depends only on the properties of species i and the elements constituting it.
Thus Kp(T) for the entire reaction (1.2.13) can be expressed as

Kp(T) = exp

{
−

[
N∑

i=1

(ν ′′
i − ν ′

i )µ̄
o
i (T)

] /
(RoT)

}

=
N∏

i=1

{exp[−µ̄o
i (T)/(RoT)]}(ν ′′

i −ν ′
i ) =

N∏
i=1

[
Ko

p,i (T)
](ν ′′

i −ν ′
i ) . (1.2.34)

By taking log on both sides of Eq. (1.2.34), we have

log [Kp(T)] =
N∑

i=1

(ν ′′
i − ν ′

i ) log
[
Ko

p,i (T)
]
. (1.2.35)

Values of log[Ko
p,i (T)] are listed in the JANAF Tables and are reproduced for some

selected species in Table 1.2. Since the JANAF Tables are periodically updated, the
most recent edition should be used for quantitative accuracy.

As examples, let us calculate the Kp for the reaction, CO2 + H2 ⇀↽ CO + H2O, at
1,000 K. From Eq. (1.2.35) and Table 1.2 we have

log(Kp) = − log
(
Ko

p,CO2

) − log
(
Ko

p,H2

) + log
(
Ko

p,CO

) + log
(
Ko

p,H2O

)
,

= −20.680 − 0 + 10.459 + 10.062 = −0.159,

which yields Kp = 0.693. A similar calculation for the reaction, CO2 + C ⇀↽ 2CO,
yields Kp = 1.730 at T = 1,000 K.

We now discuss some miscellaneous aspects regarding the equilibrium constant.
First, sometimes it is more convenient to work with the concentration ci (moles per
unit volume) instead of the partial pressure pi . Since pi = ci RoT, an equilibrium
constant for concentration can be defined as

Kc(T) =
N∏

i=1

ci
(ν ′′

i −ν ′
i ) = Kp(T)/(RoT)

∑N
i=1(ν ′′

i −ν ′
i ). (1.2.36)

The presence of inerts in the system does not affect Eqs. (1.2.31) and (1.2.36).
However, it needs to be accounted for when pi is related to either the molar fraction
Xi or the mass fraction Yi , that is,

Xi = pi

ptotal
= pi∑

pj + pinert
, Yi = Xi Wi∑

Xj Wj + XinertWinert
,

where Wi is the molecular weight of i , and the summation is performed over all
chemically active species.

1.2.6. Equilibrium Constants in the Presence of Condensed Phases
The equilibrium constants just derived assume all species are gaseous obeying the
ideal gas law. However, it is possible that some of the reacting species may exist both in
the gas phase as well as the condensed phase. An example is the formation of carbon
particles during the combustion of hydrocarbon fuels. Since the condensed-phase
species do not exert any partial pressure, the expression for the equilibrium constant
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Table 1.2. Equilibrium constants for formation, Log10[Ko
p,i (T)]

T(K) O H OH H2O N NO C(g) CO CO2 CH4

0 −∞ −∞ −∞ ∞ −∞ −∞ −∞ ∞ ∞ ∞
100 −126.730 −110.973 −19.438 123.600 −243.615 −46.453 −365.693 62.809 205.645 33.656
200 −61.988 −54.327 −9.350 60.792 −120.422 −22.929 −179.157 33.566 102.922 15.198
298 −40.602 −35.616 −6.005 40.048 −79.812 −15.171 −117.605 24.029 69.095 8.902
300 −40.332 −35.380 −5.963 39.786 −79.301 −15.073 −116.830 23.910 68.670 8.822
400 −29.472 −25.878 −4.265 29.240 −58.713 −11.142 −85.612 19.109 51.540 5.500
500 −22.939 −20.160 −3.246 22.886 −46.344 −8.783 −66.856 16.235 41.260 3.429
600 −18.573 −16.338 −2.568 18.633 −38.087 −7.210 −54.342 14.318 34.405 2.001
700 −15.448 −13.600 −2.085 15.583 −32.182 −6.086 −45.397 12.946 29.506 0.951
800 −13.101 −11.541 −1.724 13.289 −27.749 −5.243 −38.687 11.914 25.830 0.146
900 −11.272 −9.935 −1.444 11.498 −24.297 −4.587 −33.467 11.108 22.970 −0.493

1000 −9.806 −8.647 −1.222 10.062 −21.532 −4.062 −29.291 10.459 20.680 −1.011
1100 −8.606 −7.590 −1.041 8.883 −19.269 −3.633 −25.875 9.926 18.806 −1.440
1200 −7.604 −6.707 −0.890 7.899 −17.380 −3.275 −23.029 9.479 17.243 −1.801
1300 −6.755 −5.959 −0.764 7.064 −15.781 −2.972 −20.621 9.099 15.920 −2.107
1400 −6.027 −5.315 −0.656 6.347 −14.410 −2.712 −18.558 8.771 14.785 −2.372
1500 −5.395 −4.757 −0.563 5.725 −13.220 −2.487 −16.770 8.485 13.801 −2.602
1600 −4.841 −4.267 −0.482 5.180 −12.178 −2.290 −15.207 8.234 12.940 −2.803
1700 −4.353 −3.834 −0.410 4.699 −11.258 −2.116 −13.829 8.011 12.180 −2.981
1800 −3.918 −3.448 −0.347 4.279 −10.440 −1.962 −12.604 7.811 11.504 −3.139
1900 −3.528 −3.103 −0.291 3.886 −9.708 −1.823 −11.508 7.631 10.898 −3.281
2000 −3.177 −2.791 −0.240 3.540 −9.048 −1.699 −10.523 7.469 10.353 −3.408
2100 −2.860 −2.509 −0.195 3.227 −8.451 −1.586 −9.632 7.321 9.860 −3.523
2200 −2.571 −2.252 −0.153 2.942 −7.908 −1.484 −8.823 7.185 9.411 −3.627
2300 −2.307 −2.016 −0.116 2.682 −7.412 −1.391 −8.084 7.061 9.001 −3.722
2400 −2.065 −1.801 −0.082 2.443 −6.957 −1.305 −7.407 6.946 8.625 −3.809
2500 −1.842 −1.602 −0.050 2.224 −6.538 −1.227 −6.785 6.840 8.280 −3.889
2600 −1.636 −1.418 −0.021 2.021 −6.151 −1.154 −6.211 6.741 7.960 −3.962
2700 −1.445 −1.248 0.005 1.833 −5.793 −1.087 −5.680 6.649 7.664 −4.030
2800 −1.268 −1.089 0.030 1.658 −5.460 −1.025 −5.188 6.563 7.388 −4.093
2900 −1.103 −0.942 0.053 1.495 −5.149 −0.967 −4.729 6.483 7.132 −4.152
3000 −0.949 −0.804 0.074 1.343 −4.860 −0.913 −4.302 6.407 6.892 −4.206
3100 −0.805 −0.675 0.094 1.201 −4.589 −0.863 −3.902 6.336 6.668 −4.257
3200 −0.669 −0.554 0.112 1.067 −4.334 −0.815 −3.527 6.269 6.458 −4.304
3300 −0.542 −0.440 0.129 0.942 −4.095 −0.771 −3.176 6.206 6.260 −4.349
3400 −0.422 −0.332 0.145 0.824 −3.870 −0.729 −2.845 6.145 6.074 −4.391
3500 −0.310 −0.231 0.160 0.712 −3.658 −0.690 −2.534 6.088 5.898 −4.430
3600 −0.203 −0.135 0.174 0.607 −3.457 −0.653 −2.240 6.034 5.732 −4.467
3700 −0.102 −0.045 0.188 0.507 −3.268 −0.618 −1.962 5.982 5.574 −4.503
3800 −0.006 0.041 0.200 0.413 −3.088 −0.585 −1.699 5.933 5.425 −4.536
3900 0.084 0.123 0.212 0.323 −2.917 −0.554 −1.449 5.886 5.283 −4.568
4000 0.170 0.200 0.223 0.238 −2.754 −0.524 −1.213 5.841 5.149 −4.598
4100 0.252 0.274 0.234 0.157 −2.600 −0.496 −0.988 5.798 5.020 −4.626
4200 0.331 0.344 0.244 0.079 −2.452 −0.470 −0.774 5.756 4.898 −4.653
4300 0.405 0.411 0.253 0.005 −2.312 −0.444 −0.570 5.717 4.781 −4.679
4400 0.476 0.475 0.262 0.065 −2.178 −0.420 −0.375 5.679 4.670 −4.704
4500 0.544 0.536 0.270 0.133 −2.049 −0.397 −0.189 5.642 4.563 −4.727
4600 0.609 0.595 0.278 0.197 −1.926 −0.375 −0.012 5.607 4.460 −4.750
4700 0.672 0.651 0.286 0.259 −1.808 −0.354 0.158 5.573 4.362 4.772
4800 0.731 0.705 0.293 0.319 −1.696 −0.333 0.321 5.540 4.268 −4.793
4900 0.789 0.756 0.300 0.376 −1.587 −0.314 0.477 5.508 4.178 −4.813
5000 0.844 0.806 0.307 0.430 −1.483 −0.296 0.626 5.477 4.091 −4.832

Sources: JANAF Tables. Journal of Physical and Chemical Reference Data, v.3, no.2; v.4, no.1; v.7, no.3; v.11, no.3.
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has to be modified. The difference in formulation can be demonstrated simply by the
following hypothetical example involving the oxidation of solid carbon,

ν ′
C(s)C(s) + ν ′

O2
O2 ⇀↽ ν ′′

C(g)C(g) + ν ′′
CO2

CO2. (1.2.37)

Applying the general criterion for equilibrium, Eq. (1.2.17), we have

ν ′′
C(g)µ̄C(g) + ν ′′

CO2
µ̄CO2 = ν ′

C(s)µ̄C(s) + ν ′
O2

µ̄O2 . (1.2.38)

Substituting Eq. (1.2.29) into Eq. (1.2.38) for the gaseous species, we have

ln
{

[pC(g) ]
ν ′′

C(g) [pCO2
]ν

′′
CO2

/
[pO2

]ν
′
O2

}

= −
[
ν ′′

C(g)µ̄
o
C(g) + ν ′′

CO2
µ̄o

CO2
− ν ′

C(s)µ̄C(s) − ν ′
O2

µ̄o
O2

] /
RoT, (1.2.39)

where µ̄C(s) is the chemical potential of solid carbon at the prevailing pressure and
temperature of the reaction. Since the chemical potential of a condensed species is
quite insensitive to pressure variations, it is customary to simply replace µ̄C(s) by
µ̄o

C(s). Equation (1.2.39) then becomes
{[

pC(g)

]ν ′′
C(g)

[
pCO2

]ν ′′
CO2

/ [
pO2

]ν ′
O2

}
= K′

p(T), (1.2.40)

where

K′
p(T) = exp

{
−

[
ν ′′

C(g)µ̄
o
C(g) + ν ′′

CO2
µ̄o

CO2
− ν ′

C(s)µ̄
o
C(s) − ν ′

O2
µ̄o

O2

] /
RoT

}
. (1.2.41)

Thus the final equilibrium expression is similar to Eq. (1.2.30) derived for the totally
gaseous system, except now there is no partial pressure for the condensed phase in
Eq. (1.2.40).

1.2.7. Multiple Reactions
We now return to our study of chemical equilibrium in general. Our discussion so
far has been restricted to a single reaction given by (1.2.13). However, in practically
all chemically reacting systems there invariably exists a large number of chemical
species and therefore reactions. The generalization of (1.2.13) to a multiple reaction
scheme consisting of K reactions is

N∑
i=1

ν ′
i,kMi ⇀↽

N∑
i

ν ′′
i,kMi , k = 1, 2, . . . , K. (1.2.42)

Each of the reactions in (1.2.42) is described by its own equilibrium relation

N∏
i=1

p
(ν ′′

i,k−ν ′
i,k)

i,k = Kp,k(T), k = 1, 2, . . . , K. (1.2.43)

Thus Eq. (1.2.43) provides K relations.

1.2.8. Element Conservation
In addition to the statement of chemical equilibrium, given by Eq. (1.2.43), ele-
ment conservation requires that atoms are neither created nor destroyed in chemical
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reactions. Thus if ηi, j is the number of atoms of kind j in a molecule of species i ,
Ni the number of moles of i per unit volume, and Nj,0 the total number of moles of
atom j per unit volume, then we have

N∑
i=1

ηi, j Ni = Nj,0, j = 1, 2, . . . , L. (1.2.44)

1.2.9. Restricted Equilibrium
For a system with K reactions, N species, and L elements, it is clear that with the
(K + L) equations provided by Eqs. (1.2.43) and (1.2.44), concentrations of the N
species can be uniquely determined if

N = K + L. (1.2.45)

If N > (K + L), there are insufficient reactions available and the system is under-
determined. Frequently, however, there are more reactions possible such that N <

(K + L). In this case it is necessary to construct out of the original K equations an
equivalent set of K′ < K equations such that N = (K′ + L).

As an example, consider the following hypothetical reaction scheme between oxy-
gen and hydrogen:

H2 + O2 ⇀↽ 2OH

2H2 + O2 ⇀↽ 2H2O

H2 ⇀↽ 2H

O2 ⇀↽ 2O

H + OH ⇀↽ H2 + O.

Here we have L = 2 (for O and H), N = 6 (for H2, O2, H2O, H, O, and OH), and
K = 5. Thus N < (K + L). To reduce the number of reactions, we first write down
the coefficient matrix of the reactions as



O H O2 H2 OH H2O
0 0 −1 −1 +2 0
0 0 −1 −2 0 +2
0 +2 0 −1 0 0

+2 0 −1 0 0 0
+1 −1 0 +1 −1 0




.

The above matrix is less than full rank. It can however be easily reduced to one of
rank 4 given by




O H O2 H2 OH H2O
+2 0 −1 0 0 0
0 +2 0 −1 0 0

+1 +1 0 0 −1 0
+1 +2 0 0 0 −1




.



P1: PXT
0521870526c01 CUFX045/Law Printer: cupusbw 0 521 87052 6 July 19, 2006 15:20

26 Chemical Thermodynamics

Thus, an equivalent reaction scheme, with K′ = 4, is

O2 ⇀↽ 2O

H2 ⇀↽ 2H (1.2.46)

OH ⇀↽ O + H

H2O ⇀↽ O + 2H,

while element conservation gives

NO,0 = NO + NOH + 2NO2 + NH2O

NH,0 = NH + NOH + 2NH2 + 2NH2O,
(1.2.47)

where NO,0 and NH,0 are respectively the numbers of moles of oxygen and hydrogen
in the mixture. We now have N = (K′ + L).

1.3. EQUILIBRIUM COMPOSITION CALCULATIONS

The derivation of the previous sections shows that by using Eq. (1.2.43) for chemical
equilibrium and Eq. (1.2.44) for element conservation, we have N equations to de-
termine the N unknown concentrations in a mixture of given temperature, pressure,
and concentrations of the individual elements. To be more specific, we shall show in
the following how the equilibrium composition of a hydrocarbon–air mixture can be
calculated.

1.3.1. Equilibrium Composition of Hydrocarbon–Air Mixtures
To perform an equilibrium composition calculation, we first need to specify the
species to be considered. While it is obvious that the more species we include, the
more detailed is our knowledge of the composition, the penalty is the excessive extent
of calculation. Thus, the calculation should include no more species than necessary.
Generally, for energy release calculations it is not necessary to include the minor
species whose concentrations are less than, say, 0.1 percent. On the other hand, if we
are interested in some specific trace pollutants or radicals, then these minor species
also need to be included in the calculation.

As an illustration, let us consider the oxidation of hydrocarbons in air (Penner
1958), which is probably the most important combustion system from the practical
point of view. Since the mixture consists of the elements C, H, O, and N, it is often
called a CHON system. As a specific example, consider the oxidation of propane in
air with an equivalence ratio φ, yielding a product composition given by the global
reaction

φC3H8 + 5(O2 + 3.76N2) ⇀↽ NCO2 CO2 + NCOCO + NC(g)C(g) + NC(gr)C(gr)

+ NH2OH2O + NH2 H2 + NHH + NOHOH + NO2 O2

+ NOO + NNONO + NN2 N2 + NNN. (1.3.1)

In writing (1.3.1) we have included solid carbon as a combustion product, designated
by the specific state, graphite (gr). The possibility that the equilibrium system actually
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contains solid carbon generally can be assessed beforehand, as will be discussed later.
On the other hand, we have not included propane in the product composition because
its concentration is usually extremely low.

Conservation equations for the four elements C, H, O, N are

NC,0 = 3φ = NCO2 + NCO + NC(g) + NC(gr)

NH,0 = 8φ = 2NH2 + 2NH2O + NOH + NH (1.3.2)

NO,0 = 10 = 2NO2 + NH2O + 2NCO2 + NCO + NOH + NO + NNO

NN,0 = 37.6 = 2NN2 + NN + NNO.

Since there are thirteen unknown species concentrations (N = 13) and four ele-
ments (L = 4), we need nine equilibrium constant relations (K = 9). These can be
given by the set of nine linearly independent reactions:

C(gr) + O2
1

⇀↽ CO2, pCO2
= K′

p,1 pO2

C(gr) + 1
2 O2

2
⇀↽ CO, pCO = K′

p,2
√

pO2

C(gr)
3

⇀↽ C(g), pC(g) = K′
p,3

H2 + 1
2 O2

4
⇀↽ H2O, pH2O = Kp,4 pH2

√
pO2

(1.3.3)

1
2 H2

5
⇀↽ H, pH = Kp,5

√
pH2

1
2 H2 + 1

2 O2
6

⇀↽ OH, pOH = Kp,6
√

pH2
pO2

1
2 O2

7
⇀↽ O, pO = Kp,7

√
pO2

1
2 N2 + 1

2 O2
8

⇀↽ NO, pNO = Kp,8
√

pN2
pO2

1
2 N2

9
⇀↽ N, pN = Kp,9

√
pN2

.

To relate the pi s of (1.3.3) with the Ni s of (1.3.2), we use the ideal gas relation

Ni = Nt (pi/pt ), (1.3.4)

where pt is the given system pressure, and pt = ∑
pi and Nt = ∑

Ni are to be
summed over only the gaseous species. Thus substituting the relations in (1.3.3)
into the expressions in (1.3.2) via Eq. (1.3.4), we have four relations to solve for
the four unknowns pH2

, pO2
, pN2

, and NC(gr). The solution procedure is to first guess
an Nt based on, for example, some stoichiometric relation. Then pH2

, pO2
, pN2

, and
NC(gr) can be calculated from (1.3.2) and subsequently the remaining pi s from (1.3.3).
Knowing all the pi s, a p′

t = ∑
pi can be calculated. If p′

t is not equal to the given
system pressure pt , then the initial guess Nt is not correct and a new guess can be tried.

After the solution is converged, one final checking is needed. That is, in our calcu-
lation we have assumed that solid carbon is present. Thus if the final solution yields
a negative value of NC(gr), then it is clear that solid carbon does not exist. In this case
we have to repeat the formulation assuming the presence of only gaseous carbon.

An alternate approach is to first assume that solid carbon does not exist.
This slightly simplifies the calculation because one less species is involved. If the
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calculation shows that the partial pressure of the gaseous carbon exceeds the equi-
librium vapor pressure of carbon, which is given by the C(gr) ⇀↽ C(g) reaction of
(1.3.3), then condensation and solid carbon must exist. The calculation should then
be carried out by allowing for its presence.

To minimize the uncertainty in guessing, it is judicious to first estimate whether
solid carbon is likely to be formed. The most important parameter that controls
carbon formation is the equivalence ratio φ because it represents the amount of
oxygen available to convert carbon to either carbon monoxide or carbon dioxide.
Obviously for φ < 1 there exists enough oxygen for complete conversion, implying
that carbon, or soot emission, is usually observed only for rich mixtures. To be more
precise with the threshold φC for carbon formation, one can follow an approximate,
simple, order of oxidation rule. That is, as oxygen is added to a hydrocarbon system,
the oxidation of carbon and hydrogen takes place in a particular sequence in that
oxygen is first utilized to convert carbon to CO. Only after all carbon is converted to
CO does oxidation of hydrogen to form H2O occur, which is then followed by the
oxidation of CO to CO2.

Based on this rule, one expects that carbon is formed when the mixture is suffi-
ciently fuel rich such that complete conversion of carbon to CO is not possible. For
example, for acetylene (C2H2) oxidation, the stoichiometric and threshold reactions
are respectively

C2H2 + 2.5(O2 + 3.76N2) → 2CO2 + H2O + 9.4N2 (1.3.5)

C2H2 + (O2 + 3.76N2) → 2CO + H2 + 3.76N2. (1.3.6)

Thus the threshold φ for carbon formation is 2.5. Since this estimation is strictly
based on stoichiometry, without regard for the fuel structure and detailed reaction
mechanisms, φC is the maximum φ beyond which solid carbon is expected to form in
a uniform mixture.

1.3.2. The Major–Minor Species Model
If high accuracy of the product composition is not an issue, then an approximate de-
termination can be accomplished by using a simple yet quite accurate and physically
illuminating method based on the concept of major and minor species. Specifically,
the species of a hydrocarbon–air mixture in equilibrium can be considered as either
a major species or a minor species in terms of its concentration, and therefore the
product composition can be calculated in two steps, as illustrated here.

Major Species: In step one we calculate the major species of the mixture, which
include CO2, H2O, H2, O2, and CO. N2 is of course also a major species, although
it does not participate in the reactions to any significant extent. To be more specific,
we shall again use propane as the fuel for illustration. We also need to separately
discuss fuel-lean and fuel-rich mixtures.

In fuel-lean mixtures we assume the complete conversion of C to CO2 and
H to H2O, with the excess oxygen remaining as O2. The chemical reaction is
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represented by

φ < 1: φC3H8 + 5(O2 + 3.76N2) → 3φCO2 + 4φH2O + 5(1 − φ)O2 + 18.8N2.

(1.3.7)

Since the composition of the major species is completely specified through stoichiom-
etry, it does not depend on the temperature and pressure of the mixture.

In fuel-rich mixtures, oxygen is completely reacted but CO and H2 are now present
as the major product species. Thus we can write, in general,

φ > 1: φC3H8 + 5(O2 + 3.76N2) → aCO2 + bCO + cH2O + dH2 + 18.8N2,

(1.3.8)

where a, b, c, and d are constrained by the element conservation relations,

C: 3φ = a + b; H: 8φ = 2c + 2d; O: 10 = 2a + b + c.

Solving the above, we obtain a = −7φ + 10 + d, b = 10φ − 10 − d, and c = 4φ − d.
The remaining relation required to uniquely determine d, and thereby a, b, and c, is
obtained by assuming chemical equilibrium for the water-gas shift reaction:

CO2 + H2 ⇀↽ CO + H2O, Kp(T) = pCO pH2O

pCO2
pH2

= bc
ad

. (1.3.9)

Since Kp increases with increasing temperature, more CO and H2O are produced at
higher temperatures.

With the chemical conversion equations respectively represented by Eqs. (1.3.7)
and (1.3.8) for fuel-lean and fuel-rich mixtures, the equilibrium concentrations can
be usually calculated accurately as long as φ is not too close to unity and temperature
is not too high. When φ ≈ 1 or the temperature is high, say greater than 2,000 K,
dissociation of H2O and CO2 is not negligible. This dissociation can be readily taken
into account by considering the chemical equilibrium of the following two reactions:

CO2 ⇀↽ CO + 1
2

O2, Kp = pCO

√pO2

pCO2

(1.3.10)

H2O ⇀↽ H2 + 1
2

O2, Kp = pH2

√pO2

pH2O

. (1.3.11)

The general equation of chemical conversion should then also include O2 as a product,
given by

φC3H8 + 5(O2 + 3.76N2) → aCO2 + bCO + cH2O + dH2 + eO2 + 18.8N2,

(1.3.12)

for both fuel-lean and fuel-rich mixtures. Applying the element conservation rela-
tions, we have

C: 3φ = a + b; H: 8φ = 2c + 2d; O: 10 = 2a + b + c + 2e.

By considering two additional relations given by chemical equilibrium, that is, any
two of the three equilibrium constants of Eqs. (1.3.9), (1.3.10), and (1.3.11), we have
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five equations to solve for the five unknowns (a, b, c, d, and e). The fuel-lean and
fuel-rich calculations are of course limiting cases of this complete treatment that
includes all the major species.

Minor Species: Basically whatever species that is not included as a major species can
be considered as a minor species. Notable examples are OH, O, H, NO, N, etc. For
lean mixtures CO is a minor species while for rich mixtures O2 is a minor species.

To determine the concentrations of the minor species, we assume that the con-
centrations of the major species remain unaffected by the production of the minor
species, and therefore remain at their respective levels determined in the first step.
For example, to determine the concentration of NO in the lean combustion of (1.3.7),
we write

1
2

N2 + 1
2

O2 ⇀↽ NO, Kp(T) = pNO√pN2
pO2

. (1.3.13)

Using the stoichiometric coefficients of (1.3.7) and the relation pi = Xi p, we have

pO2
= 5(1 − φ)

23.8 + 2φ
pt , pN2

= 18.8
23.8 + 2φ

pt .

Thus by specifying T and φ, pNO can be determined easily.
For rich mixtures, we do not have O2 as a major species in the product. But we can

write an alternate relation consisting of a nitrogen-containing species and an oxygen
containing species, such as

H2O + 1
2

N2 ⇀↽ H2 + NO, Kp(T) = pH2
pNO

pH2O

√pN2

. (1.3.14)

Since pH2
, pH2O , and pN2

have already been determined for the given φ and T, pNO

can again be calculated.

1.3.3. Computer Solutions
It must be clear by now that although the basic concept of chemical equilibrium
is straightforward, the actual calculation can be quite tedious and therefore can
best be conducted computationally. If the reaction scheme is sufficiently simple,
the iteration algorithm can be either individually written or called from standard
subroutine libraries. For more complex mixtures and reaction schemes, computer
codes have been developed and are readily available, for example those by Gordon
and McBride (1971) and Reynolds (1986). For computational solutions it is more
expedient to directly use the equilibrium criterion, Eq. (1.2.12), by minimizing the
Gibbs function, G = �i ḡi Ni , for the Ni s, instead of using the equilibrium constants,
Kps. Since it is so convenient to obtain computer solutions nowadays, hand calcula-
tion in the manner described above is rarely performed. It is nevertheless important
to understand the underlying principle that leads to the problem formulation and
subsequently its solution.
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1.4. ENERGY CONSERVATION

During reactions, exchanges in chemical and thermal energy take place. Typically, we
are given a cold combustible mixture consisting of reactants and inerts. During the
subsequent reaction sequence with net exothermicity, chemical energy is released as
the reactant molecules are transformed into the product molecules. This chemical
heat release is used to heat the product mixture to the final, adiabatic flame temper-
ature. Since the total energy of the system is conserved, the difference between the
initial and final states is simply a rearrangement of the different amounts of ther-
mal and chemical energies in each state. We now study the “accounting” procedure
governing such a rearrangement.

1.4.1. Heats of Formation, Reaction, and Combustion
We first need to establish a reference to account for the amount of chemical heat
release, or absorption, as different species are transformed. Thus for each species
a heat of formation at constant volume (ēo

i ) and a heat of formation at constant
pressure (h̄o

i ) can be defined as the amount of heat needed to form one mole of the
substance from its elements in their standard states, with the reaction taking place in
a closed system, either at constant volume or constant pressure, and with the initial
and final temperatures, T o, being the same. The chemical reaction representing such
a process is the forward reaction of (1.2.32),

L∑
j=1

ν ′
i, j M

o
i, j → Mi . (1.4.1)

By definition, the heat of formation is zero for elements in their standard states.
For a given substance, h̄o

i is positive if heat is absorbed by the system, and negative
if heat is released. As examples, we have

C(gr) + 1
2

O2 → CO, h̄o
i (T o = 298.15 K) = −26.42 kcal/mole of CO ;

1
2

H2 + 1
2

I2 → HI, h̄o
i (T o = 298.15 K) = 6.30 kcal/mole of HI.

The negative and positive signs indicate that the formation reactions of CO and
HI are exothermic and endothermic respectively. We also note that the reaction
CO + 1

2 O2 → CO2 evolves −67.63 kcal/mole of CO2. This is not the heat of formation
of CO2 because CO is not an element.

The relation between ēo
i (T o) and h̄o

i (T o) is the following. Since E = H − pV =
H − NRoT, for reaction (1.4.1) we have

ēo
i = h̄o

i − RoT o

(
1 −

∑
j

ν ′
i, j

)
, (1.4.2)

where the summation is performed over all gaseous elements. For example, for the
formation of CO2(g) from C(gr) + O2(g) → CO2(g), (1 − ∑

j ν ′
i, j ) is zero while for

the CO(g) formation it is 1
2 according to C(gr) + 1

2 O2(g) → CO(g). For substances
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Table 1.3. Enthalpy of formation, h̄o
i (T), at 1 atm and 298.15 K

Formula h̄o
i (T) Formula h̄o

i (T)
Substance (state) kcal/mol Substance (state) kcal/mol

Aluminum Oxide Al2O3(s) −400.5 Hydrogen Cyanide HCN(g) 32.3
Diborane B2H6(g) 8.5 Formaldehyde CH2O(g) −26.0
Boron Oxide B2O3(s) −304.4 Formic Acid CH2O2(l ) −101.6
Bromine Atom Br(g) 26.7 Nitromethane CH3NO2(g) −17.9
Bromine Br2(g) 7.4 Methylnitrate CH3NO3(g) −29.8
Hydrogen Bromide HBr(g) −8.7 Methane CH4(g) −17.8
Calcium Carbonate CaCO3 −288.5 Methanol CH4O(l ) −57.1
Calcium Oxide CaO(s) −151.7 Carbon Monoxide CO(g) −26.4
Chlorine Atom Cl(g) 29.0 Carbon Dioxide CO2(g) −94.0
Hydrogen Chloride HCl(g) −22.1 Acetylene C2H2(g) 54.5
Fluorine Atom F(g) 19.0 Ethylene C2H4(g) 12.5
Hydrogen Fluoride HF(g) −65.3 Acetaldehyde C2H4O(g) −39.7
Iron Oxide Fe3O4 −267.3 Ethylene Oxide C2H4O(g) −12.6
Hydrogen Atom H(g) 52.1 Acetic Acid C2H4O2(l ) −115.8
Iodine Atom I(g) 25.5 Ethane C2H6(g) −20.2
Hydrogen Iodide HI(g) 6.3 Ethanol C2H6O(l ) −66.4
Iodine I2(g) 14.9 Dimethyl Ether C2H6O(g) −44.0
Magnesium Oxide MgO(s) −143.8 Cyanogen C2N2(g) 73.3
Nitrogen Atom N(g) 113.0 Allene C3H4(g) 45.5
Ammonia NH3(g) −11.0 Propyne C3H4(g) 44.2
Nitric Oxide NO(g) 21.6 Propene C3H6(g) 4.8
Nitrogen Dioxide NO2(g) 7.9 Cyclopropane C3H6(g) 12.7
Hydroazine N2H4(g) 22.8 Acetone C3H6O(g) −51.9
Nitrous Oxide N2O(g) 19.6 Propylene Oxide C3H6O(g) −22.6
Oxygen Atom O(g) 59.6 Propane C3H8(g) −25.0
Hydroxyl OH(g) 9.3 1,2-Butadiene C4H6(g) 38.8
Water H2O(g) −57.8 1,3-Butadiene C4H6(g) 26.3
Hydrogen Peroxide H2O2(g) −32.6 n-Butane C4H10(g) −30.0
Ozone O3(g) 34.1 iso-Butane C4H10(g) −32.1
Disilane Si2H6(g) 19.2 Diethyl Ether C4H10O(g) −60.3
Silane SiH4(g) 8.2 n-Pentane C5H12(g) −35.1
Silicon Dioxide SiO2(s) −217.7 iso-Pentane C5H12(g) −36.7
Sulfur Dioxide SO2(g) −70.9 Benzene C6H6(g) 19.8
Sulfur Trioxide SO3(g) −94.6 Cyclohexane C6H12(g) −29.5
Titanium Oxide TiO2(s) −225.6 n-Hexane C6H14(g) −39.9
Graphite C(s) 0.0 Toluene C7H8(g) 12.0
Carbon C(g) 171.3 n-Heptane C7H16(g) −44.9
Carbon Tetrachloride CCl4(g) −22.9 o-Xylene C8H10(g) 4.6
Trichloromethane CHCl3(g) −24.8 n-Octane C8H18(g) −49.9
Dichloromethane CH2Cl2(g) −22.9 iso-Octane C8H18(g) −53.5
Chloromethane CH3Cl(g) −19.6 n-Hexadecane C16H34(g) −89.6

Sources: Lide, D. R. 1990–1991. CRC Handbook of Chemistry and Physics, 71st ed., CRC Press, Boca Raton.
(Note that � f Hi is the symbol used for the enthalpy of formation from this source).

of interest to combustion, their heats of formation are usually so large that the
work term RoT o(1 − ∑

j ν ′
i, j ) is almost negligible. Thus we can assume that ēo

i � h̄o
i .

Furthermore, if T o is taken to be 0 K, then ēo
i ≡ h̄o

i . Values of h̄o
i (T o) for some selected

species are listed in Table 1.3.
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Table 1.4. Heats of combustion at 25◦C and constant pressure

Lower heating value
Formula (gas) Name q̄p (kcal/mol) [H2O(g)] (cal/g)

Hydrogen H2 57.80 28672.3
Methane CH4 191.85 11958.7
Methanol CH4O 152.55 4760.9
Carbon Monoxide CO 67.65 2415.2
Acetylene C2H2 2300.40 88348.2
Ethylene C2H4 316.20 11271.2
Ethane C2H6 341.30 11350.3
Allene C3H4 443.25 11063.3
Propyne C3H4 441.95 11030.9
Cyclopropane C3H6 468.25 11127.4
Propane C3H8 488.35 11074.6
1,3-Butadiene C4H6 575.90 10646.7
n-Butane C4H10 635.20 10928.5
n-Pentane C5H12 781.95 10837.8
Benzene C6H6 757.50 9697.4
Cyclohexane C6H12 881.60 10475.1
n-Hexane C6H14 929.00 10780.1
Toluene C7H8 901.55 9784.5
n-Heptane C7H16 1075.85 10736.6
o-Xylene C8H10 1046.00 9852.4
n-Octane C8H18 1222.70 10703.8
iso-Octane C8H18 1219.10 10672.2
n-Hexadecane C16H34 2397.80 10588.8

Sources: Computed from the enthalpies of formation of Table 1.3.

Knowing h̄o
i (T o), we can now define a heat of reaction (at constant pressure) for

the general reaction scheme (1.2.13) as

q̄p(T o) =
N∑

i=1

(ν ′′
i − ν ′

i )h̄o
i (T o). (1.4.3)

Thus if the heat of formation of the products is less than that of the reactants, then
q̄p(T o) < 0 and we say the reaction is exothermic. Similarly, the reaction is endo-
thermic if q̄p(T o) > 0.

A special class of the heat of reaction is the heat of combustion (at constant
pressure), defined as the amount of heat release when 1 mole of a fuel in its standard
state is completely reacted with oxygen to form H2O, CO2, and N2; the need to
specify N2 is due to the possible presence of fuel-bound nitrogen, especially for
some explosives (e.g., trinitrotoluene, commonly called TNT). It is also necessary to
distinguish whether the product water exists in the gas state, H2O(g), or the liquid
state, H2O(
). Since the former case has less heat release, heats of combustion with
water present in gaseous and liquid states are also respectively called lower and higher
heating values of the fuel. The difference between them is 10.52 kcal/mole for every
mole of H2O produced. Table 1.4 shows the heats of combustion of various fuels.
Note that since reactions of interest to combustion are usually exothermic based
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Table 1.5. Mean bond energies (kcal/mole bond)

Bond Energy Bond Energy

Br----Br 46.3 F----F 38.0
C----C 85.5 F----H 136.3
C--------C 145.0 H----Br 87.6
C------------C 194.3 H----Cl 103.1
C----Cl 95.0 H----H 104.2
C----H 98.1 H----I 71.3
C----O 86.0 H----O 102.4
C--------O (carbon monoxide type) 257.3 I----I 36.1
C--------O (carbon dioxide type) 192.0 N----N 225.9
C--------O (ketone type) 179.0 O----O 35.0
C--------O (aldehyde type) 176.0 O--------O 119.0
Cl----Cl 58.1

Sources: Lide, D. R. 1990–1991. CRC Handbook of Chemistry and
Physics, 71st ed., CRC Press, Boca Raton.
Souders, Matt & Eshbach, Ovid W. 1975. Handbook of Engineering
Fundamentals, 3rd ed., Wiley, New York.

on the consumption of fuel, in subsequent references to their heats of combustion
we shall simply quote their magnitude, with the understanding that they are negative
according to the definition.

For constant volume processes, we simply replace h̄ by ē in this discussion. How-
ever, since ēo

i � h̄o
i , in most of the subsequent derivations we shall just use the symbol

q̄c to designate the heat of combustion.

1.4.2. Estimation of Heat of Reaction from Bond Energies
The determination of the heat of reaction depends on the availability of the heats of
formation. In the event that they are not available, rough estimates of their values can
be obtained from the bond energies between the atomic constituents of the reactant
and product molecules (McMillen & Golden 1982). The methodology is based on
the concept that the energy needed to break a particular type of bond between two
atoms is approximately the same regardless of the molecule in which the bond is
present. Thus the difference between the sums of the bond energies of the reactants
and the products can be approximated as the heat of reaction. Table 1.5 lists the bond
energies of a variety of atomic pairs.

As an example, consider the hydrogenation reaction of ethylene to form ethane,
C2H4 + H2 → C2H6, or

C C

H

H

H

H

H H C C HH

H

H

H

H
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In this reaction one C--------C bond and one H----H bond are broken, while one C----C
bond and two C----H bonds are created. Thus the net change in the bond energies
given by Table 1.5 is (1)(85.5) + (2)(98.1) − (1)(145) − (1)(104.2) = 32.5 kcal/mole.
The positive value indicates that the products are more tightly bound and hence
less reactive. Thus this reaction is exothermic, with q̄p � 32.5 kcal/mole. Using the
values of heats of formation given in Table 1.3, we have q̄p = (12.5) − (−20.2) =
32.7 kcal/mole. The comparison is close in this case.

1.4.3. Determination of Heat of Reaction from Kp(T )
The heat of reaction at temperature T can be determined from Kp(T). Using
µ̄o

i (T) = ḡo
i (T) = h̄o

i (T) − Ts̄o
i (T) in Eq. (1.2.31), we have

RoT ln Kp(T) = −
N∑

i=1

(ν ′′
i − ν ′

i )
[
h̄o

i (T) − Ts̄o
i (T)

]
. (1.4.4)

Differentiating Eq. (1.4.4) with respect to T, and noting that dh̄o
i = Tds̄o

i + v̄dp =
Tds̄o

i for a constant pressure process such that dh̄o
i /dT = Tds̄o

i /dT, we obtain

RoT
d ln Kp(T)

dT
+ Ro ln Kp =

N∑
i=1

(ν ′′
i − ν ′

i )s̄o
i (T). (1.4.5)

Substituting Eq. (1.4.4) into Eq. (1.4.5) yields

Ro d ln Kp(T)
d(1/T)

= −
N∑

i=1

(ν ′′
i − ν ′

i )h̄o
i (T) = −q̄p(T), (1.4.6)

which is the van’t Hoff equation. It shows that in a plot of ln Kp versus (1/T), the
slope (multiplied by Ro) yields the heat of reaction at T. Furthermore, if the range of
temperature change is small, the sensible enthalpy change is also small as compared
to the heat of formation. Then the heat of reaction is approximately constant and
such a plot is linear within this temperature range.

1.4.4. Sensible Energies and Heat Capacities
Having defined h̄o

i (T o) to account for changes in the chemical energy, we now discuss
the dependence of thermal energy on temperature. From statistical mechanics, it is
known that the internal, or sensible, energy of a pure substance is given by the sum
of the energies associated with different modes of excitation of the molecules. That
is, by referencing the internal energy level to 0 K, we can write

ēs
i (T; 0 K) = ēi,trans(T) + ēi,rot(T) + ēi,vib(T) + ēi,elec(T), (1.4.7)

where the four terms on the RHS respectively represent the energies associated
with translation, rotation, vibration, and electronic excitation. By assigning the same
temperature to all modes of excitation in Eq. (1.4.7), it is assumed that equilibrium
exists among these modes. Furthermore, translational and rotational equilibria are
usually attained readily. Excitation of the vibrational modes depends more strongly
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on temperature, increasing with increasing temperature. Its attainment of equilib-
rium usually requires a large number of collisions. For most combustion phenomena,
ēi,elec(T) is negligible, with the possible exception of strong detonation waves.

The variation of ēs
i with temperature is measured by the heat capacity at constant

volume, defined as

c̄v,i (T) =
(

∂ ēs
i

∂T

)
v

, (1.4.8)

which gives the amount of heat needed to raise the temperature of one mole of the
substance by 1 K. With the definition of c̄v,i , we can now express ēs

i , with a general
reference temperature T o, as

ēs
i (T; T o) = ēs

i (T; 0 K) − ēs
i (T o; 0 K) (1.4.9)

=
∫ T

T o
c̄v,i dT. (1.4.10)

Equation (1.4.10) shows the important relation that for a given amount of energy
change ēs

i , the increase in temperature T varies somewhat inversely with the heat
capacity c̄v,i . That is, the larger the c̄v,i , the smaller the (T − T o), and vice versa. Phys-
ically, a larger c̄v,i implies the activation of more modes of excitation of the molecules.
Thus the given amount of energy has to be distributed over more excitation modes,
leading to less energy for each mode and thereby a smaller temperature increase.
Furthermore, c̄v,i assumes higher values for larger molecules and at higher tempera-
tures. For example, while a monatomic gas only has the three translational degrees of
freedom (c̄v,i = 3

2 Ro), a diatomic gas has two additional degrees of freedom involving
rotation (c̄v,i = 5

2 Ro). At higher temperatures the vibrational degree of freedom is
also activated to give a still larger c̄v,i . For larger molecules more vibrational degrees
of freedom are possible, again leading to a larger c̄v,i .

For constant pressure processes, we have the corresponding relations,

h̄s
i (T; 0 K) = ēs

i (T; 0 K) + RoT (1.4.11)

h̄s
i (T; T o) = h̄s

i (T; 0 K) − h̄s
i (T o; 0 K) (1.4.12)

c̄p,i (T) =
(

∂ h̄s
i

∂T

)
p

(1.4.13)

h̄s
i (T; T o) =

∫ T

T o
c̄p,i (T)dT. (1.4.14)

Using Eq. (1.4.11) in Eq. (1.4.13), we obtain

c̄p,i (T) = c̄v,i (T) + Ro. (1.4.15)

Note that Eqs. (1.4.11) and (1.4.15) apply only to ideal gases.
In the theoretical developments to be presented in the rest of the text, we shall

repeatedly encounter the combined term c̄pT. It is clear that any uncertainty or error
associated with estimating c̄p will lead to a corresponding uncertainty or error in T.
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Since chemical reaction rates, and consequently the rates of combustion processes,
are frequently very temperature sensitive, a quantitatively reliable description of
many combustion phenomena requires a correspondingly accurate knowledge of c̄p.

Tables 1.6 and 1.7 provide h̄s
i (T; T o) and c̄p,i (T) for selected species of importance

to combustion.

1.4.5. Energy Conservation in Adiabatic Chemical Systems
Having defined h̄o

i (T o) and h̄s
i (T; T o), we can now state that, for a constant pressure

process in a closed system, the total enthalpy content per mole of species i at temper-
ature T, h̄i (T; T o), is the sum of its heat of formation at T o, h̄o

i (T o), and the sensible
heat at T relative to T o, h̄s

i (T; T o), that is,

h̄i (T; T o) = h̄o
i (T o) + h̄s

i (T; T o). (1.4.16)

Therefore energy conservation for a gas mixture before and after a chemical reaction,
respectively designated by subscripts 1 and 2, is

N∑
i=1

Ni,1h̄i (T1; T o) =
N∑

i=1

Ni,2h̄i (T2; T o). (1.4.17)

Substituting Eq. (1.4.16) into Eq. (1.4.17), we have

N∑
i=1

Ni,1h̄o
i (T o) −

N∑
i=1

Ni,2h̄o
i (T o) =

N∑
i=1

Ni,2h̄s
i (T2; T o) −

N∑
i=1

Ni,1h̄s
i (T1; T o). (1.4.18)

The LHS side of Eq. (1.4.18) is the chemical heat release at the standard state, and the
RHS represents the difference between states 1 and 2 in the total sensible heat rela-
tive to T o. Thus, for an initial composition Ni,1 and temperature T1, the unknowns in
Eq. (1.4.18) are the final composition Ni,2 and temperature T2. T2 is called the adia-
batic flame temperature, designated by Tad, to be discussed next.

1.4.6. Adiabatic Flame Temperature and Equilibrium Composition
If a given uniform mixture with an initial temperature and composition is made to
approach chemical equilibrium through an adiabatic, isobaric process at pressure p,
then the final temperature is the adiabatic flame temperature, Tad. This quantity is
of importance in the study of combustion because it not only indicates the exother-
micity and the maximum attainable temperature of this mixture when equilibrium
is attained, it also directly affects the reactivity of the various chemical processes
including those involving pollutant formation.

Figure 1.4.1 shows the enthalpy–temperature diagram illustrating the principle
of the adiabatic flame temperature calculation. We shall conduct the discussion on
the basis of per unit mass as mass is conserved in a closed system. It is seen that,
instead of proceeding directly from state 1 to state 2 on constant h, which is the total
enthalpy of the mixture, the process can be interpreted alternately as having the
reactant temperature first changed from T1 to T o. At T o, chemical reaction takes
place and releases the chemical heat. This amount of heat is then used to heat the
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Table 1.6. Sensible enthalpy, h̄s
i (T; T o = 298.15 K), kcal/mole

T(K) O2 O H2 H OH H2O N2 N NO C(gr) C(g) CO CO2 CH4

0 −2.075 −1.607 −2.024 −1.481 −2.192 −2.367 −2.072 −1.481 −2.197 −0.251 −1.562 −2.072 −2.238 −2.396
100 −1.381 −1.080 −1.307 −0.984 −1.467 −1.581 −1.379 −0.984 −1.451 −0.237 −0.992 −1.379 −1.543 −1.601
200 −0.685 −0.523 −0.663 −0.488 −0.711 −0.784 −0.683 −0.488 −0.705 −0.159 −0.489 −0.683 −0.816 −0.805
298 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
300 0.013 0.010 0.013 0.009 0.013 0.015 0.013 0.009 0.013 0.004 0.009 0.013 0.016 0.016
400 0.723 0.528 0.707 0.506 0.725 0.825 0.710 0.506 0.727 0.248 0.507 0.711 0.958 0.923
500 1.454 1.038 1.406 1.003 1.432 1.654 1.413 1.003 1.448 0.565 1.004 1.417 1.987 1.960
600 2.209 1.544 2.106 1.500 2.137 2.509 2.126 1.500 2.186 0.942 1.501 2.437 3.087 3.138
700 2.987 2.048 2.808 1.996 2.845 3.390 2.853 1.996 2.942 1.366 1.999 2.873 4.245 4.454
800 3.785 2.550 3.514 2.493 3.556 4.300 3.596 2.493 3.716 1.825 2.495 3.627 5.453 5.897
900 4.599 3.051 4.225 2.990 4.275 5.240 4.355 2.990 4.507 2.312 2.992 4.397 6.702 7.458

1000 5.426 3.552 4.943 3.487 5.004 6.209 5.130 3.487 5.313 2.819 3.489 5.183 7.984 9.125
1100 6.265 4.051 5.669 3.984 5.742 7.210 5.918 3.984 6.131 3.343 3.986 5.983 9.296 10.887
1200 7.113 4.550 6.405 4.480 6.491 8.240 6.718 4.480 6.960 3.881 4.483 6.794 10.632 12.732
1300 7.969 5.049 7.151 4.977 7.252 9.298 7.529 4.977 7.798 4.431 4.980 7.616 11.988 14.652
1400 8.833 5.548 7.907 5.474 8.023 10.384 8.350 5.474 8.644 4.990 5.477 8.446 13.362 16.637
1500 9.703 6.046 8.674 5.971 8.805 11.495 9.179 5.971 9.496 5.558 5.975 9.285 14.750 18.679
1600 10.580 6.544 9.451 6.468 9.596 12.630 10.015 6.468 10.354 6.132 6.472 10.130 16.157 20.772
1700 11.462 7.042 10.238 6.964 10.397 13.787 10.858 6.964 11.217 6.714 6.970 10.980 17.565 22.910
1800 12.350 7.540 11.035 7.461 11.207 14.964 11.706 7.461 12.084 7.301 7.469 11.836 18.987 25.086
1900 13.244 8.038 11.841 7.958 12.024 16.160 12.559 7.958 12.955 7.893 7.968 12.697 20.418 27.298
2000 14.143 8.536 12.656 8.455 12.849 17.373 13.417 8.455 13.829 8.491 8.469 13.561 21.857 29.540
2100 15.048 9.033 13.479 8.952 13.682 18.602 14.279 8.952 14.706 9.093 8.970 14.430 23.303 31.809
2200 15.958 9.531 14.311 9.448 14.520 19.846 15.144 9.449 15.587 9.699 9.472 15.301 24.755 34.103
2300 16.874 10.029 15.150 9.945 15.364 21.103 16.012 9.946 16.469 10.309 9.976 16.175 26.212 36.418
2400 17.795 10.527 15.996 10.442 16.214 22.372 16.883 10.443 17.354 10.924 10.482 17.052 27.674 38.753
2500 18.721 11.025 16.849 10.939 17.069 23.653 17.757 10.941 18.241 11.541 10.988 17.931 29.141 41.106
2600 19.652 11.524 17.709 11.436 17.929 24.945 18.634 11.439 19.129 12.163 11.497 18.813 30.613 43.474
2700 20.588 12.023 18.575 11.932 18.794 26.246 19.512 11.937 20.020 12.788 12.007 19.696 32.088 45.857
2800 21.529 12.522 19.448 12.429 19.662 27.556 20.393 12.436 20.911 13.416 12.519 20.582 33.567 48.253
2900 22.475 13.021 20.326 12.926 20.535 28.875 21.275 12.936 21.805 14.047 13.033 21.469 35.049 50.660
3000 23.426 13.522 21.209 13.423 21.411 30.201 22.159 13.436 22.700 14.682 13.549 22.357 36.535 53.079
3100 24.381 14.022 22.098 13.920 22.291 31.535 23.045 13.938 23.596 15.319 14.067 23.248 38.024 55.507
3200 25.340 14.524 22.993 14.416 23.174 32.876 23.933 14.441 24.493 15.960 14.586 24.139 39.515 57.944
3300 26.303 15.026 23.892 14.913 24.060 34.223 24.821 14.945 25.392 16.603 15.108 25.032 41.010 60.389
3400 27.271 15.528 24.797 15.410 24.949 35.577 25.711 15.451 26.291 17.250 15.631 25.927 42.507 62.842
3500 28.242 16.032 25.706 15.907 25.841 36.936 26.603 15.958 27.192 17.899 16.156 26.822 44.006 65.302
3600 29.217 16.537 26.620 16.404 26.736 38.300 27.496 16.468 28.094 18.551 16.683 27.719 45.508 67.768
3700 30.196 17.042 27.539 16.900 27.633 39.669 28.389 16.980 28.997 19.206 17.212 28.617 47.012 70.241
3800 31.178 17.549 28.463 17.397 28.533 41.043 29.284 17.494 29.900 19.863 17.743 29.516 48.518 72.719
3900 32.163 18.056 29.391 17.894 29.435 42.422 30.180 18.011 30.805 20.524 18.275 30.416 50.027 75.202
4000 33.151 18.565 30.324 18.391 30.339 43.805 31.077 18.531 31.710 21.187 18.809 31.316 51.538 77.690
4100 34.143 19.075 31.261 18.888 31.246 45.192 31.975 19.053 32.616 21.853 19.344 32.218 53.051 80.182
4200 35.137 19.585 32.202 19.384 32.154 46.583 32.874 19.579 33.523 22.521 19.881 33.121 54.566 82.678
4300 36.135 20.097 33.148 19.881 33.065 47.977 33.774 20.109 34.431 23.192 20.419 34.025 56.082 85.179
4400 37.135 20.610 34.098 20.378 33.978 49.375 34.674 20.642 35.340 23.866 20.958 34.930 57.601 87.683
4500 38.138 21.125 35.053 20.875 34.893 50.777 35.576 21.179 36.249 24.542 21.499 35.835 59.122 90.190
4600 39.145 21.640 36.011 21.372 35.809 52.181 36.478 21.720 37.159 25.221 22.041 36.741 60.644 92.701
4700 40.154 22.157 36.974 21.868 36.728 53.589 37.382 22.265 38.070 25.903 22.584 37.649 62.169 95.214
4800 41.166 22.675 37.940 22.365 37.648 55.000 38.286 22.815 38.982 26.587 23.128 38.557 63.695 97.730
4900 42.181 23.194 38.910 22.862 38.571 56.413 39.191 23.369 39.894 27.274 23.674 39.465 65.223 100.249
5000 43.200 23.715 39.884 23.359 39.495 57.829 40.096 23.927 40.807 27.963 24.220 40.375 66.753 102.771

Sources: JANAF Tables. Journal of Physical and Chemical Reference Data, v.3, no.2; v.4, no.1; v.7, no.3; v.11, no.3.
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Table 1.7. Heat capacities, c̄p,i (T), cal/mol-K

T(K) O2 O H2 H OH H2O N2 N NO C(gr) C(g) CO CO2 CH4

0 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
100 6.956 5.665 6.729 4.968 7.798 7.961 6.956 4.968 7.721 0.400 5.084 6.956 6.981 7.949
200 6.961 5.433 6.560 4.968 7.356 7.969 6.957 4.968 7.271 1.196 4.996 6.957 7.734 8.001
298 7.021 5.237 6.892 4.968 7.167 8.025 6.961 4.968 7.133 2.036 4.981 6.965 8.874 8.518
300 7.023 5.234 6.895 4.968 7.165 8.027 6.961 4.968 7.132 2.051 4.980 6.965 8.896 8.535
400 7.196 5.134 6.974 4.968 7.087 8.186 6.991 4.968 7.157 2.824 4.975 7.013 9.877 9.680
500 7.431 5.081 6.993 4.968 7.056 8.415 7.070 4.968 7.287 3.495 4.972 7.121 10.666 11.076
600 7.670 5.049 7.009 4.968 7.057 8.676 7.196 4.968 7.466 4.026 4.971 7.276 11.310 12.483
700 7.883 5.029 7.036 4.968 7.090 8.954 7.350 4.968 7.655 4.430 4.970 7.450 11.846 13.813
800 8.062 5.015 7.080 4.968 7.150 9.246 7.513 4.968 7.832 4.739 4.970 7.624 12.293 15.041
900 8.211 5.006 7.142 4.968 7.233 9.547 7.670 4.968 7.988 4.977 4.969 7.786 12.667 16.157

1000 8.334 4.999 7.219 4.968 7.332 9.851 7.815 4.968 8.123 5.165 4.969 7.931 12.980 17.160
1100 8.437 4.994 7.309 4.968 7.439 10.152 7.945 4.968 8.238 5.316 4.969 8.057 13.243 18.052
1200 8.525 4.990 7.407 4.968 7.549 10.444 8.060 4.968 8.336 5.441 4.970 8.168 13.466 18.842
1300 8.601 4.987 7.510 4.968 7.659 10.723 8.161 4.968 8.419 5.546 4.970 8.263 13.656 19.538
1400 8.670 4.984 7.615 4.968 7.766 10.987 8.250 4.968 8.491 5.635 4.972 8.346 13.815 20.150
1500 8.734 4.982 7.719 4.968 7.867 11.233 8.328 4.968 8.552 5.713 4.975 8.417 13.953 20.688
1600 8.795 4.981 7.821 4.968 7.963 11.462 8.396 4.968 8.605 5.782 4.978 8.480 14.074 21.161
1700 8.853 4.979 7.920 4.968 8.053 11.674 8.456 4.968 8.651 5.843 4.983 8.535 14.177 21.579
1800 8.909 4.978 8.016 4.968 8.137 11.869 8.508 4.968 8.692 5.899 4.990 8.583 14.269 21.947
1900 8.965 4.978 8.106 4.968 8.214 12.048 8.555 4.968 8.727 5.950 4.998 8.626 14.352 22.273
2000 9.020 4.978 8.193 4.968 8.286 12.214 8.597 4.969 8.759 5.997 5.008 8.664 14.424 22.562
2100 9.075 4.978 8.275 4.968 8.353 12.366 8.634 4.970 8.788 6.042 5.019 8.698 14.489 22.820
2200 9.129 4.978 8.354 4.968 8.415 12.505 8.668 4.971 8.813 6.083 5.031 8.728 14.547 23.050
2300 9.182 4.980 8.428 4.968 8.473 12.634 8.699 4.972 8.837 6.123 5.045 8.756 14.600 23.256
2400 9.235 4.981 8.499 4.968 8.526 12.753 8.726 4.975 8.858 6.160 5.061 8.781 14.648 23.441
2500 9.287 4.983 8.566 4.968 8.576 12.863 8.751 4.978 8.877 6.196 5.077 8.804 14.692 23.608
2600 9.337 4.986 8.631 4.968 8.622 12.965 8.775 4.982 8.895 6.231 5.094 8.825 14.734 23.758
2700 9.387 4.990 8.692 4.968 8.665 13.059 8.796 4.987 8.912 6.265 5.112 8.844 14.771 23.894
2800 9.435 4.994 8.752 4.968 8.706 13.146 8.815 4.993 8.927 6.297 5.130 8.863 14.807 24.018
2900 9.482 4.999 8.809 4.968 8.744 13.228 8.833 5.001 8.941 6.329 5.149 8.879 14.841 24.131
3000 9.528 5.004 8.864 4.968 8.780 13.304 8.850 5.010 8.955 6.360 5.168 8.895 14.873 24.233
3100 9.572 5.010 8.917 4.968 8.814 13.374 8.866 5.021 8.968 6.391 5.187 8.910 14.902 24.327
3200 9.614 5.017 8.969 4.968 8.846 13.441 8.881 5.034 8.980 6.420 5.206 8.924 14.930 24.413
3300 9.655 5.024 9.020 4.968 8.877 13.503 8.895 5.049 8.991 6.450 5.224 8.937 14.956 24.493
3400 9.694 5.032 9.069 4.968 8.906 13.562 8.908 5.066 9.002 6.478 5.243 8.949 14.982 24.565
3500 9.731 5.041 9.118 4.968 8.933 13.617 8.920 5.085 9.012 6.507 5.261 8.961 15.006 24.633
3600 9.768 5.050 9.165 4.968 8.959 13.669 8.932 5.106 9.022 6.535 5.279 8.973 15.030 24.695
3700 9.802 5.060 9.212 4.968 8.985 13.718 8.944 5.130 9.032 6.563 5.296 8.984 15.053 24.752
3800 9.836 5.070 9.258 4.968 9.009 13.764 8.954 5.155 9.041 6.590 5.313 9.994 15.075 24.806
3900 9.868 5.080 9.304 4.968 9.032 13.808 8.965 5.183 9.050 6.617 5.329 9.004 15.097 24.855
4000 9.900 5.091 9.349 4.968 9.055 13.850 8.975 5.212 8.058 6.644 5.345 9.014 15.119 24.901
4100 9.930 5.102 9.393 4.968 9.076 13.890 8.984 5.244 9.066 6.671 5.360 9.024 15.139 24.944
4200 9.960 5.114 9.437 4.968 9.098 13.927 8.993 5.278 9.074 6.698 5.374 9.033 15.159 24.984
4300 9.990 5.126 9.480 4.968 9.118 13.963 9.002 5.313 9.082 6.724 5.388 9.042 15.179 25.022
4400 10.019 5.137 9.523 4.968 9.138 13.997 9.011 5.351 9.090 6.751 5.401 9.051 15.197 25.057
4500 10.048 5.149 9.564 4.968 9.157 14.030 9.020 5.390 9.097 6.777 5.414 9.059 15.216 25.090
4600 10.077 5.162 9.605 4.968 9.176 14.061 9.028 5.431 9.105 6.803 5.426 9.068 15.234 25.121
4700 10.107 2.174 9.645 4.968 9.195 14.091 9.036 5.473 9.112 6.828 5.437 9.076 15.254 25.150
4800 10.137 5.186 9.684 4.968 9.213 14.120 9.045 5.516 9.119 6.854 5.448 9.084 15.272 25.177
4900 10.168 5.198 9.722 4.968 9.232 14.148 9.053 5.561 9.125 6.880 5.458 9.092 15.290 25.203
5000 10.200 5.210 9.758 4.968 9.249 14.174 9.061 5.607 9.132 6.905 5.468 9.100 15.306 25.227

Sources: JANAF Tables. Journal of Physical and Chemical Reference Data, v.3, no.2; v.4, no.1; v.7, no.3;
v.11, no.3.
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Figure 1.4.1. The principle of energy conservation in the definition of adiabatic flame temperature
and composition.

products to the final temperature T2 = Tad. To calculate the adiabatic flame tempera-
ture and the associated mixture composition, we simply add the energy conservation
relation, Eq. (1.4.18), to the system of equations for chemical equilibrium calcula-
tions, as described in Sections 1.2 and 1.3.

The calculation can also be simplified for lean hydrocarbon–air mixtures, with the
assumption of the major–minor species, in that the concentrations of the major species
are independent of temperature and pressure, and therefore can be determined first.
Knowing these concentrations, Tad can be iteratively determined from Eq. (1.4.18)
and Table 1.6. For rich mixtures, Tad and the stoichiometric coefficient d need to be
simultaneously determined from Eqs. (1.3.9) and (1.4.18). Once Tad and the concen-
trations of the major species are known, determination of the concentrations of the
minor species is straightforward. With the convenience of modern computational
capability, such a simplification, with the collateral inaccuracy, is however neither
necessary nor worthwhile.

We shall now discuss the dependence of Tad on the fuel concentration, fuel type,
and pressure of the fuel–air mixture, obtained from computer solutions. Figures 1.4.2,
1.4.3, and 1.4.4 respectively show Tad as functions of the fuel mole fraction, equiva-
lence ratio φ, and normalized equivalence ratio �, for various fuel–air mixtures at 1
atm and T1 = T o = 298.15 K. The vertical bar on each curve in Figure 1.4.2 indicates
the stoichiometric fuel concentration. Figure 1.4.3 shows that the most important
factor influencing Tad is φ, with Tad peaking around φ = 1 and decreasing steadily as
the mixture becomes either leaner or richer. This is reasonable because of the need
to heat up the excess reactants for off-stoichiometric conditions. It is also to be noted
that for rich mixtures the excess “fuel” is actually CO and H2 instead of the original
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Figure 1.4.2. Adiabatic flame temperature, Tad, as a function of the mole percent of fuel for several
fuel–air mixtures at STP. The vertical bars indicate stoichiometric concentrations.
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fuel–air mixtures at STP.
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Figure 1.4.4. Adiabatic flame temperature, Tad, as a function of normalized fuel equivalence ratio,
�, for several fuel–air mixtures at STP.

fuel species. Since the total number of moles of CO and H2 is larger than that of the
original fuel molecule, even it is a larger molecule and, hence, has a larger c̄p, the
specific heat of the product based on it being CO and H2 can be substantially larger.
This then leads to a lower Tad.

The parameter that has the next strongest influence on Tad is the C/H ratio of
the fuel molecule, with Tad increasing with increasing C/H ratio. There are three
factors that need to be considered to explain such a behavior. First, species with
large C/H ratios often contain more double and triple C----C bonds, which can hold
more potential energy than the single bond. For example, we have shown that the
enthalpy of the reaction C2H6 → C2H4 + H2 is endothermic by 32.7 kcal/mol. Since
the enthalpy of formation of H2 is zero, one can then conclude that ethylene stores
more energy than ethane and thereby contributes to the higher Tad for ethylene.
Second, we consider the enthalpies of combustion for ethane and ethylene,

C2H6 + 3.5O2 → 2CO2 + 3H2O, (1.4.19)

C2H4 + 3O2 → 2CO2 + 2H2O, (1.4.20)

which are respectively −341.2 kcal/mole and −316.1 kcal/mole. Thus the oxidation of
one mole of ethane is more exothermic than one mole of ethylene, which is reasonable
because ethane has one more mole of H2, and through it offsets the higher bond
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energy of ethylene. The third factor, which is contributory, is that the oxidation of
one mole of ethylene requires a smaller amount of oxygen (3 versus 3.5 moles), and
hence there is less nitrogen in the combustion product that needs to be heated up.
Thus the dependence of Tad on the C/H ratio is the net effect of the bond energy,
the number of H available per C atom to form H2O, and the collateral need to heat
up the N2 for the amount of O2 reacted.

The above dependence is the basis for the development of high-energy-density
fuels as explosives or for tactical propulsion. These fuel molecules are usually highly
strained, which imply large bond energies and C/H ratios. Nitrogen is also frequently
present as an elemental constituent in explosives because of the associated large bond
energy. Furthermore, since fuel and oxidizer are present together in these explosives
as well as the monopropellants for rocket propulsion, the resulting Tad can be quite
high because there is no atmospheric nitrogen that needs to be heated up.

Figures 1.4.2 and 1.4.3 also show that Tad behaves asymmetrically with respect to
φ in three major aspects, namely the slope is gentler on the rich side of the maximum
than that on the lean side, that there are sharp “bends” in the curves for some fuels
at very rich compositions, and that it peaks slightly on the rich side of stoichiometry.
These behaviors are explained in the following.

First, comparing Figures 1.4.3 and 1.4.4 and, as anticipated earlier, we see that a plot
of Tad versus the normalized equivalence ratio � yields a profile that is considerably
more symmetrical about the maximum Tad concentration as compared to those based
on the conventionally defined equivalence ratio, φ. Consequently, the gentler slope
for Tad on the rich side in a plot involving φ, as compared to the steeper slope on
the lean side, is largely a consequence of the asymmetrical definition of φ, and as
such has no bearing on the nature of lean-versus-rich chemical equilibria. Thus there
is merit in examining lean-versus-rich exothermicities of a thermodynamic system
based on �.

We next consider the results (Figure 1.4.2) that, for very fuel-rich mixtures of fuels
with large C/H ratios (e.g., benzene, ethylene, graphite), the Tad curves exhibit sharp
bends and long tails. The same tail would appear in Figures 1.4.3 and 1.4.4 if the
abscissas were extended to larger values. The appearance of this tail is due to the fact
that the available oxygen is not stoichiometrically sufficient to convert all carbon to
CO, hence leading to the formation of graphite. This can be seen in Figure 1.4.5 where
the variations of Tad and the major product (CO, CO2, graphite) concentrations are
plotted as functions of the fuel content for ethylene–air mixtures.

We further note that, unlike many other fuels, acetylene is unique in that its Tad at
the tail part of rich stoichiometry increases with increasing fuel concentration. This
is because acetylene is an exceptionally energetic fuel, with its heat of formation
considerably larger than most other fuels on a per carbon atom basis. It can therefore
be converted to solid carbon and H2 spontaneously through a highly exothermic
reaction,

C2H2 → 2C(gr) + H2, q̄p = −54.2 kcal/mol. (1.4.21)
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Figure 1.4.5. Equilibrium combustion products CO2, CO and graphite, C(gr), and adiabatic flame
temperature, Tad, of ethylene–air mixtures as a function of the mole percent of fuel.

The increase in Tad at high acetylene concentrations is therefore a consequence of
this exothermic pyrolysis process. This explains why acetylene can explode by itself,
without the presence of oxygen.

We now discuss the shifting of the maximum Tad to the rich side of stoichiometry.
To identify the cause of this shifting, in Figures 1.4.6–1.4.8 we show for methane–
air mixtures the Tad, the heat release per unit mass of the mixture qp, the specific
heat of the burned mixture cp,2, and the major and minor species concentrations.
Normalized equivalence ratio � is used so as to eliminate the asymmetrical effect
due to the definition of φ.

We first consider the situation of frozen equilibrium when dissociation of the prod-
ucts CO2 and H2O is suppressed as defined by Eqs. (1.3.7)–(1.3.9) for the determi-
nation of the major species concentrations. The result that both Tad and qp peak at
� = 0.5, as shown in Figure 1.4.6, is caused by the need to heat up the excess reactants
for off-stoichiometric concentrations, as just discussed. Since the shifting does not
exist for frozen equilibrium, it is therefore reasonable to expect that product disso-
ciation is the cause of the shifting. This possibility is further supported by noting that
the heat release, which depends on the extent of dissociation, is also rich shifted.

Concerning the role of the product specific heat, cp,2, Figure 1.4.6 shows that it
monotonically increases from lean to rich mixtures for both frozen and dissociation
equilibria. Thus product dissociation does not qualitatively affect the lean-to-rich
increasing trend of cp,2. This increasing trend is caused by the increasing number
of moles of product species formed per unit mass of the mixture reacted, especially
those of H2 and CO, as the mixture becomes progressively richer.
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The fact that cp,2 increases from lean to rich then implies that it tends to cause the
peak in Tad to shift to the lean side. Indeed, we see that while qp peaks at � = 0.5122,
Tad is lean-shifted to � = 0.5098 by cp,2. This point can be quantified further by noting
that since Tad ∼ qp/cp,2, we have δTad/Tad ≈ δqp/qp − δcp,2/cp,2. Thus in Figure 1.4.9
we have plotted the individual difference terms in this relation for small departures
from � = 0.5. The result shows that, for such small departures, the influences are
linearized and the difference, δqp/qp − δcp,2/cp,2, is indeed almost equal to δTad/Tad.
We therefore conclude that the rich shifting of Tad is caused by the corresponding rich
shifting of the maximum heat release instead of the influence of cp,2, which actually
causes a lean shifting.

The final question is why the shifting is to the rich instead of the lean side. This can
be demonstrated by considering only CO oxidation for simplicity, with an ε amount
of dissociation,

φCO + 1
2

(O2 + 3.76N2) → a(1 − ε)CO2 + (b + aε)CO +
(

c + a
2
ε
)

O2 + 1.88N2,

(1.4.22)

where a = φ, b = 0, and c = (1 − φ)/2 for lean mixtures and a = 1, b = φ − 1, and
c = 0 for rich mixtures. Using the definition of the equilibrium constant Kp, we have

Kp = pco
√

po2

pco2

= (b + aε)
a(1 − ε)

√
(c + a

2 ε)pt

a + b + c + a
2 ε + 1.88

, (1.4.23)
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which, for ε � 1, yields Kp ∼ ε
√

pt and Kp ∼ √
εpt for lean and rich mixtures re-

spectively. Consequently, for the same Tad and hence Kp(Tad), we have εlean = √
εrich.

Since ε < 1, we have proven that εlean > εrich. The reason that there is a greater
amount of dissociation on the lean side is because the dissociation of one mole of
CO2 results in one mole of CO but only half mole of O2. Thus the lean mixtures
can accommodate more O2 from dissociation than the rich mixtures can accom-
modate CO.

It can also be readily demonstrated that the same conclusion holds for H2 oxidation
and hence H2O dissociation into H2 and 1

2 O2. Combining the results of CO and H2

oxidation, it is then obvious that the observed rich shifting for hydrocarbons is due
to the dissociation of the products CO2 and H2O.

Since product dissociation is the cause for the shifting, and since the extent of
dissociation is reduced with increasing pressure, Figure 1.4.10 shows that the shiftings
in both qp and Tad are diminished as the mixture pressure increases from 1 atm to
100 atm. Indeed, we retrieve the frozen equilibrium limit as p → ∞.

The reduced amount of dissociation with increasing pressure also implies that Tad

is higher at higher pressures, with the effect most prominent around stoichiometry
where dissociation is most severe. Figure 1.4.11 shows this increasing trend of Tad on
pressure for the stoichiometric fuel–air mixtures of Figure 1.4.3. The pressure effect
is quite moderate, although it is not negligible in view of the temperature sensitivity
of chemical reactions.
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Referring back to Figures 1.4.7 and 1.4.8 for the dependence of the product com-
position on φ, we see that while CO and H2, and O2, are the major species for rich
and lean mixtures respectively, they become the minor species for lean and rich mix-
tures. This substantiates our earlier discussion in Section 1.3.2 on the major–minor
species model. It is also of interest to note that while the formation of NO is highly
temperature sensitive (see Chapter 3), and that Tad peaks on the rich side, the NO
concentration actually peaks on the lean side of stoichiometry. The reason is that
its formation requires oxygen, whose concentration increases rapidly as the mix-
ture becomes leaner. The net response thus reflects the combined needs for high
temperature and high oxygen concentration.

PROBLEMS

1. Show that one does not need to distinguish whether the fuel–oxidizer equiv-
alence ratio is on molar or mass bases. Furthermore, the fuel–air equivalence
ratio and fuel–oxygen equivalence ratio are the same.

2. An alcohol with the chemical formula CmHnOH reacts with air at an equivalence
ratio φ. Assuming the reactions of C and H with O2 produce only the major
product species, write down the chemical reactions for φ = 1, < 1, and > 1.

3. (a) For a general hydrocarbon fuel CmHn, derive the threshold equivalence ratio
φC for carbon formation. Plot φC as a function of the carbon-to-hydrogen molar
ratio.

(b) Similarly, derive φC for a general alcohol CmHnOH.

(c) Plot φC as a function of the carbon number m, up to m = 20, for alkanes and
alkane-based alcohols.

(d) Make appropriate observations regarding the tendency to soot in the above
results.

4. The chemical reaction

H2 + 1
2

O2 ⇀↽ H2O

can be alternately expressed as

2H2 + O2 ⇀↽ 2H2O.

What is the relation between their equilibrium constants Kps and Kcs?

5. The equilibrium constant for the formation of C2H5OH, CO2, and H2O are
respectively K1, K2, and K3. What are the equilibrium constants, Kp (if Ki s are
Kps) and Kc (if Ki s are Kcs), for the oxidative reaction of C2H5OH assuming
only major product species?

6. Using the major–minor species model, calculate the concentrations of CO2,
H2O, O2, CO, and H2 for methane–air mixtures at 1,000 K and 1 atm pressure,
with φ = 0.6, 0.8, 1.0, 1.2, and 1.5. Tabulate and plot your results.
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7. For the following fuels burning in air, write down the stoichiometric reactions,
the respective fuel–air ratios (F/A), and the heats of combustion per mole (q̄c)
and per gm (qc). Assume the product water is in the gaseous state. Fuels: CO,
H2, CH4, C7H16, C16H34, C6H6, CH3OH, C7H15OH.

What can you say about the qcs for (a) CH4, C7H16, C16H34, and (b) C7H16,
CH3OH, C7H15OH?

8. Compare the heats of combustion of n-octane, aluminum, and boron on molar,
mass, and volume bases; their respective densities are 0.703 g/cm3, 2.70 g/cm3,
and 2.34 g/cm3. The complete oxidation product of Al and B are respectively
Al2O3 and B2O3. These values indicate the potential of boron as a high-energy-
density fuel, provided complete combustion can be achieved.

9. By knowing the heats of formation h̄o
i (T o) for the components of a gen-

eral reaction, what is the heat of reaction q̄p(T1) evaluated at a temperature
T1 �= T o? Calculate q̄p for the complete oxidation of CO at 1,000 K. Compare
the q̄p (1,000 K) here with the q̄c (298.15 K) in Problem (7).

10. A stoichiometric amount of CO and O2 initially at 298.15 K react adiabatically
and isobarically at pressure p.

(a) If the extent of dissociation of CO2 is ε, derive an expression for Kp in terms
of ε and p.

(b) For p = 6 atm, calculate ε and the adiabatic flame temperature Tad.

(c) Repeat (b), but use air instead of O2 as the oxidizer. What can you say about
the differences in the answers here as compared with those in (b)?

11. Using the major–minor species model, calculate the adiabatic flame tempera-
tures of methane–air mixtures at 1 atm pressure, with initial temperature of
298.15 K and φ = 0.6 and 0.8.
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2 Chemical Kinetics

In Chapter 1, we discussed the equilibrium states of a thermochemical system. We
have shown that by knowing the initial state of a reactive mixture, we can determine
its final state after chemical and thermal equilibria have been established. However,
the equilibrium calculations are not able to answer such relevant questions as: how
does the mixture get from the initial state to the final state, and how long does it take
to do so? Obviously if a particular reaction proceeds exceedingly slowly compared to
other physical or chemical processes of interest, it is likely that this reaction could be
either irrelevant to the system’s behavior or not of controlling importance in being
the rate-limiting step in the system’s evolution.

In this chapter, we first present the phenomenological law describing the general
dependence of reaction rates on reactant concentrations and temperature. We then
discuss multistep reactions and some approximation techniques used to simplify the
representation of these reactions.

In Section 2.2, we present the specific functional dependence of the reaction rate
on temperature—the Arrhenius law. We then derive and discuss three theories of
reaction rates. The collision theory is based on the kinetic theory of gases, counting
the frequency of molecular collisions that are energetic enough to cause the collid-
ing molecules to react. The transition state theory examines the activated state of
molecules and derives the reaction rate by considering the characteristic times and
energies associated with their transition from activated to reacted states. Section 2.3
presents the unimolecular reaction theory, which examines the dynamics of colli-
sion energization of an isolated molecule and its subsequent de-energization and
reaction.

In Section 2.4, we discuss chain reaction mechanisms and how these mechanisms
can affect the reaction rate in qualitatively different manners. This is followed by
Section 2.5 on experimental and computational techniques used to study reaction
rates and mechanisms.

Detailed exposition on the basics of chemical kinetics can be found in Benson
(1960), Laidler (1965), Williams (1985), Pilling and Seakins (1995), and Gardiner
(1999). The oxidation mechanisms of specific fuel systems involving hydrogen, carbon

51
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monoxide, and various hydrocarbons, and the formation and destruction of pollutants
will be studied in Chapter 3.

2.1. PHENOMENOLOGICAL LAW OF REACTION RATES

2.1.1. The Law of Mass Action
For a single, forward chemical reaction represented by

N∑
i=1

ν ′
i Mi

kf→
N∑

i=1

ν ′′
i Mi , (2.1.1)

the rate of change in the molar concentration ci (moles per unit volume) of
species i ,

ω̂i = dci

dt
, (2.1.2)

is uniquely related to ω̂ j of species j by

ω̂i

ν ′′
i − ν ′

i
= ω̂ j

ν ′′
j − ν ′

j
= ω, (2.1.3)

where the subscript f in kf designates the (forward) direction of the reaction. Since
ω (moles per unit volume per second) is species independent, it can be defined as the
reaction rate of (2.1.1). Then the phenomenological law of mass action states that ω

is proportional to the product of the concentrations of the reactants, or

ω = kf (T)
N∏

i=1

c
ν ′

i
i , (2.1.4)

where the proportionality factor kf (T), to be specified later, is called the specific
reaction rate constant and is primarily a function of temperature.

Equation (2.1.4) is based on the microscopic viewpoint that the reaction rate is
proportional to the collision frequency, which in turn is proportional to the product
of the species concentrations. Thus implicit in Eq. (2.1.4) is the requirement that
reaction (2.1.1) is an elementary one in which the reaction actually takes place at the
molecular level.

As an example of an elementary reaction, we have H + HO2 → OH + OH, which
could be an important step in the oxidation of hydrogen and hydrocarbons, as will
be discussed in Chapter 3. For this reaction we can write

ω = −d[H]
dt

= −d[HO2]
dt

= 1
2

d[OH]
dt

,

while, from the law of mass action, the reaction rate is given by

ω = kf [H][HO2].
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2.1.2. Reversible Reactions
Associated with every forward reaction (2.1.1) is the corresponding backward reac-
tion

N∑
i=1

ν ′′
i Mi

kb→
N∑

i=1

ν ′
i Mi . (2.1.5)

Therefore the net reaction rate in the presence of both forward and backward reac-
tions is ω̂i = ω̂i, f + ω̂i,b = (ν ′′

i − ν ′
i )(ω f − ωb) = (ν ′′

i − ν ′
i )ω, with ω given by

ω = kf

N∏
i=1

c
ν ′

i
i − kb

N∏
i=1

c
ν ′′

i
i . (2.1.6)

Only one of kf and kb needs to be determined. This is because at equilibrium, ω ≡ 0,
the rate of forward reaction is balanced by that of backward reaction, and Eq. (2.1.6)
yields

kf

kb
=

N∏
i=1

c
(ν ′′

i −ν ′
i )

i . (2.1.7)

By definition Eq. (2.1.7) is just the equilibrium constant Kc as given by Eq. (1.2.36),

kf

kb
= Kc. (2.1.8)

Substituting Eq. (2.1.8) into Eq. (2.1.6), we have

ω = kf

(
N∏

i=1

c
ν ′

i
i − K−1

c

N∏
i=1

c
ν ′′

i
i

)
. (2.1.9)

Since Kc can be usually determined to a much greater accuracy than kb, Eq. (2.1.9)
is preferred over Eq. (2.1.6).

In many instances the backward reaction occurs at a much slower rate than the
forward reaction, that is, ω f � ωb. For example, the backward reaction of H + O2 →
OH + O involves the collision between two radicals. Since concentrations of radicals
are much lower than those of the starting reactants, the frequency of collision for the
backward reaction is much lower than that of the forward reaction, which involves
only one radical species. There are also situations in which the products formed are
continuously eliminated from the reaction region such that cproducts � 0. Furthermore,
the progress of the backward reaction can be substantially slowed if it is endothermic
or has a high energy barrier, as will be shown in section 2.2.1. One can then approxi-
mate Eq. (2.1.6) by

ω � kf

N∏
i

c
ν ′

i
i . (2.1.10)

Such a reaction is called an irreversible reaction. The approximation that ω f � ωb

obviously breaks down as the reaction approaches equilibrium, at which the forward
and backward reaction rates are equal. However, at this stage, an accurate description
of these reactions is probably not important anyway.
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2.1.3. Multistep Reactions
There are seldom reactions in which the original reactants interact with each other
in a single step, at the molecular level, and produce the final products as shown in
(2.1.1). For example, the representation of stoichiometric methane oxidation by

CH4 + 2O2 → CO2 + 2H2O (2.1.11)

is a gross simplification. There are actually a large number of intermediate elementary
steps with intermediate species involved before the final formation of products. The
products also consist of many more species than just CO2 and H2O, as we have seen
in the last chapter. Therefore if there are K such intermediate reactions involved,

N∑
i=1

ν ′
i,kMi

kk, f
⇀↽
kk,b

N∑
i=1

ν ′′
i,kMi , k = 1, 2, . . . , K, (2.1.12)

then the generalized law of mass action is

ωk = kk, f

N∏
i=1

c
ν ′

i,k

i − kk,b

N∏
i=1

c
ν ′′

i,k

i , k = 1, 2, . . . , K, (2.1.13)

such that

ω̂i =
K∑

k=1

(ν ′′
i,k − ν ′

i,k)ωk. (2.1.14)

It may be noted that in the above the subscript for ω̂ is for species i , whereas that for
ω is for reaction k.

Obviously if the K elementary steps of (2.1.12) are identified and their associated
reaction rate constants are known, the rates of production and destruction of any
species can be precisely determined. However, this is frequently not the case due to
the difficulty to identify the elementary steps as well as their reaction rate constants.
Furthermore, even if these elementary steps are known precisely, the task of solving a
combustion flow field by including all reactions is an extremely taxing one, even with
the most powerful computers. Therefore, various approximation techniques have
been introduced to facilitate the solution procedure. In the following we discuss the
concepts involved with several of these approximations.

2.1.4. Steady-State Approximation
During the course of a complex chemical reaction scheme leading to the conversion
of the reactants to the products, reaction intermediates are produced. Some of these
intermediates are chain carriers, which play a crucial role in the propagation of the
overall scheme because they provide linkage between the individual reactions. The
individual reactions in which these intermediates participate frequently proceed at
rapid rates, although the concentrations of these intermediates and thereby their net
rates of change are quite low. In other words, the consumption and regeneration
of the intermediates occur at rapid, but approximately equal rates such that their
concentrations can be considered to remain constant. Thus if i is such an intermediate,
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and if we express its reaction rate, Eq. (2.1.14), by

ω̂i = dci

dt
= ω̂+

i − ω̂−
i , (2.1.15)

where ω̂+
i and ω̂−

i respectively represent the rates of all the generation and consump-
tion reactions, then the steady-state approximation assumes∣∣∣∣dci

dt

∣∣∣∣ � (
ω̂+

i , ω̂−
i

)
, (2.1.16)

such that

ω̂+
i = ω̂−

i . (2.1.17)

This approximation therefore reduces the solution of a differential equation, Eq.
(2.1.15), to that of an algebraic one, Eq. (2.1.17), for the concentration ci , which
can then be used in the overall reaction scheme. The algebraic expression obtained
from Eq. (2.1.17), however, could be implicit in ci . Consequently, the determination
of ci might involve algebraic iterations, which could still be computationally taxing,
especially when convergence is not readily achievable.

It is important to note that the steady-state approximation does not imply dci/dt =
0. Rather it simply requires that the magnitudes of ŵ+

i and ŵ−
i are both large com-

pared with that of dci/dt . Furthermore, the identification of the intermediates to
which the steady-state approximation is applicable is not always obvious. The ap-
proximation may also just hold locally, either spatially or during a transient evolution.
Thus it may be necessary to check the validity of the approximation by evaluating
dci/dt by using results from the approximate solution, and assess the adequacy of
(2.1.16).

2.1.5. Partial Equilibrium Approximation
Partial equilibrium approximation assumes that the forward and backward rates of
a reaction k are much larger than the net reaction ωk such that we can set ωk ≈ 0 in
Eq. (2.1.13), yielding

kk, f

N∏
i=1

c
ν ′

i,k

i � kk,b

N∏
i=1

c
ν ′′

i,k

i . (2.1.18)

It is important to note that ωk is small only when it is compared to those of the
forward and backward reactions in Eq. (2.1.13). It is, however, not necessarily small
when compared to ω̂i in Eq. (2.1.14). Therefore while Eq. (2.1.18) is obtained by
setting ωk = 0, it does not imply that ωk is necessarily small in Eq. (2.1.14), and we
can directly apply ωk = 0.

A systematic procedure to apply the partial equilibrium approximation is the fol-
lowing. If this approximation is applied to, say, reaction k = 1, then we identify a
species i = 1 and solve for c1 in terms of the other concentrations ci , i �= 1, from
ω1 = 0 and hence Eq. (2.1.18). However, ω1 does not need to vanish when compared
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to ω̂i . Thus we express ω̂i in Eq. (2.1.14) as

ω̂i = dci

dt
= (ν ′′

i,1 − ν ′
i,1)ω1 +

K∑
k=2

ω̂i,k, i = 1, 2, . . . , N, (2.1.19)

which becomes, for i = 1,

ω̂1 = dc1

dt
= (ν ′′

1,1 − ν ′
1,1)ω1 +

K∑
k=2

ω̂1,k. (2.1.20)

Eliminating ω1 between Eqs. (2.1.19) and (2.1.20) results in

dci

dt
=

K∑
k=2

ω̂i,k +
(

ν ′′
i,1 − ν ′

i,1

ν ′′
1,1 − ν ′

1,1

) [
dc1

dt
−

K∑
k=2

ω̂1,k

]
, i = 2, . . . , N. (2.1.21)

Since c1 is known as a function of ci , i �= 1, we have therefore reduced the number
of equations that need to be solved from N to (N − 1).

2.1.6. Approximations by Global and Semiglobal Reactions
The steady-state and partial-equilibrium approximations are systematic reductions
of a complete kinetic scheme to a simpler one involving a smaller number of reactions
and unsteady species. The final results, of course, still depend on the kinetic constants
of the original elementary steps. The limiting case of such a reduction would be a
lumped, one-step overall reaction, in the manner of, say, Eq. (2.1.11), involving the
starting reactants. Such a representation is called a global reaction. It is obvious
that, instead of the global reaction, more chemical information can be retained by
reducing the complete mechanism to several steps, involving the starting reactants
and a few important species participating in the overall reaction scheme. Such a
reduced mechanism is said to involve semiglobal reactions.

Although the above reduction procedure is systematic, it can be algebraically te-
dious and unwieldy, especially because the algebraic relations for ci are frequently
nonlinear and cannot be explicitly expressed, as just mentioned. Furthermore, the
range of applicability of the reduced mechanism also becomes progressively re-
stricted as more species are assumed to be in steady state and more reactions are
assumed to be in partial equilibrium. Thus an alternate approach is simply to repre-
sent the detailed scheme by a few postulated reaction steps involving some important
species, with the kinetic constants empirically determined. The simplest representa-
tion is the one-step overall reaction involving the starting reactants,

Fuel + Oxidizer
k→ Products, (2.1.22)

with the reaction rate given by

ω = k
N∏

i=1

cni
i , (2.1.23)

where ni , the exponent to ci , is called the reaction order with respect to the ith species.
It is to be distinguished from the stoichiometric coefficient ν ′

i used in, say, Eq. (2.1.4).
We shall further address their differences in the next section.
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It is obvious that not all multistep reactions can be approximated by a one-step
overall reaction. Frequently it is found that the bulk behavior of a complex reac-
tion scheme can only be satisfactorily described by reactions involving two, three,
or even more steps, constituting an empirical semiglobal reaction mechanism. The
range of applicability of such empirical global and semiglobal reaction mechanisms
depends on the particular combustion phenomenon, as well as the range of the pa-
rameters characterizing the phenomenon, through which the empirical constants are
determined.

2.1.7. Reaction Order and Molecularity
The molecularity of a reaction is the number of atoms or molecules that interact with
each other at the molecular level, leading to the completion of the reaction. Thus for
the elementary reaction (2.1.1), ν ′

i is the molecularity of the reaction with respect to
species i , and

∑N
i=1 ν ′

i is the overall molecularity of the reaction.
Since the overall molecularity represents the number of molecules that collide

within their molecular range of interaction, for a very brief period of time when such
an interaction is effective, and because of the dilute nature of gases, the higher the
molecularity the less frequent is the event. Indeed, most elementary reactions have
overall molecularity of two, representing two-body collisions. However, reactions
with overall molecularity of three are important ones for the recombination of two
colliding molecules, for example, H + O2 + M → HO2 + M, because from the con-
sideration of simultaneous momentum and energy conservation, a third body, M,
is needed to carry away the excess energy. For large, complex molecules the excess
energy can be absorbed by the various vibrational modes of the combined molecules
and a third body may not be needed. Active radicals are frequently rendered inactive
through such recombination reactions. Reactions with overall molecularity of one
are also possible. For example, a molecule can become excited when irradiated by a
light source of a particular frequency and subsequently dissociate into two molecules.
A chemically active molecule can also become deactivated upon collision with a solid
surface.

The order of a reaction, ni , indicates the influence of the concentration of the ith
reactant on the reaction rate. As such, the experimentally determined stoichiometric
coefficients based on concentration variations are reaction orders instead of reaction
molecularities. When the reaction under study is indeed elementary, then the reaction
orders determined are the respective molecularities of the reaction. However, when
the species whose concentrations are measured are the starting and final species of
a global or semiglobal reaction, then the reaction orders represent the net effects of
the molecularities of the individual elementary reactions. In such cases the reaction
orders do not need to be integers. Furthermore, since reactions with molecularities of
1 and 2 can either promote or retard the progress of a global reaction, while reactions
with molecularities of 3 are usually recombinatory in nature and hence retarding, the
overall reaction order of a global reaction should be no larger than 2. Indeed, it is not
unreasonable to anticipate that the overall reaction order can actually be negative for
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situations in which three-body termination reactions dominate. We shall encounter
instances of negative ni in our later studies.

A higher order reaction may exhibit a lower order behavior when some of the
reactants are present in large quantities such that their concentrations change very
little during the reaction. A prominent example is the unimolecular reaction to be
studied in Section 2.3, for which the reaction order is 1 at high pressures but becomes
2 at low pressures. The measured reaction order is sometimes called the pseudo-
molecularity of the reaction. This potential loss of sensitivity at large concentrations
also forms the basis of the isolation method in determining the reaction orders of
individual components of a complex reaction scheme. That is, by keeping all but one
of the reactants in high concentrations, the reaction order of the lean component
can be approximately identified as the apparent overall reaction order, which can
be easily measured. This concept is also useful in modeling premixed combustion
phenomena because the concentration of the stoichiometrically abundant reactant
can be assumed to be constant during the course of reaction.

Since reaction order describes both elementary and global reactions, it will be used
from now on in specifying all reactions.

2.2. THEORIES OF REACTION RATES: BASIC CONCEPTS

2.2.1. The Arrhenius Law
The specific reaction rate constant k(T) gives the functional dependence of the re-
action rate on temperature. For an elementary reaction the Arrhenius law states
that

d ln k(T)
dT

= Ea

RoT 2
, (2.2.1)

where Ea is called the activation energy of the reaction, having the unit of cal/mole
or joule/mole. If Ea is a constant with respect to temperature, integrating Eq. (2.2.1)
yields

k(T) = Ae−Ea/RoT, (2.2.2)

where A is called the frequency factor or the preexponential factor. We note that
since Ro is a constant, it is convenient to define a new quantity,

Ta = Ea

Ro
,

and call it the activation temperature of the reaction. Furthermore, following tradi-
tion, we shall also use the uppercase letter to designate molar quantities.

For constant values of A and Ea , a plot of ln k(T) versus 1/T exhibits a linear
relationship, with Aand Ea respectively determined from the intercept and slope of
such a plot. However, for many elementary reactions A is found to be temperature
dependent over an extended temperature range. A modified Arrhenius equation can
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Figure 2.2.1. Potential energy diagram showing the concept of reaction activation.

thus be introduced by expressing A= A(T) = BTα such that

k(T) = BTαe−Ea/RoT, (2.2.3)

where B is a constant, and α is temperature exponent.
The parameters in Eq. (2.2.3) are usually determined by a numerical fitting of the

experimental data. When reporting such kinetic rate expressions, it is essential to
specify the temperature range over which the fitting is performed. Likewise, when
using such kinetic expressions, caution should be exercised when extending beyond
their respective ranges of fitting.

For a one-step global reaction or multistep semiglobal reaction scheme, the de-
scription of the kinetic rate expression may be more complex than that for elemen-
tary reactions. Frequently, a numerical fitting of the experimental data according to
Eq. (2.2.2) or Eq. (2.2.3), with α �= 0, constitutes an attempt to force a detailed reac-
tion mechanism to conform to a substantially simplified scheme. Since each elemen-
tary reaction has its own activation energy that dictates the temperature range over
which the reaction is most effective, the existence of a finite, discernible curvature
may imply the need for a more detailed description of the kinetic mechanism. There-
fore if it is necessary to use such global or semiglobal schemes, then the curve
may need to be approximated by a series of segments according to Eq. (2.2.2) or
Eq. (2.2.3), each of which has its own kinetic constants of frequency factor, temper-
ature exponent, and activation energy, as well as the temperature range over which
it is valid.

2.2.2. The Activation Energy
The sensitivity of a chemical reaction to temperature variation depends critically on
the activation energy, which represents the minimum energy the colliding molecules
must possess for the reaction to be possible. Figure 2.2.1 shows the situation for a
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forward exothermic reaction, in which the reactants must pass through a highly ener-
gized, activated complex stage before they are converted to products. It is indicated
that the energy difference between the activated complex and the reactants is equal
to Ea, f . The factor exp(−Ea, f /RoT) then physically represents the fraction of the
collisions having an energy higher than Ea, f . For a given T, the Arrhenius factor
decreases rapidly with increasing Ea, f . The larger the Ea, f , the more sensitive is the
reaction to temperature variations.

Figure 2.2.1 also shows that

Ea, f + Qc = Ea,b, (2.2.4)

where Qc is the heat release (per mole) in the reaction, and Ea,b is the activation en-
ergy for the backward reaction. It is clear that the backward reaction for an exother-
mic process is a slower process because of the larger activation energy Ea,b. An
alternate interpretation is that since the backward reaction is endothermic, Ea,b has
to be at least as large as the heat absorbed in the reaction. Therefore it is slow except
at high temperatures.

The largeness of the activation energy is measured by the Arrhenius number de-
fined as

Ar = Ea

RoTmax
= Ta

Tmax
, (2.2.5)

where Tmax is a reference, maximum temperature in the flow field, for example, the
flame temperature. Thus Ar is a measure of the ratio of the activation energy to the
maximum thermal energy in the flow. To obtain an estimate of the magnitude of Ar ,
if we let Ea to assume values around 20 to 60 kcal/mole for noncatalyzed, overall
reactions of interest to combustion, and Tmax to be between 500 K and 3,000 K, then
Ar is between 4 and 60. Thus Ar can be considered to be a large number in studies
of many combustion phenomena.

Reaction characteristics can be profoundly affected by the sensitive nature of the
Arrhenius factor for large activation energy reactions. Figure 2.2.2 shows a normal-
ized plot of

exp(−Ta/T)
exp(−Ta/Tmax)

= exp
[

Ar
(

1 − Tmax

T

)]

versus T/Tmax. It is seen that the maximum reaction rate is attained at the maximum
temperature. Furthermore, for small Ar the reaction rate increases progressively
from T = 0 to Tmax. However, for large values of Ar , the reaction rate is suppressed
until T approaches Tmax, or T/Tmax → 1, at which it increases rapidly. This is a crucial
feature of reactions of interest to combustion.

To further demonstrate the importance of the concept of large activation energy
reactions, consider the first-order reaction of a homogeneous mixture whose reaction
rate is

dc
dt

= −Bce−Ea/RoT. (2.2.6)
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Figure 2.2.2. Normalized Arrhenius factor versus normalized temperature, demonstrating the sen-
sitivity of the Arrhenius factor with the Arrhenius number Ar .

Figure 2.2.3 shows that (−dc/dt) is a highly peaked function of time: the initial
rapid rise is due to the sensitive variation of the Arrhenius factor in response to
the increase in temperature, while the subsequent decline is due to depletion of the
reactant (c → 0) as the reaction is completed. This implies that a reaction with large
activation energy is confined to either a very small time interval (e.g., a rapid thermal
explosion) or a very small spatial volume (e.g., a thin flame). This concept is useful
in understanding and analyzing combustion phenomena and flame structures. Equa-
tion (2.2.6) will be studied in more detail in connection with the thermal explosion
problem in Section 8.1.2.

It is also important to recognize that there are many reactions whose activation
energies are zero, and hence are not temperature sensitive. In fact some of them
exhibit a weak negative temperature dependence. Prominent among them are the
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Figure 2.2.3. Typical reaction rate profile for large activation energy reactions.
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three-body recombination reactions, mentioned earlier, in which the requirement
for the consummation of the reaction is the presence of the third body to carry away
the excess energy instead of the availability of the activation energy to initiate the
reaction. Frequently these reactions are highly exothermic, and hence are the sources
of thermal energy in the flow.

2.2.3. Collision Theory of Reaction Rates
The collision theory of reaction rates equates the reaction rate with the rate of molec-
ular collision having a collision energy exceeding the activation energy. Thus if we
assume that the collision energy necessary to effect molecular change is derived from
the relative translational energy between the colliding molecules, that the gas is suf-
ficiently dilute such that only two-body collisions are of importance, and that the
equilibrium Maxwell velocity distribution function can still be used for the highly
transient process of chemical reaction, then the reaction rate can be determined by
summing over all possible collisions satisfying the requirement of minimum collision
energy.

A detailed derivation of this theory allowing for three-dimensional collision dy-
namics, and the subsequent comparison with experimental results (Fowler & Guggen-
heim 1939), show that the effective collision energy is the component of the relative
translational energy along the line of centers instead of the total relative translational
energy. Physically this component of the relative motion represents a head-on col-
lision situation, while the other two components normal to the line of centers only
affect the dynamics of the center of mass, and therefore are not effective in chemical
transformation.

In view of the above considerations, we shall present a simplified derivation in-
volving only one-dimensional, head-on collisions. Thus if we assume that within unit
volume there are ni molecules of species i and nj molecules of species j , and that
these molecules are rigid, nonattracting spheres of masses mi and mj , and diameters
σi and σ j , respectively, then within unit time a collision between a particle of i and
a particle of j would lie within a cylinder of volume πσ 2

i, j Vi, j (Figure 2.2.4), where
σi, j = (σi + σ j )/2 is the maximum separation distance between the centers of the
molecules for collision to be possible, and Vi, j is their relative velocity. For a gas at
temperature T, the molecules have a spectrum of velocities given by the Maxwell
velocity distribution function, which has an average velocity

Vi, j =
(

8koT
πmi, j

)1/2

, (2.2.7)

where ko is the Boltzmann constant and mi, j = mi mj/(mi + mj ) the reduced mass.
Summing over ni and nj , the total number of collisions per unit volume per unit

time between all the molecules of i and j is

Zi, j = πσ 2
i, j ni n j

(
8koT
πmi, j

)1/2

. (2.2.8)
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Figure 2.2.4. Schematic showing the collision volume swept by molecules of diameters σi and σ j

with a relative velocity Vi, j .

Only a fraction of Zi, j involves collisions that are sufficiently energetic to effect a
reaction. The Boltzmann distribution has the property that the number of molecules
n∗ that possess an amount of energy in excess of E∗ is

n∗

n
= e−E∗/RoT. (2.2.9)

Thus if we define

Z∗
i, j = πσ 2

i, j n
∗
i n∗

j

(
8koT
πmi, j

)1/2

(2.2.10)

as the collision frequency involving molecules of i and j having energies in excess of
E∗

i and E∗
j respectively, and set (E∗

i + E∗
j ) to Ea , which is the minimum energy to

effect reaction, we have

Z∗
i, j = Zi, j e−Ea/RoT. (2.2.11)

Identifying

Z∗
i, j = −dni

dt
= −dnj

dt
, (2.2.12)

and noting that ci = ni/Ao, where Ao is Avogadro’s number, 6.022 × 1023, the reaction
rate ω̂i = ω of Eq. (2.1.2) is simply

ω = −dci

dt
= −dc j

dt

= Aoσ 2
i, j

(
8πkoT

mi, j

)1/2

ci c j e−Ea/RoT. (2.2.13)

Comparing Eq. (2.2.13) with the reaction rate expressions given by the law of mass
action, Eq. (2.1.4), and the Arrhenius law, Eq. (2.2.2), we have

ω = A(T)ci c j e−Ea/RoT, (2.2.14)
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with the frequency factor A(T) identified as

A(T) = Aoσ 2
i, j

(
8πkoT

mi, j

)1/2

, (2.2.15)

which is a function of T. We have therefore successfully identified results from the
collision theory with those of the phenomenological law of mass action and the
Arrhenius law, with a temperature-dependent frequency factor characterized by
α = 1/2.

As an example, consider the reaction involving hydrogen iodide, 2HI → H2 + I2,
at T = 600 K (Fowler & Guggenheim 1939). Using σHI = 3.5 × 10−8 cm, mHI �
(127 g/mole)/Ao, ko = 1.38 × 10−16 erg/K, and Ao = 6.02 × 1023/mole, Eq. (2.2.15)
gives A= 5.1 × 1013 cm3/mole-sec. The experimental value is 5.0 × 1013 cm3/mole-
sec. While this close agreement is somewhat fortuitous considering the various as-
sumptions made in the formulation and the difficulty in obtaining kinetic data of high
accuracy, it does illustrate the reasonable predictive capability of this simple theory.

There are, however, experimentally determined frequency factors that are con-
siderably smaller than the values given by Eq. (2.2.15), say, by a factor of 104 to
even 108. Such slow reaction rates cannot be explained by the simple theory just
presented. Mechanistically, the collision and subsequent consummation of reaction
between two molecules involve more than just the transfer of translational energies.
Since polyatomic molecules also possess rotational and vibrational motion, the state
of the molecules is highly nonequilibrium during collision, with active energy transfer
among these various modes of excitation. Furthermore, since the structure of poly-
atomic molecules is not spherically symmetric, the collision efficiency should also
depend on the relative geometrical orientation of the molecules upon collision. For
example, the efficiency in causing dissociation of a diatomic molecule by a colliding
particle obviously depends on whether the collision occurs along or perpendicular
to the line of centers of the atoms. These nonequilibrium and configurational influ-
ences have been accounted for by introducing a steric factor ψ such that the frequency
factor is expressed as

A→ Zψ. (2.2.16)

The steric factor cannot be determined from the simple collision theory.
We shall next present the transition state theory, which has greater capability to

describe the reaction rate, including the effect represented by the steric factor.

2.2.4. Transition State Theory of Reaction Rates
The transition state theory of reaction rates examines the state of the activated
complex and its influence on the reaction rate. First it is recognized that upon collision
between molecules of the reactants with a collision energy in excess of Ea , a highly
energized, unstable molecule called the activated complex is formed. This activated
complex possesses a number of vibrational modes, the bonding of one of which is
particularly weak. Thus during one outward vibration the complex breaks up to form
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two product molecules. The reaction scheme is given by

N∑
i=1

ν ′
i Ri

k1, f
⇀↽
k1,b

R‡ (2.2.17)

R‡ k2→
N∑

i=1

ν ′′
i Pi , (2.2.18)

which respectively represent the forward and backward reactions between the reac-
tants and the complex, and the decomposition of the complex to the product species.
The backward reaction for (2.2.18) is assumed to be slow and therefore does not
need to be included.

If we follow the rate of change of a typical reactant species Ri , then the reaction
rates for Ri and R‡ are respectively given by

dcRi

dt
= −ν ′

i k1, f

N∏
j=1

c
ν ′

j

j + ν ′
i k1,bcR‡ (2.2.19)

dcR‡

dt
= k1, f

N∏
j=1

c
ν ′

j

j − k1,bcR‡ − k2cR‡ . (2.2.20)

The theory makes two assumptions, namely partial equilibrium exists between
the reactants and the activated complex, and the complex is a steady-state species.
Thus invoking the partial equilibrium assumption for reaction (2.2.17) by setting
dcRi /dt = 0 in Eq. (2.2.19), we obtain

cR‡ = K‡
c

N∏
j=1

c
ν ′

j

j , (2.2.21)

where K‡
c is the equilibrium constant of (2.2.17). To apply the steady-state assumption

for R‡, we first add Eqs. (2.2.19) and (2.2.20) to yield

dcRi

dt
+ dcR‡

dt
= −ν ′

i k2cR‡ . (2.2.22)

We then assume that the rate of change of the complex is much smaller than that of
the reactant, dcR‡/dt � dcRi /dt . Consequently Eq. (2.2.22) becomes

dcRi

dt
≈ −ν ′

i k2cR‡ = −ν ′
i k2 K‡

c

N∏
j=1

c
ν ′

j

j , (2.2.23)

which gives the net rate of reaction for cRi . It is important to note that, in accordance
with the earlier discussion on the partial equilibrium assumption, while we have set
dcRi /dt = 0 to obtain Eq. (2.2.21) on the basis of partial equilibrium because it is
much smaller than either the forward or backward reaction rates in Eq. (2.2.19), it
is however still much larger than dcR‡/dt , which is therefore in turn set to zero in
Eq. (2.2.22).
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Thus if we represent the reaction rate of cRi by an overall reaction based on the
reactants Ri ,

dcRi

dt
= −ν ′

i k
N∏

j=1

c
ν ′

j

j , (2.2.24)

then a comparison between Eqs. (2.2.23) and (2.2.24) yields an expression for the
overall reaction rate constant k as

k = k2 K‡
c . (2.2.25)

A simplified expression for k2 can be obtained by noting that for the decay process
we expect the vibrational energy of the particular bond that ruptures is provided by
the translational energy of the two colliding molecules. From quantum theory the
energy associated with a vibrational mode of frequency ν is hoν, where ho is Planck’s
constant. Furthermore, because each molecule has 1

2 koT amount of translational
energy, the two colliding molecules would have a total energy of koT. Thus equating
the vibrational and translational energies we have

ν = koT
ho

, (2.2.26)

which is called the universal frequency factor. If we further assume that rupturing of
the bond occurs rapidly, within a few vibrations, then the vibrational frequency can be
approximately identified as the characteristic decay rate for the activated complex,

k2 ≈ ν. (2.2.27)

Thus Eq. (2.2.25) yields the specific rate constant of the transition state theory as

k =
(

koT
ho

)
K‡

c . (2.2.28)

Equation (2.2.28) can be further developed by relating K‡
c to K‡

p as

K‡
c = K‡

p(RoT)−(1−∑N
i=1 ν ′

i )

= exp

[
−

(
Go‡ −

N∑
i=1

ν ′
i G

o
i

) /
RoT

]
(RoT)−(1−n), (2.2.29)

where Go‡
and Go

i are the Gibbs’ free energies of the activated complex and reactant
i , respectively, and n=

∑N
i=1 ν ′

i is the overall reaction order. Writing 	Go‡ = Go‡ −∑N
i=1 ν ′

i G
o
i and recognizing that

	Go‡ = 	Ho‡ − T	So‡
, (2.2.30)

where 	Ho‡
and 	So‡

are the enthalpy and entropy of activation, respectively,
Eq. (2.2.28) can be written as

k =
(

koT
ho

)
(RoT)n−1 exp

(
	So‡

/Ro
)

exp
(
−	Ho‡

/RoT
)

. (2.2.31)
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Comparing Eq. (2.2.31) with Eq. (2.2.2), which can be expressed as

k = Zψe−Ea/RoT (2.2.32)

through the use of (2.2.16), the activation energy is identified as

Ea = 	Ho‡
, (2.2.33)

which is the change in the heat content between the reactants and the activated
complex. Furthermore, Z and ψ are respectively given by

Z =
(

koT
ho

)
(RoT)n−1 (2.2.34)

ψ = exp
(
	So‡

/Ro
)

. (2.2.35)

The steric factor ψ thus depends on the entropy change in the formation of the
activated complex. Since the change in entropy from translational to vibrational
motion is negative, ψ � 1 and the preexponential factor is reduced.

An evaluation of ψ requires a knowledge of the entropy of the activated complex,
which is generally not available. However, if we assume that the entropy of the
activated complex is close to that of the products, then the change in entropy may
be identified with that between the reactants and the products. Predictions based on
this assumption agree well with the experimental data of those reactions that fail to
conform with the simple collision theory.

2.3. THEORIES OF REACTION RATES: UNIMOLECULAR REACTIONS

In this section, we discuss theories specially developed for unimolecular reaction
rates. A unimolecular reaction describes a chemical process in which a reactant
undergoes an isomerization or decomposition process. The reaction,

R
k→ P, (2.3.1)

indicates such a transformation in terms of R and P. Since the reactant of a uni-
molecular reaction must acquire sufficient energy before the reaction can take place,
it requires intermolecular energy transfer through collision with another molecule.
Consequently, a unimolecular reaction is really second order in nature, exhibiting
a pseudo first-order behavior only under certain conditions. To demonstrate this
behavior, an arbitrary species M is added to the reaction equation, as in

R + M ⇀↽ P + M. (2.3.2)

Unimolecular reactions are of critical importance to combustion. For example, dur-
ing methane ignition the reaction CH4 + M ⇀↽ CH3 + H + M is often the initiation
reaction of radical chain processes. Furthermore, the reverse of a unimolecular de-
composition reaction is precisely a radical-radical or radical-molecule recombination
reaction as mentioned previously, with M being the third body. These recombination
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Figure 2.3.1. Characteristic variation of a unimolacular reaction rate constant with pressure.

reactions tend to slow down the overall reaction process by removing the radicals,
and thus play important roles in combustion.

The specific rate constant of a unimolecular reaction is both temperature and
pressure dependent. Figure 2.3.1 illustrates the variation of kas a function of pressure
at a fixed temperature. It is seen that while k is a constant at high pressures, it falls
off at lower pressures where it becomes proportional to pressure and hence the
total gas molar density, c = p/RoT. That is, with decreasing pressure, reaction (2.3.2)
undergoes transition from first order toward second order. The rate constants at the
two limiting pressures are called the high- and low-pressure limit rate constants, k∞
and ko, respectively. In the following we shall present two theories that describe such
a transition.

2.3.1. Lindemann Theory
The characteristic fall-off behavior of a unimolecular rate constant can be explained
phenomenologically by the Lindemann theory. It states that since stable molecules
cannot spontaneously break up into products in the manner of (2.3.1), the reactant
R must attain sufficient energy to undergo reaction. The process of forming an en-
ergized molecule, R∗, involves collisions between R and another molecule M. The
energized molecule R∗ may undergo a unimolecular reaction to form products, or it
may undergo de-energization by collision with other molecules. These three distinct
processes can be depicted as

R + M
k1, f
⇀↽
k1,b

R∗ + M (2.3.3)

R∗ k2→ P. (2.3.4)

The reaction rates of R and R∗ are respectively given by

dcR

dt
= −k1, f cRcM + k1,bcR∗cM (2.3.5)

dcR∗

dt
= k1, f cRcM − k1,bcR∗cM − k2cR∗ . (2.3.6)
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Note that the reaction system (2.3.3) and (2.3.4) is analogous to that of (2.2.17) and
(2.2.18) for the transition-state theory, except the presence of M is distinguished.

Invoking the steady-state assumption for cR∗ by neglecting dcR∗/dt in Eq. (2.3.6),
that is, by setting dcR∗/dt = 0, we have

cR∗ = k1, f cRcM

k1,bcM + k2
. (2.3.7)

Putting Eq. (2.3.7) into Eq. (2.3.5) and rearranging, we obtain

dcR

dt
= − k2(k1, f /k1,b)

1 + k2/(k1,bcM)
cR, (2.3.8)

such that the rate constant of reaction (2.3.1) can be identified as

k = k2(k1, f /k1,b)
1 + k2/(k1,bcM)

. (2.3.9)

Since any molecule can participate in the de-energization process, and if it is assumed
that only a single collision is needed to de-energize R∗, cM in Eq. (2.3.9) is equal
to the total molar gas density and hence is proportional to the total pressure. If the
collision efficiencies of all species are the same, then cM can be replaced by p through
p = cM RoT. We further note that contrary to the formulation of the transition state
theory, partial equilibrium is not assumed for reaction (2.3.3). In this way the second-
order nature of the reaction can be captured.

Equation (2.3.9) shows that at the high-pressure limit, cM → ∞, and we have

k∞ = k2(k1, f /k1,b), (2.3.10)

which demonstrates that k∞ is independent of pressure. Under this condition, a
unimolecular reaction, (2.3.1), has a reaction order of one. At the low-pressure limit,
cM → 0, and we have

k0 = k1, f cM, (2.3.11)

which shows that k0 is proportional to cM and thus pressure at a given temperature.
Reaction (2.3.1) therefore becomes second order.

Having identified k∞ and k0, the rate constant k can be expressed as

1
k

= 1
k∞

+ 1
k0

. (2.3.12)

A useful parameter indicating the pressure range over which the transition between
the low- and high-pressure limits is most prominent is the transition pressure, p1/2,
at which k/k∞ = 1/2, or equivalently k0(p) = k∞. From Eqs. (2.3.11) and (2.3.12) we
have

p1/2 ∼ cM,1/2 = k∞
k1, f

. (2.3.13)
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The Lindemann theory qualitatively explains the variation of unimolecular reac-
tion rate constant as a function of pressure. Specifically, Eq. (2.3.12) shows that 1/k
varies linearly with 1/k0 such that a plot of 1/k versus 1/cM should yield a straight
line in the low-pressure limit. However, experiments showed that such a plot yields
a nonlinear relationship. Furthermore, the experimental p1/2 can be several orders
smaller than the calculated value obtained by using the experimental k∞ and the
collision theory to estimate the k1, f (Robinson & Holbrook 1972), indicating that
k1, f is actually faster. This would lead to a larger value of k0 at a lower cM according to
Eq. (2.3.11), which in turn facilitates k → k∞ as shown in Eq. (2.3.12). These weak-
nesses are addressed by higher order theories to be discussed next.

2.3.2. Rice–Ramsperger–Kassel (RRK) Theory
The Lindemann mechanism has been further developed by Hinshelwood, Slater,
Rice, Ramsperger, and Kassel, attaining a physically satisfactory formulation through
the RRK theory (Robinson & Holbrook 1972; Pilling & Seakins 1995). This theory
incorporates two major improvements. First, the Lindemann theory considers only
the relative kinetic energy along the line of centers in effecting reaction upon colli-
sion, and hence does not account for the additional internal energy, E, the colliding
molecules possess through the vibrational modes of excitation. Inclusion of this ad-
ditional source of energy, which also implies that all the rate constants should be
functions of E, is expected to significantly increase the rate of activation upon colli-
sion. Hinshelwood has thus extended the analysis to a hypothetical molecule with s
equivalent harmonic oscillators with the same frequency ν, and found that the total
rate of activation is modified from the result of hard-sphere collision by the factor
(E0/koT)s−1/(s − 1)!, where E0 is the internal energy of the molecule and can be
approximately considered to be the energy needed for activation (see Figure 2.2.1).
Since E0 � koT, this factor is much larger than unity and as such leads to an in-
creased theoretical values for k1, f . This then largely resolves the major weakness of
the Lindemann theory. Further developments along this direction through the RRK
theory have included the internal energy in the decomposition rate of R∗ → P.

The second improvement recognizes that since the energized molecules have a
distribution of internal energies, their contribution should be appropriately weighted
and summed. In particular, recognizing that k1, f /k1,b is just the equilibrium constant
for reaction (2.3.3), and since k1,b is basically not energy dependent, we can define a
distribution function f (E) such that f (E)dE is the number of molecules of R having
an energy between E and E + dE, and is given by

dk1, f

k1,b
= f (E)dE. (2.3.14)

Thus we can express Eq. (2.3.9) in differential form as

dk(E) = k2(E) f (E)
1 + k2(E)/[k1,b(E)cM]

dE, (2.3.15)
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which upon integration over the energy range from E0, the minimum energy that can
lead to reaction, to infinity,

k =
∫ ∞

E0

k2(E) f (E)
1 + k2(E)/[k1,b(E)cM]

dE, (2.3.16)

yields the specific rate constant, k. Its high- and low-pressure limits are

k∞ =
∫ ∞

E0

k2(E) f (E)dE, k0 = cM

∫ ∞

E0

k1,b(E) f (E)dE, (2.3.17)

which are the generalized expressions for Eqs. (2.3.10) and (2.3.11) respectively.
The RRK theory has been further developed to the Quantum–Rice–Ramsperger–

Kassel (QRRK) theory, and the Rice–Ramsperger–Kassel–Marcus (RRKM) theory,
in which the energy levels are quantized. With subsequent developments (Troe 1979;
Troe 1983; Gilbert et al. 1983; Dean 1985; Gilbert & Smith 1990), the fall-off beha-
vior for some simple unimolecular reactions is now generally predictive. However,
an accurate evaluation of k2(E), and thus the unimolecular reaction rate constant,
requires accurate knowledge of the microscopic properties of the reactant and the
energized molecule. These properties include the chemical structure, the potential
energy surface, the vibrational frequencies, and moments of inertia. It is still a chal-
lenging goal to predict these properties accurately. In practice, these theories are used
mainly for extrapolation of available experimental data to the entire temperature
and pressure domain.

2.3.3. Representation of Unimolecular Reaction Rate Constants
In the previous discussion, we have shown why a unimolecular reaction rate constant
is dependent on pressure. We shall now introduce a simple formula to represent the
pressure dependence of the rate constant. Since the rate constants of many unimolec-
ular reactions critical to combustion are in the pressure fall-off region, an effective
representation of such rate constants is an important element of combustion kinetics.

The most widely used representation of unimolecular reaction rate constant is
Troe’s fall-off formula (Troe 1983), which is an extension of Lindemann’s treatment.
Troe’s treatment corrects the Lindemann fall-off by a pressure-dependent factor
called the broadening factor F . Specifically, Eq. (2.3.12) is modified to the form

k(T, p) =
[

1
k0(T, p)

+ 1
k∞(T)

]−1

F(T, p). (2.3.18)

It is usually sufficiently accurate to express k∞(T) and k0/cM by the Arrhenius ex-
pression (2.2.2) or the modified Arrhenius expression (2.2.3). However, there is little
theoretical development for the broadening factor F(T, p). In practice, F is usually
expressed empirically as

log10 F(T, p) = log10 Fc(T)

1 +
{

log10[k0(T,p)/k∞(T)]+c
N−d{log10[k0(T,p)/k∞(T)]+c}

}2 , (2.3.19)
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where c, N, and d are empirical expressions or constants

c = −0.4 − 0.67 log10 Fc(T)

N = 0.75 − 1.27 log10 Fc(T)

d = 0.14,

and Fc is called the central broadening factor, defined as Fc = 2kk0/k∞=1/k∞ and, in
practice, fitted empirically as a function of temperature

Fc(T) = (1 − a)e−T/T∗∗∗ + ae−T/T∗ + e−T∗∗/T.

In the above equation, a, T∗∗∗, T∗, and T∗∗ are fitting parameters.

2.3.4. Chemically Activated Reactions
We have shown that an isolated molecule cannot undergo chemical transformation
on its own. It must attain sufficient energy by collision with other molecules, and only
then can the energized molecule undergo reaction, via its activated state, leading to
products. This collisional activation process is called thermal energization because
the reactant molecule is not chemically changed upon collision, which only imparts
a certain amount of energy to it. There is another type of activation process, called
chemical activation, through which a chemical transformation occurs when an ener-
gized molecule is produced. Consider the following reaction scheme:

A + B
k1, f
⇀↽
k1,b

(AB)∗ k2→ C + D

+
M (2.3.20)

k3 ↓
(AB)

In the above scheme, the “hot” (AB)∗ molecule is produced through the chemical
combination of A and B, and possesses their combined translational, rotational, and
vibrational energies. Additionally, if A + B → (AB)∗ is exothermic, the reaction heat
is also transformed into the vibrational energy in (AB)∗. This “hot” molecule may
dissociate into C + D, or it may decompose back to A + B, or it may be stabilized to
(AB) by collision with a third molecule, M. The net bimolecular process,

A + B
k→ C + D, (2.3.21)

is called a chemically activated reaction.
The dynamics of a chemically activated reaction can be described satisfactorily by

the transition state theory if the lifetime of (AB)∗ is short. That is, the decomposition
of (AB)∗ into C + D is much faster than the characteristic time scale of collision
stabilization, (AB)∗ + M → (AB) + M. However, this is usually not the case when
medium or large molecules are involved. An alternate treatment, based on unimolec-
ular reaction theories, is devised to describe the rate of this type of reactions.
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It is first noted that even though a chemically energized molecule (AB)∗ acquires
energy differently from a thermally energized molecule, their physical natures are
the same. Thus the dynamics of a chemically activated reaction can be treated by
unimolecular reaction rate theories. In doing so, we assume that the concentrations
of C and D are sufficiently low such that the production of (AB)∗ from C + D is
negligible. Following the Lindemann analysis, we write the reaction rates for the
production of (AB)∗, C, and D as

dc(AB)∗

dt
= k1, f cAcB − (k1,b + k2 + k3cM)c(AB)∗ (2.3.22)

dcC

dt
= dcD

dt
= k2c(AB)∗ . (2.3.23)

Invoking the steady-state assumption by setting dc(AB)∗/dt = 0, we have

c(AB)∗ = k1, f

k1,b + k2 + k3cM
cAcB. (2.3.24)

Putting Eq. (2.3.24) into Eq. (2.3.23), we obtain

dcC

dt
= dcD

dt
= k2k1, f

k1,b + k2 + k3cM
cAcB, (2.3.25)

which yields the rate constant for reaction (2.3.21) as

k = k2k1, f

k1,b + k2 + k3cM
. (2.3.26)

If we assume that (AB)∗ can be stabilized by a single collision with M, k3 is then the
collision frequency factor between (AB)∗ and M,

k3 = πσ 2
(AB)∗, M

(
8koT

πm(AB)∗, M

)1/2

. (2.3.27)

Furthermore, if the breakup of (AB)∗ to C and D occurs within one molecular
vibration, then k2 is given by

k2 = koT
ho

. (2.3.28)

An important consequence of the above derivation is that Eq. (2.3.26) contains
the molar density term, cM, which is directly proportional to the system pressure. The
rate constant k of an apparent second-order bimolecular reaction is now pressure
dependent. Furthermore, as cM → ∞, Eq. (2.3.26) becomes

k = k2k1, f

k3cM
. (2.3.29)

Consequently the rate constant is inversely proportional to pressure and the net
reaction is first order. However, at the low pressure limit where cM → 0, the k3cM

term in Eq. (2.3.26) becomes insignificant. Then the rate constant is independent of
pressure and the net reaction is second order. Extension of Eq. (2.3.26) to include
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the dependence on internal energy in the manner of the RRK theory can be readily
conducted.

Chemically activated reactions are usually encountered for medium- to large-size
reactants. For example, the important methyl self-reaction

CH3 + CH3 → C2H6

→ C2H5 + H,

and the CO oxidation reaction

CO + OH → HOCO

→ CO2 + H

belong to this class of reactions. The existence of these reactions adds yet another
dimension of difficulty in the identification of elementary reaction steps and the
determination of their rate constants.

2.4. CHAIN REACTION MECHANISMS

In most reaction mechanisms there are present small concentrations of highly reactive
intermediate species that participate and are regenerated in a sequence of reactions.
It is through the participation of these species, called the chain carriers, that the
reactants are converted to the products. Chain reactions can be further classified into
straight-chain and branched-chain reactions, which are now separately discussed.

2.4.1. Straight-Chain Reactions: The Hydrogen–Halogen System
We consider straight-chain reactions via the example of the hydrogen–halogen sys-
tem, which has a direct reaction path of

H2 + X2
k0→ 2HX, (X0)

with a production rate of HX given by

d[HX]
dt

= 2k0[H2][X2], (2.4.1)

where X2 is the halogen molecule F2, Cl2, Br2, or I2. It has been found, however, that
the reaction between H2 and X2 to produce HX actually follows a more complex
scheme consisting of the following five major steps:

X2 + M
k1, f→ X + X + M Chain initiation (X1f )

X + H2
k2, f→ HX + H Chain carrying (X2f )

H + X2
k3, f→ HX + X Chain carrying (X3f )

X + X + M
k1,b→ X2 + M Chain termination (X1b)

H + HX
k2,b→ X + H2 Chain carrying. (X2b)
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In designating the specific elementary reactions of a halogen, X2, we have adopted
the practice of prefixing the reaction number of a reaction mechanism by a symbol
for the distinguishing reactant. For example, we shall use H for reactions involved
in hydrogen oxidation, M for methane oxidation, C2 for the C2 hydrocarbon species,
and so on. This provides a measure of consistency in subsequent discussions.

In the above halogen–hydrogen mechanism, reaction (X1f ) is the chain initiation
step through which a halogen molecule is dissociated into two halogen atoms. Once
some X is formed through (X1f ), the production of HX is effected by reactions
(X2f ) and (X3f ) through the reaction intermediates, also called chain carriers, H
and X. These reactions are called chain-carrying steps because in each of them the
destruction of one chain carrier leads to the creation of a new chain carrier such that
the number of chain carriers in each step remains unchanged. These two reactions
form a closed sequence in that at the end of the reaction sequence, (X3f ), a new X is
produced that can start the process all over again from (X2f ). Indeed, the net result
of (X2f ) and (X3f ) is the same as that of the direct path (X0).

Reactions (X1b) and (X2b) are simply the backward reactions of (X1f ) and (X2f )
respectively. Reaction (X1b) is a chain-termination step in which two X atoms re-
combine through collision with the third body M. Reaction (X2b) is a chain-carrying
step, although it is inhibitive to the net production rate of HX. The backward reaction
of (X3f ) is highly endothermic and therefore not important.

The rates of concentration variation of the five components are given by

d[H2]
dt

= −k2, f [X][H2] + k2,b[H][HX] (2.4.2)

d[X2]
dt

= −k1, f [X2][M] − k3, f [H][X2] + k1,b[X]2[M] (2.4.3)

d[H]
dt

= k2, f [X][H2] − k3, f [H][X2] − k2,b[H][HX] (2.4.4)

d[X]
dt

= 2k1, f [X2][M] − k2, f [X][H2] + k3, f [H][X2]

+ k2,b[H][HX] − 2k1,b[X]2[M] (2.4.5)

d[HX]
dt

= k2, f [X][H2] + k3, f [H][X2] − k2,b[H][HX]. (2.4.6)

Invoking the steady-state assumption by setting

d[H]
dt

= 0 and
d[X]

dt
= 0 (2.4.7)

in Eqs. (2.4.4) and (2.4.5), solving for [H] and [X], and substituting them into
Eq. (2.4.6) yields

d[HX]
dt

= 2k2, f (k1, f /k1,b)1/2[H2][X2]1/2

1 + (k2,b/k3, f )[HX]/[X2]
. (2.4.8)
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Table 2.1. Heats of reaction of the various reaction steps for the halogen–hydrogen
systems at 300 K in kcal/mole

Reaction F Cl Br I

H2 + X2 → 2HX (X0) −129.7 −44.0 −17.4 −2.8
X2 + M → X + X + M (X1f ) 37.8 57.8 53.6 36.4
X + H2 → HX + H (X2f ) −31.6 1.2 16.7 32.5
H + X2 → HX + X (X3f ) −98.1 −45.2 −34.1 −35.3

Comparing Eq. (2.4.8) with Eq. (2.4.1) for the direct path reaction (X0), it is seen
that these two rate expressions are quite different. For example, while these rates still
depend on [H2] to the first power, the dependence on [X2] is more involved for the
chain mechanism. The chain mechanism also correctly predicts the inhibitive effect
of increasing product concentration on its own production rate, in that d[HX]/dt
varies inversely with [HX].

We next discuss the influence of the heats of reaction of the individual steps, shown
in Table 2.1, on their relative efficiencies in the chain process. This also explains the
differences in the observed behavior of the various halogens.

First we note that for all the halogens the net heat change, represented by the first
equation in Table 2.1, is exothermic. Thus halogen–hydrogen reactions are basically
self-sustaining. The intensity of the reactions, however, varies significantly from the
highly exothermic, violent HF system to the weakly exothermic, mild HI system.

The initiation reactions for all halogens, (X1f ), are endothermic. Therefore the
halogen–hydrogen reactions are not spontaneous and an ignition stimulus is needed.
We also note that the heats of initiation reactions are much smaller than the value of
104.2 kcal required to dissociate H2 to two H through H2 + M → 2H + M. Therefore
initiation of the chain cycle is favored by first dissociating X2 and going through the
chain-carrying steps (X2f ) and (X3f ), instead of first producing H from H2 and then
going through the chain-carrying steps (X3f ) and (X2f ).

Specializing to the individual halogens, we see that both of the basic chain-carrying
F–H2 and H–F2 steps of the F2–H2 system are highly exothermic, implying that
the overall reaction should proceed rapidly even though its initiation reaction is
endothermic by 37.8 kcal/mole. For the chlorine case the Cl–H2 reaction is slightly
endothermic. Thus while Cl2–H2 mixtures are stable in the dark, they become reactive
in the presence of light. In the case of bromine, the overall reaction intensity is
further weakened because of the moderate endothermicity of the Br–H2 reaction.
The H–Br2 recombination reaction is however sufficiently exothermic to make it an
important step in the overall chain mechanism. Finally, for the case of iodine, the
endothermicity of the I–H2 step not only is very high but is also about the same value
as the exothermicity of the H–I2 step. Thus the chain mechanism is not favored and
the direct, bimolecular H2–I2 reaction is the observed one.

2.4.2. Branched-Chain Reactions
In straight-chain reactions there is no net production of chain carries for each cycle
of reactions. There are, however, reactions in which there is a net generation of chain
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carriers. This leads to an extremely rapid rate of the overall reaction, which may
eventually culminate into an explosion. A well-known example is the chain cycle in
the hydrogen–oxygen reaction scheme,

H + O2 → OH + O Chain branching (H1)

O + H2 → OH + H Chain branching (H2)

OH + H2 → H2O + H Chain carrying. (H3)

In this reaction sequence the O and H atoms and the OH radical are the chain
carriers. It is seen that in each of (H1) and (H2) the presence of one chain carrier
as a reactant results in two chain carriers. Therefore they are called chain-branching
steps. The net reaction of the chain cycle (H1) to (H3) is

3H2 + O2 → 2H2O + 2H,

which shows that two H atoms are generated per cycle. It should also be noted that
since the chemical reactivities of different chain carriers are necessarily different, the
net reactivity of, say, a chain-carrying reaction can be either weakened or strength-
ened through the exchange of chain carries of different reactivities. A well-known
example is the reaction

H + O2 + M → HO2 + M (H9)

considered previously in which a very active carrier H is consumed, producing a very
inactive carrier HO2. Thus under certain situations (H9) is considered to be termi-
nating instead of carrying. Another example, with a milder weakening of reactivity,
is the reaction CH4 + H → CH3 + H2, in which the reactive H atom is exchanged
for the less reactive radical CH3.

The general behavior of an explosive mixture in response to changes in pressure
and temperature can be illustrated by using the following representative scheme
(Strehlow 1984):

nR
k1→ C Initiation (2.4.9)

R + C
k2→ aC + P Chain-branching cycle (2.4.10)

C + R + R
kg→ P Gas termination (2.4.11)

C
kw→ P Surface termination. (2.4.12)

In the above C is the chain carrier, a > 1 is the multiplication factor in the chain-
branching cycle, and P represents the stable products formed through the respective
reactions. The gas termination reaction is a three-body process while that of surface
termination is a one-body process. The rate of production of C is then given by

d[C]
dt

= k1[R]n + (a − 1)k2[R][C] − kg[R]2[C] − kw[C], (2.4.13)

which can be rearranged to show

d[C]
dt

= k1[R]n + k2[R](a − ac)[C], (2.4.14)
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where

ac = 1 + kg[R]2 + kw

k2[R]
. (2.4.15)

Equation (2.4.14) shows that [C] varies exponentially with time, growing for
(a − ac) > 0 and decaying otherwise. Consequently the condition for the occurrence
of branched-chain explosion corresponds to the situation of

a ≥ ac, (2.4.16)

where ac is the critical multiplication factor at which the mixture becomes explosive.
Equations (2.4.15) and (2.4.16) show that explosion is favored for small ac, which

corresponds to situations of fast chain-branching reactions (large k2) and/or slow
chain-termination reactions (small kg and kw), as is physically reasonable. Further-
more, since [R] is proportional to the system pressure p, we have

ac → 1 + kw

k2[R]
→ ∞, as p → 0,

ac → 1 + kg[R]
k2

→ ∞, as p → ∞,

(2.4.17)

which shows that explosion is not possible at either very low or very high pressures.
The reason is that as the gas density decreases with p → 0, the chain cycle becomes
less efficient because it requires the collision between two molecules. The wall termi-
nation reaction, however, depends only on the concentration of the chain carrier and
therefore becomes more efficient. The net effect is the tendency to inhibit explosion.
Similarly, as p → ∞, the increase in density favors the three-body gas termination re-
action as compared to the two-body chain-branching reaction, hence again inhibiting
explosion.

Since the creation of chain carriers requires energy, the chain-branching reaction is
endothermic and is more sensitive to temperature variation in that it is characterized
by a large activation energy. On the other hand, the gas and wall termination reactions
are not temperature sensitive, implying that kg and kw are nearly constants and
therefore the associated activation energies can be taken to be identically zero. Thus
with increasing temperature, ac decreases and the gas becomes more explosive. We
again note that the termination reactions are highly exothermic because of the release
of energy from the activated radicals.

The above behavior is represented by a C-shaped explosion limit curve shown in
Figure 2.4.1. It demonstrates that, at a given temperature, continuously increasing
the pressure of an initially nonexplosive gas will cause it to become first explosive
and then nonexplosive again. Increasing temperature widens the range of explosivity.
In Chapter 3 we shall show that, for the hydrogen–oxygen system, the mixture will
become explosive again due to the reactivation of HO2.

The chain ignition mechanism discussed here is somewhat different from the ther-
mal ignition process to be studied in a later topic. Presently the requirement for
ignition is the presence of some chain carriers that multiply through the branched-
chain steps, leading to an explosive acceleration of the overall reaction rate. For
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Figure 2.4.1. C-shaped pressure–temperature explosion limits due to chain mechanisms and wall
termination.

the thermal ignition mechanism a critical mass of the reactive mixture has to be
heated to a sufficiently high temperature such that the rate of chemical heat gener-
ation exceeds that of heat loss through various transport mechanisms. The net heat
accumulated further enhances the reaction rate and eventually leads to a thermal
runaway situation. We do note, however, that the chain and thermal mechanisms are
usually related in that the creation of chain carriers through the endothermic chain-
branching reactions requires energy and therefore the presence of heating. Further-
more, the rapid increase in the radical concentration will lead to the initiation of
some highly exothermic, chain-terminating reactions and hence the eventual ther-
mal runaway.

2.4.3. Flame Inhibitors
Flame inhibitors are most commonly used as extinguishing agents. Of these, the most
effective are the halogenated species that inhibit the highly explosive, branched-chain
H2–O2 reactions (H1)–(H3) by catalyzing the recombination of hydrogen atoms into
relatively nonreactive radicals and molecules. This reduces the available radical pool
and lowers the overall rate of chain branching. The inhibition reactions are primarily
(X3f ) and (X2b), through which the H atoms are deactivated by forming the H2 and
HX molecules and the less active X radicals.

The halogen radical initially may be present in the form of a halogen acid (e.g.,
HI, HBr, HCl) or a halogenated hydrocarbon (e.g., CH3Br). Several halogen atoms
can also be associated with one carbon atom forming, say, CF3Br. Dissociation of the
halogens from the carrier atoms (carbon or hydrogen) is much easier and therefore
has a much greater rate than hydrogen atom abstraction from the carbon atoms. This
can be demonstrated by comparing the bond energies of carbon–halogen to that of
carbon–hydrogen:

Species Bond energy (kcal/mole)
H3C–H 104
H3C–Cl 84
H3C–Br 70
H3C–I 56

The relative ease of iodine abstraction makes it the most effective inhibitor listed.
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When the inhibitor is a halogenated hydrocarbon, the fuel content of the inhibitor
molecule can also affect its efficiency. For example, addition of CH3X to lean flames
will provide more fuel in the form of CH3, which tends to increase the flame temper-
ature and hence the reaction rate, while at the same time the halogen radical tends
to reduce the reaction rate. In rich mixtures both effects tend to reduce the reaction
rate.

In the case of CF3Br, both F and Br can serve as the inhibiting radical and therefore
the molecule is an effective inhibitor. However, while inhibition through Br basically
follows reactions (X3f ) and (X2b), the hydroflouric acid (HF) produced through
the reaction between F and H is virtually chemically inert due to its very high bond
energy (140 kcal/mole). Thus HF does not participate in the recombination reaction
(X2b). Nevertheless, since the formation of HF still removes a hydrogen atom from
the radical pool, and since CF3Br has a large heat capacity, which tends to lower the
mixture’s flame temperature, it is still an effective inhibitor.

2.5. EXPERIMENTAL AND COMPUTATIONAL TECHNIQUES

In order to characterize the gross properties and detailed reaction steps of a given
fuel–air mixture, various experimental techniques have been developed and are
briefly discussed in the following.

Rapid Compression Machines: Here the fuel–air mixture is initially contained in a
cylindrical or square chamber with a piston forming one of the end walls. At time = 0
the piston is impulsively driven into the chamber and is locked at a preset location.
Thus the mixture is instantaneously heated and compressed to high temperature and
pressure. By using this technique one can determine whether a mixture at a given
temperature and pressure is ignitable, and the associated ignition delay if ignition
does occur. The temporal variation of the supposedly uniform mixture, temperature,
and composition can also be studied using various probing and sampling techniques.

Turbulent Flow Reactors: In a flow reactor small amounts of fuel and oxidizer are
rapidly mixed with and heated by a hot, inert flow as the highly diluted reacting
mixture flows steadily along a tube. The flow in the tube is turbulent such that the
flow velocity is relatively uniform over the tube’s cross-section. The tube is heated to
maintain isothermicity. The gas is probed and sampled along the flow to determine
the stable species during the course of reaction.

This technique is useful for the study of pyrolytic and oxidative reactions in the
1,000–1,500 K range. The reaction zone can be spread out to about one meter in length
using relatively low subsonic flows such that reactions with characteristic times as
short as 3 msec can be studied. The main drawback of the plug flow reactor technique
is the time needed to mix the reactants with the hot inert carrier gas, which renders
uncertain the initial time for the reaction to commence.

Shock Tubes: In a shock tube a diaphragm initially separates a high and a low pressure
region. By instantaneously bursting the diaphragm a shock wave is generated which
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propagates into the low pressure region. Thus if the low pressure region consists
of the reactants, then upon passage of the shock wave they are instantly heated
and pressurized to high values. Further heating and pressurization can be achieved
by working with the stagnant region behind the reflected shock. The advantages
of this technique are the instantaneous nature of heating and the achievable high
temperature, up to 5,000 K. The available time for reaction is limited by the arrival
of the rarefaction waves behind the contact surface.

Well-Stirred Reactors (WSR): In a well-stirred, or perfectly stirred, reactor such as the
Longwell jet-stirred reactor (Longwell & Weiss 1955), reactants are centrally injected
into a spherical chamber with a high injection velocity through a perforated tube.
These reactants then burn intensely and the products exit through ports at the outer
wall of the chamber. Thus by assuming that mixing is instant such that conditions
are uniform within the chamber, and by controlling the flow rate of the mixture and
thereby the residence time of the reaction, the reaction intensity of such a uniform
mixture can be controlled. An overall reaction rate can be determined by measuring
the temperature within the chamber and the concentrations of the products. The
states of ignition and extinction, when the reacting mixture is subjected to different
flow rates, can also be determined.

Laminar Flames: The technique basically involves establishing a stationary premixed
or nonpremixed flame and spatially probing the temperature and reactant concen-
tration profiles. The thickness of the flame can be stretched by conducting the ex-
periment under low pressures so that finer resolution can be achieved. Unlike the
previous technique in which the reactions take place in homogeneous media, in a
flame environment steep temperature and concentration gradients exist. The signifi-
cant temperature change across a flame implies a corresponding shift in the dominant
temperature-sensitive reactions. Furthermore, the progress of reactions is intimately
coupled to species diffusion, which can bring radicals produced in, say, the high tem-
perature region of the flame to a low temperature region, thereby facilitating the
reactions there. Obviously these effects must be accounted for and “subtracted out”
before the chemical information can be identified.

Strictly speaking, compared to the homogeneous systems, laminar flames are not
considered to be chemically clean and well-defined for kinetics studies. They are, how-
ever, useful as validation checks in that, assuming the transport aspects of the flame
are accurately described, any chemical reaction mechanism which cannot reproduce
the structure and global response of a flame under diverse conditions obviously is
deficient in some aspects.

PROBLEMS

1. For the direct hydrogen–iodine reaction

H2 + I2

kf
⇀↽
kb

2HI
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show that

[H2] = [I2] = c0 − 1
2 [HI]

for a mixture whose concentrations at time t = 0 are [H2] = [I2] = c0 and [HI] =
0. Then show that the instantaneous concentration of HI is given by

[HI] = 2c0{exp(4c0
√

kf kbt) − 1}
(2

√
kb/kf − 1) + (2

√
kb/kf + 1) exp(4c0

√
kf kbt)

.

2. Consider the following chain reaction process in the production of NO and NO2:

NO2
k1→

hov
NO + O

O + O2 + M
k2→ O3 + M

NO + O3
k3→ NO2 + O2.

By using the steady-state assumption, show that the concentration of ozone,
a major component of the photochemical smog, is determined by the ratio of
[NO2] to [NO].

3. Consider the mechanism for hydrogen and chlorine:

Cl2 + M → Cl + Cl + M, (R1)

Cl + H2 → HCl + H, (R2)

H + Cl2 → HCl + Cl, (R3)

Cl + Cl + M → Cl2 + M. (R4)

(a) With appropriate steady-state assumptions, show that

d[HCl]
dt

= 2k2

√
k1

k4
[Cl2]0.5 [H2] .

(b) If NCl3 is added to the mixture as an inhibitor, the following reaction needs
to be considered:

NCl3 + Cl → NCl2 + Cl2. (R5)

What is the rate expression in the limit of fast and slow rates of this reaction?

4. Consider the Lindemann mechanism for the following association reactions:

A + B
ka
⇀↽
kd

C∗

C∗ + M
ks→ C + M,

where

dC
dt

= ka[A][B].

Derive the association rate constant, ka , in the low and high pressure limits using
the steady-state assumption for C∗.



P1: JZP
0521870526c02 CUFX045/Law Printer: cupusbw 0 521 87052 6 July 19, 2006 15:28

Problems 83

5. NH3 is used as an agent for NO reduction in the temperature range of about
1,000 K. The mechanism for NO reduction by NH3 contains the following reac-
tion steps:

NH3 + OH → NH2 + H2O (R1)

NH2 + NO → N2 + H + OH (R2)

NH2 + NO → N2 + H2O (R3)

H + O2 → O + OH (R4)

O + H2O → OH + OH. (R5)

Show that the above process runs away when the (branching) ratio of the rate of
the branching reaction (R2) over that of the termination reaction (R3) exceeds
the critical value of 1

3 . Assume that NH2, H, and O are in steady state.
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3 Oxidation Mechanisms of Fuels

In Chapter 2 we introduced the principles of the chemical kinetics of gas-phase
reactions. In particular, we discussed the fundamental dependence of reaction rates
on temperature, pressure, and reactant concentrations. We studied the concept of
multistep reactions, and then categorized the reaction mechanisms and showed how
they can affect the reaction rate in qualitatively different manners.

In this chapter, we discuss the oxidation mechanisms of specific fuel systems in-
volving hydrogen, carbon monoxide, and various hydrocarbons. The formation of
pollutants will also be covered. In particular, the reaction pathways leading to fuel
consumption, the formation and destruction of intermediate species, and the final
product formation are discussed in a qualitative manner. We shall see that numer-
ous elementary chemical reactions are involved in the conversion of reactants to
products, and that even for a given fuel these reactions often play different roles
in different combustion environments. The intricate paths followed by hydrocarbon
oxidation illustrate the complexity of chemical kinetics in combustion. Nevertheless,
in spite of such apparent complexity, we shall also show that there appears to be
only a finite number of reactions that exert significant influence in a combustion
process, providing the possibility that the reaction mechanisms of fuel oxidation can
be largely understood.

While most of our discussion will be conducted in a general manner, frequently
it is necessary to discuss systems with specific fuels and combustion intermediate
species. Therefore, in Section 3.1 we introduce the nomenclature and properties of
common fuels and some of the important species that are involved in their oxidation.
In Section 3.2 we study the oxidation mechanisms of hydrogen and carbon monox-
ide. This is followed by discussion of the high-temperature oxidation mechanisms
of methane in Section 3.3, C2 hydrocarbons in Section 3.4, alcohols in Section 3.5,
higher aliphatic hydrocarbons in Section 3.6, and aromatics in Section 3.7. Hydro-
carbon oxidation at low to intermediate temperatures is discussed in Section 3.8. In
Section 3.9, we study the chemistry of pollutant formation. In Sections 3.10–3.12, we
discuss the approaches toward reducing a large reaction mechanism to smaller ones
suitable for further analytical and computational studies.

84
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Further coverage on fuels chemistry can be found in Lewis and von Elbe (1987),
Glassman (1996), Miller (1996), Lindstedt (1998), Gardiner (1999), Warnatz, Maas,
and Dibble (2001), Simmie (2003), and Miller, Pilling, and Troe (2005).

3.1. PRACTICAL FUELS

Fuels can be classified according to their physical states under normal conditions.
Representative components of gaseous fuels are hydrogen (H2), carbon monoxide
(CO), and the light hydrocarbons (HC). Liquid fuels are usually the heavier hy-
drocarbons and alcohols, and solid fuels include carbon, coal, wood, metals, solid
propellants, and so on. Among all materials that can be used as fuel, hydrocarbons
make up the bulk of the fuel supply simply because the complete oxidation of a
hydrocarbon is usually accompanied by an appreciable amount of heat release. For
example, the stoichiometric oxidation of one ----CH2---- group in a typical aliphatic
fuel molecule,

----CH2---- + 1.5O2 → H2O + CO2,

releases about 156 kcal amount of heat per mole of CH2 consumed. The extent
of exothermicity represents one of the highest energy densities in the discipline of
chemistry.

As we discussed in Chapter 2, the conversion of a hydrocarbon fuel to products
during combustion is rarely achieved in one step. Instead, it takes place through
many stages of reaction, during which a variety of intermediates are produced. Some
of them are radicals (e.g., H, O, and OH), which are extremely reactive due to the
presence of unpaired electrons, and are short-lived during combustion. To under-
stand the mechanism of hydrocarbon oxidation, it is necessary to first introduce the
nomenclature and molecular structures of some of the important hydrocarbon fuels
and the intermediates during their combustion.

Alkanes (Paraffins): The molecules have open-chain, single-bond, saturated struc-
tures with the general chemical formula CmH2m+2. The smallest alkane compound is
methane (CH4), which is the major component of natural gas.

Alkanes can be further classified as normal alkanes with a straight-chain structure
(e.g., n-butane) and iso-alkanes with one or more branched chains (e.g., i-butane,
and 2,2,4-trimethylpentane, also known as iso-octane, which is a desirable gasoline
fuel for its anti-knock property).

C C

H

H

H

C

HM

H H

HH C C C C

H

H

H

H

H

H

H

H

H

n-butane i-butane



P1: JZP
0521870526c03 CUFX045/Law Printer: cupusbw 0 521 87052 6 July 19, 2006 16:14

86 Oxidation Mechanisms of Fuels

C C

H

H

H

C C C

HHM

M H M

H

H

H

C HH

H

M :

methyl group2,2,4-trimethylpentane

The molecular structures shown above indicate only the bonding structures of the
molecules. They do not, however, reflect their true, three-dimensional geometric
structure. In fact, the carbon atoms in an aliphatic compound are not connected in
a linear fashion, but are zigzagged, with a C----C----C angle of about 109 degrees. The
C----C bonds in an aliphatic compound can rotate nearly freely, allowing for a cyclic
structure to exist.

An alkyl radical is produced by breaking a C----H bond in an alkane molecule.
For example, the methyl radical shown above is derived from breaking one C----H
bond in methane. Because the reactivity of a radical species depends on where the
unpaired electron is in a molecule, it is necessary to distinguish the radical isomers.
For example, two isomers can be derived from n-butane, that is, 1-butyl and 2-butyl,

H C C C C 

H

H

H

H

H

H

H

H

C C

H

H

H

C

HH

H

C

H

H

H

1-butyl 2-butyl

where the dot specifies the position of the unpaired electron, with the numerical
number before the compound name indicating this position closest to the end of the
chain. With the increase in the molecular size of the parent alkane, and depending on
the number of branched chains, the number of possible radical isomers can increase
rapidly. The alkyl radicals are of great importance in the oxidation process of alkanes.

Cycloalkanes (Cyclanes): These are single-bond, saturated, ring structured com-
pounds with the general formula CmH2m (e.g., cyclopropane and cyclohexane). The
cyclanes are almost as reactive as the linear alkanes. Large compounds, say those
larger than C10, are unstable and do not exist naturally.

C

C C

H H

HH

HH

H2C

H2C
C
H2

CH2

CH2

H2
C

cyclopropane cyclohexane
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Alkenes (Olefins): The molecules have open-chain structures with one double, C--------C,
bond, and with the general chemical formula CmH2m. The simplest olefin compounds
include, for example, ethene, which is commonly called ethylene,

C C

H

H

H

H

ethene

and the butene isomers,

H C C C

H

H

H

H

C

H

H

H

C C

H

H

H

C

HH

C

H

H

H

1-butene 2-butene

Unlike a single C----C bond, a double C--------C bond is rigid and does not allow rota-
tion about the bond. Consequently, the double-bonded C atoms form a rigid planar
structure along with its immediate neighboring atoms.

Similar to the alkanes, an alkene compound also has its corresponding radicals.
The simplest alkene-derived radical is vinyl,

C C

H

H

H

vinyl

Polyolefins: These are open-chain, highly unsaturated compounds with more than
one double bond, and with the general formula CmH2m−2(n−1), where n is the number
of double bonds. The simplest polyolefin is 1,3-butadiene,

C C

H

H C C

H

HH

H

1,3-butadiene

Alkynes (Acetylenes): The molecules have open-chain structures with one triple,
C------------C, bond, and with the general chemical formula CmH2m−2. The simplest acetylenic
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compounds are ethyne, which is commonly called acetylene, and propyne,

C C HH C C HM

accetylene propyne

Aromatics: These belong to the ring-structured, planar or nearly planar hydrocar-
bon family, with the ring containing mostly six carbon atoms. The simplest aromatic
compounds are benzene (C6H6)

C

C
C

C

C
C

H

H

H

H

H

H

benzene

and toluene, the latter obtained by substituting an H by a methyl group in the benzene
structure. The above ring structure can be written in either of the following simplified
forms:

Although unsaturated, the double bonds in benzene are not distributed within the
ring in an alternate fashion, but are rather distributed evenly over the entire ring
structure. Such a behavior is called resonant stabilization.

Larger aromatics can be classified into two categories, those with condensed and
uncondensed ring structures. Condensed ring structures have one or more C----C
bonds shared by aromatic rings, and the uncondensed compounds have two or more
individual aromatic rings loosely connected by C----C bonds. For example, the sim-
plest condensed and uncondensed polycyclic aromatic compounds are naphthalene
(C10H8) and biphenyl (C12H10), respectively:

naphthalene biphenyl
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Alcohols: The general formula is ROH, where R is a general functional group at-
tached to the hydroxyl group OH. Examples are methyl alcohol (CH3OH) and ethyl
alcohol (C2H5OH), also known as methanol and ethanol, respectively. Compared to
hydrocarbons, RH, alcohols have lower heats of combustion per unit mass because
a fuel containing oxygen in its molecular structure is carrying unnecessary mass for
oxidation in air.

Other Fuels: There are, of course, other important fuels for specialized application.
Examples are ammonium perchlorate (NH4ClO4) for solid propellant rockets, hy-
drazine (N2H4) for liquid propellant rockets, hydrogen and fluorine for chemical
lasers, and all substances that can burn in air as hazardous materials causing fires and
explosions.

3.2. OXIDATION OF HYDROGEN AND CARBON MONOXIDE

A basic understanding of the oxidation mechanisms of hydrogen and carbon monox-
ide is important for two reasons. First, hydrogen and carbon monoxide are major
sources of fuel themselves. Second, their oxidation mechanisms are subsets of those
of hydrocarbons, which are mainly made up of hydrogen and carbon. We shall there-
fore separately discuss their oxidation mechanisms. The complete reaction mecha-
nism for hydrogen and CO oxidation is shown in Table 3.1, which also lists the reaction
numbers as well as the rate constants defined in Eq. (2.2.3). A reverse reaction will
be indicated by a negative sign in the reaction number.

3.2.1. Explosion Limits of Hydrogen–Oxygen Mixtures
In Chapter 2, we studied the role of the chain mechanism in the chemical runaway
of a homogeneous mixture when it is also subjected to wall deactivation. We shall
now consider the hydrogen–oxygen system, which exhibits a Z-shaped, pressure–
temperature explosion-limit boundary, shown in Figure 3.2.1 for the response of
such a mixture in a heated and pressurized chamber. It is seen that whereas explo-
sion is always possible at high temperatures, the response is highly nonmonotonic
at moderate temperatures in that, by steadily increasing the pressure from a low
value, a nonexplosive mixture would first become explosive, then nonexplosive, and
finally explosive again. The phenomenon of interest here, involving the Z-shaped
response, is of a general nature in that similar responses have also been observed,
both experimentally and computationally, for hydrogen–oxygen mixtures in other
systems, for example the ignition temperature of a uniform flow for a given pressure
and residence time.

Since initiation reactions involve only the reactant species, there are three possible
initiation reactions for the present H2–O2 system, namely the dissociation of H2, the
dissociation of O2, and the reaction between H2 and O2, as in

H2 + M → H + H + M (H5)

O2 + M → O + O + M (−H6)

H2 + O2 → HO2 + H. (−H10)
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Table 3.1. Oxidation of H2----CO mixtures

No. Reaction B[cm, mol, s] α Ea(kcal/mol)

H2----O2 Chain Reactions

(1) H + O2 ⇀↽ O + OH 1.9 × 1014 0 16.44
(2) O + H2 ⇀↽ H + OH 5.1 × 1004 2.67 6.29
(3) OH + H2 ⇀↽ H + H2O 2.1 × 1008 1.51 3.43
(4) O + H2O ⇀↽ OH + OH 3.0 × 1006 2.02 13.40

H2----O2 Dissociation/Recombination

(5) H2 + M ⇀↽ H + H + M 4.6 × 1019 −1.40 104.38
(6) O + O + M ⇀↽ O2 + M 6.2 × 1015 −0.50 0
(7) O + H + M ⇀↽ OH + M 4.7 × 1018 −1.0 0
(8) H + OH + M ⇀↽ H2O + M 2.2 × 1022 −2.0 0

Formation and Consumption of HO2

(9) H + O2 + M ⇀↽ HO2 + M 6.2 × 1019 −1.42 0
(10) HO2 + H ⇀↽ H2 + O2 6.6 × 1013 0 2.13
(11) HO2 + H ⇀↽ OH + OH 1.7 × 1014 0 0.87
(12) HO2 + O ⇀↽ OH + O2 1.7 × 1013 0 −0.40
(13) HO2 + OH ⇀↽ H2O + O2 1.9 × 1016 −1.00 0

Formation and Consumption of H2O2

(14) HO2 + HO2 ⇀↽ H2O2 + O2 4.2 × 1014 0 11.98
1.3 × 1011 0 −1.629

(15) H2O2 + M ⇀↽ OH + OH + M 1.2 × 1017 0 45.50
(16) H2O2 + H ⇀↽ H2O + OH 1.0 × 1013 0 3.59
(17) H2O2 + H ⇀↽ H2 + HO2 4.8 × 1013 0 7.95
(18) H2O2 + O ⇀↽ OH + HO2 9.5 × 1006 2.0 3.97
(19) H2O2 + OH ⇀↽ H2O + HO2 1.0 × 1012 0 0

5.8 × 1014 0 9.56
Oxidation of CO

(1) CO + O + M ⇀↽ CO2 + M 2.5 × 1013 0 −4.54
(2) CO + O2 ⇀↽ CO2 + O 2.5 × 1012 0 47.69
(3) CO + OH ⇀↽ CO2 + H 1.5 × 1007 1.3 −0.765
(4) CO + HO2 ⇀↽ CO2 + OH 6.0 × 1013 0 22.95

Source: Kim, T. J., Yetter, R. A. & Dryer, F. 1994. New results on moist CO oxidation: high-pressure,
high-temperature experiments, and comprehensive kinetic modeling. Proc. Combust. Inst. 25, 759–766.

The endothermicities of these three reactions are respectively 104, 118, and
55 kcal/mole. Since the activation energy of a dissociation reaction is roughly equal to
its endothermicity, reaction (−H10) is the most important initiation reaction under
almost all conditions. Reaction (H5) may also contribute to initiation, but only at
high temperatures. Reaction (−H6) is usually not preferred because oxygen has a
larger dissociation energy than hydrogen.

With the production of H from either (H5) or (−H10), the following chain reaction
is initiated:

H + O2 → O + OH (H1)

O + H2 → H + OH (H2)

OH + H2 → H + H2O. (H3)
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Figure 3.2.1. Explosion limits of a stoichiometric H2----O2 mixture.

The reverse reactions for (H1) and (H2) are not important at this stage because they
involve the collisions between two radical species whose concentrations are very low.
The reverse reaction of (H3) is also not important because of the low concentration
of the product species, H2O, during the initiation stage of explosion.

For sufficiently low temperatures and pressures, explosion is not possible even with
the addition of some H or OH. This is because the key chain-branching step (H1) is
endothermic by 17 kcal/mole and is therefore not favored at low temperatures. Fur-
thermore, at low pressures these active species either rapidly diffuse to the chamber
wall where they are destroyed,

H, O, OH → wall destruction,

or react too slowly relative to an imposed finite residence time.
As pressure increases, collision becomes more frequent and reactions are facil-

itated. As the first explosion limit is crossed, the rate of branching becomes over-
whelmingly fast relative to either the rate of removal at the wall or the finite residence
time, and explosion occurs.

By further increasing pressure, the three-body reaction,

H + O2 + M → HO2 + M, (H9)
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becomes more frequent and will eventually replace (H1) as the dominant reaction
between H and O2. Being relatively inactive, the HO2 radicals can survive many
collisions and eventually will either diffuse to the wall where they are destroyed, or
exhausted in a flow of finite residence time. Reaction (H9) is therefore an effective
termination step of the radical chain process. As a result, the chain sequence (H1)–
(H3) is broken.

The second explosion limit is therefore determined by the competition between
the growth (H1)–(H3) and destruction (H9) of the H atom. To determine the p-T
dependence of this limit, we write the rate equations for the H, O, and OH radicals
as

d[H]
dt

= −k1[H][O2] + k2[O][H2] + k3[OH][H2] − k9[H][O2][M] (3.2.1)

d[O]
dt

= k1[H][O2] − k2[O][H2] (3.2.2)

d[OH]
dt

= k1[H][O2] + k2[O][H2] − k3[OH][H2]. (3.2.3)

Assuming steady state for the O and OH radicals, that is, d[O]/dt = 0, and
d[OH]/dt = 0, we obtain

k2[O][H2] = k1[H][O2]

k3[OH][H2] = k1[H][O2] + k2[O][H2] = 2k1[H][O2].

Putting the above expressions into Eq. (3.2.1), we have

d[H]
dt

= 2k1[H][O2] − k9[H][O2][M] (3.2.4a)

= (2k1 − k9[M])[H][O2], (3.2.4b)

which is simply

d[H]
dt

= 2ω1 − ω9. (3.2.5)

Following the same discussion as that for branched-chain explosions in Sec-
tion 2.4.2, Eq. (3.2.4b) shows that [H] varies exponentially with time, growing for
(2k1 − k9[M]) > 0 and decaying otherwise. This then implies that the second limit is
given by the neutral condition,

2k1 = k9[M]. (3.2.6)

Since p = [M]R◦T, and if the fall-off parameters of all third body species in (H9)
are the same, then the pressure and temperature relationship of the second limit is
explicitly given by

p = 2k1

k9
R◦T. (3.2.7)
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Based on the rate constant expressions listed in Table 3.1, we obtain the p–T re-
lationship shown in Figure 3.2.1. It is seen that the second explosion limit is well
described by this relation, which is called the crossover temperature.

It is to be noted that although Eq. (3.2.6) corresponds to the condition d[H]dt ≡ 0,
it is not a consequence of the steady-state assumption for [H]. Indeed, while the
steady-state assumption for [O] and [H] holds over extensive regimes in p and T, the
transition boundary d[H]/dt ≡ 0 holds only along the crossover temperature line.

As the third explosion limit is crossed, with further increase in pressure, the con-
centration of HO2 becomes higher. The reactions

HO2 + H2 → H2O2 + H (−H17)

H2O2 + M → OH + OH + M (H15)

are more frequent and overtake the stability of HO2. Therefore, instead of having
HO2 lost either to the wall or through the flow, it reacts with H2 and generates the
active species, H, O, and OH, to again induce explosion.

At higher temperatures, say about 900 K, more radicals are produced and reactions
between them become important. The HO2 radical can either react with itself,

HO2 + HO2 → H2O2 + O2, (H14)

followed by (H15), or with the H and O radicals,

HO2 + H → OH + OH (H11)

HO2 + O → OH + O2. (H12)

In this situation, reaction (H9) is a part of the chain propagation process, and thus
explosion will always occur.

In Table 3.1 the H2----O2 chain reaction sequence is given in Nos. 1–4, the H2----O2

recombination and dissociation reactions in Nos. 5–8, the formation and consump-
tion of the hydroperoxyl radical, HO2, in Nos. 9–13, and the chemistry of hydrogen
peroxide, H2O2, in Nos. 14–19.

We also note from Table 3.1 that some reactions have negative activation ener-
gies. This often occurs for reactions without intrinsic energy barriers such as those
involving two radicals. The negative activation energy then implies that it is easier
for a cold radical to combine with another cold radical than is for two hot radicals to
combine. In the latter case, the combined kinetic energy of the two hot radicals are
so large that the colliding radicals may just fly by without forming a bond.

Table 3.1 further shows that reaction (H14) has two sets of reaction constants.
This reflects the fact that depending on the initial point of contact, the reaction may
proceed by two different routes. One of the routes dominates at low temperatures
while the other dominates at high temperatures. For this reason, the overall rate
constant is the sum of these two elementary reactions.
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3.2.2. Carbon Monoxide Oxidation
It is difficult to ignite and sustain a dry CO----O2 flame because the direct reaction
between CO and O2,

CO + O2 → CO2 + O, (CO2)

has a high activation energy (48 kcal/mol) and therefore is a very slow process even
at high temperatures. Furthermore, the O atom produced does not lead to any rapid
chain-branching reactions (Lewis & von Elbe 1987). However, in the presence of
even a small quantity of hydrogen, say 20 ppm, OH radicals are formed through
reactions (H1−H3, H5, and −H10). Then the formation of CO2 via the reaction

CO + OH → CO2 + H (CO3)

becomes the dominant path for CO oxidation. The H atoms produced in (CO3) feed
the chain-branching reactions (H1)–(H3), and thereby accelerate the CO oxidation
rate.

In moist air, water can also catalyze CO oxidation through

O2 + M → O + O + M, (−H6)

followed by

O + H2O → OH + OH, (H4)

which provides the OH radicals needed by (CO3).
At high pressures, the reaction

CO + HO2 → CO2 + OH (CO4)

provides another route of CO to CO2 conversion. Thus CO oxidation can be modeled
by adding mainly (CO3) and (CO4) to the hydrogen–oxygen mechanism, as shown
in Table 3.1.

Since trace amounts (ppm) of moisture are invariably present in practical systems
and laboratory experiments, the relevant oxidation mechanism to use in understand-
ing the response of these systems is that of wet instead of dry CO. Indeed, sometimes
it maybe useful in experiments to deliberately add a small amount of hydrogen or
water in the mixture, exceeding the background moisture contamination, so as to
accurately define the composition of the mixture.

3.2.3. Initiation Reactions in Flames
The mechanisms of fuel oxidation in flames, including those of hydrogen and car-
bon monoxide, are quite different from those of ignition of homogeneous reactive
mixtures discussed above because the radical pool concentration in a flame is al-
ways much larger than that generated during the induction period of homogeneous
ignition. In addition, the initiation chemistry responsible for homogeneous ignition
is often less important for flames because there are always abundant radicals that
can back diffuse from the high-temperature flame region to the colder, unburned
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regions of fuel and oxidizer, resulting in a different initiation chemistry. For exam-
ple, for hydrogen flames, the dominant initiation reaction is the H + O2 branching
reaction (H1), because of the abundance and mobility of the highly reactive H atom,
instead of reactions (H5) and (−H10) for homogeneous mixtures. The global activa-
tion energy is, of course, also affected.

3.3. OXIDATION OF METHANE

3.3.1. General Considerations of Hydrocarbon Oxidation
Recently, considerable progress has been made in our understanding of the detailed
reaction mechanisms of hydrocarbon oxidation. The general consensus is that the
two most important reactions in a combustion process are

H + O2 → O + OH (H1)

CO + OH → CO2 + H, (CO3)

which do not involve the specific hydrocarbon fuel at all. Reaction (CO3) is respon-
sible almost exclusively for converting CO to CO2. It also generates some of the H
atoms needed by (H1).

In addition to the similarity of the most important reactions for hydrocarbon fuels,
it is recognized that although the initial fuel breakdown is fuel specific, its rate is in
general too fast to limit the overall rate of combustion. Furthermore, the initial fuel
breakdown always leads to C1, C2, and C3 fragments. A comprehensive understand-
ing of hydrocarbon oxidation must then be strongly hierarchical in that mechanisms
for the oxidation of complex fuels contain within them the submechanisms of simpler
molecules. The key to the understanding of the oxidation mechanism of hydrocar-
bon fuels, therefore, must start from an understanding of the simpler hydrocarbon
oxidation mechanisms. Methane, being the lightest hydrocarbon fuel, is naturally the
starting point.

Before proceeding to the discussion of methane oxidation, it is important to rec-
ognize that there exist diverse ranges of conditions in which a combustion process
can take place. The dominant reaction mechanisms may thus vary substantially, de-
pending on the local thermodynamic states of the combustion process. In particular,
as we have just shown in the previous section, (H1) has a sufficiently large activation
energy whereas (H9) has none. Therefore (H1) is the dominant chain-branching step
at high temperatures. However, in the intermediate- to low-temperature regimes, the
reaction chemistry is often dominated by that of the HO2 radicals produced through
(H9) as well as the initiation reactions such as (−H10) for hydrogen oxidation and
(M2) for methane oxidation, which will be discussed in the following section. It is
therefore necessary to distinguish the reaction mechanisms in the high-temperature
regime (usually above 1,100 K at atmospheric pressure) from those in the low- to
intermediate-temperature regimes.
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Figure 3.3.1. Reaction pathways in methane flames (adapted from Warnatz 1981).

In this section we study the ignition of methane and the methane flame chemistry,
including a detailed discussion of the formaldehyde (CH2O) oxidation mechanism,
which is an integral part of the methane oxidation process.

The reaction pathways for the oxidation involving methane flames are depicted
in Figure 3.3.1, with the thickness of the arrows indicating the relative importance
of individual pathways. Much of the following discussion on methane autoignition is
also included in this diagram.

3.3.2. Methane Autoignition
For methane, the ignition delay time τ , also called the induction time, has been
empirically correlated by

τ = 2.5 × 10−15 exp(26700/T)[CH4]0.32[O2]−1.02,

where τ is in seconds (s) and [CH4] and [O2] are respectively the molar concen-
trations (mole/cm3) of methane and oxygen in the reactant mixture. This correla-
tion represents shock tube measurements (Tsuboi & Wagner 1975) in argon over
the temperature range of 1,200 to 2,100 K, and shows that τ decreases with in-
creasing temperature and pressure. The inhibitive effect of methane in the global
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consideration, as indicated by the negative reaction order for methane, is particu-
larly worth noting.

The preignition chemistry of methane is dictated by the rate of radical accumula-
tion. The chain reaction is initiated primarily by the following two reactions:

CH4 + M ⇀↽ CH3 + H + M (M1)

CH4 + O2 ⇀↽ CH3 + HO2. (M2)

Since (M1) is a large activation-energy, unimolecular reaction, it may be favored
over (M2) only at high temperatures. Thus if (M1) is the dominant initiation step,
the reactions that follow are

H + O2 ⇀↽ OH + O (H1)

CH4 + (H, O, OH) ⇀↽ CH3 + (H2, OH, H2O). (M3, M4, M5)

Reaction (M3) plays an inhibiting role in the ignition process because it competes
with the chain-branching step (H1) for H and converts the active H atoms to the less
active CH3 radicals. This is the primary reason for the positive dependence of the
induction time τ on the methane concentration. The initiation reaction (M1) can also
play the role of inhibiting ignition in that when the radical pool begins to build up,
its backward reaction becomes increasingly fast, leading to increased radical chain
termination.

When (M2) is the dominant initiation step, the following reactions may participate
in further radical growth:

CH4 + HO2 ⇀↽ CH3 + H2O2 (M6)

H2O2 + M ⇀↽ OH + OH + M. (H15)

The similarity between (M6) and (−H17) is to be noted.
The methyl radicals produced in the above reactions subsequently react with

molecular oxygen through two reaction channels,

CH3 + O2 ⇀↽ CH3O + O (M7a)

⇀↽ CH2O + OH. (M7b)

The branching ratio, that is, the relative contributions of the two channels to the
overall rate constant, appears to be crucial to methane ignition because channel b is
a chain-carrying step, producing formaldehyde, CH2O, whereas channel a leads to
chain branching.

Close to ignition, the reaction

CH3 + HO2 ⇀↽ CH3O + OH (M8)

becomes the dominant step for methyl oxidation. The CH3O radical, produced from
(M7a) and (M8), is highly active. It is converted to formaldehyde rapidly via

CH3O + M ⇀↽ CH2O + H + M (M9)

CH3O + O2 ⇀↽ CH2O + HO2. (M10)
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The formaldehyde produced in (M9) and (M10) subsequently reacts with OH
and O2,

CH2O + OH ⇀↽ HCO + H2O (M11)

CH2O + O2 ⇀↽ HCO + HO2, (M12)

producing the highly active formyl radical, HCO, which is consumed by reactions
similar to the destruction of the CH3O radical,

HCO + M ⇀↽ H + CO + M (M13)

HCO + O2 ⇀↽ CO + HO2. (M14)

The further conversion of CO to CO2 via reaction (CO3) occurs after ignition. Al-
though the final temperature of the burned mixture depends on the conversion of
CO to CO2, the induction time is usually insensitive to (CO3).

It is therefore clear that through the above sequence of reactions we have pro-
gressively reduced the hydrogen content of the original fuel molecule, CH4, to CH3

and CH3O, then to CH2O, HCO, and finally to CO. The hydrogen atoms abstracted
at different stages are eventually oxidized to form H2O, while the CO that is formed
through (M14) at the end of the sequence is oxidized to form CO2 through the CO
oxidation mechanism described earlier. The hierarchical nature of the oxidation pro-
cess in terms of the progressive reduction of the parent hydrocarbon fuel species to
the constituents of the H2 and CO oxidation systems, through which the final products
H2O and CO2 are formed, is particularly noteworthy.

The above mechanism describes the route through which the size of the original
fuel molecule is reduced. There is, however, another route through which the size of
the fuel molecule is increased. Specifically, upon the formation of the methyl radical
CH3, it can self react through

CH3 + CH3 + M ⇀↽ C2H6 + M (M15)

CH3 + CH3 ⇀↽ C2H5 + H. (M16)

Reaction (M15) is a radical termination step, which inhibits ignition, while reaction
(M16) is chain carrying, leading to the formation of the ethyl radical C2H5 and the
highly active H atoms. Since (M15) tends to be more important at higher pressures
because it is a third-order radical–radical recombination reaction, it has also shown
strong sensitivity for ignition near atmospheric pressure.

It is important to note that through reactions such as (M15) and (M16), species
containing two carbon atoms are generated even though the original fuel molecule,
methane, consists of only one carbon atom. These larger molecules will subsequently
undergo oxidation themselves. Thus the oxidation mechanism of methane must in-
clude not only those of the smaller species such as CH2O and CO, but also those of
the larger, C2 species. The influence of C2 chemistry is particularly important for rich
mixtures because of the abundance of CH3 radicals.
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By extending this concept further, we can anticipate that, in principle, the C2H5

radicals produced through, say, (M16) can self react to generate the even larger
molecule C4H10, while the recombination between the CH3 and C2H5 radicals pro-
duces C3H8. Consequently the oxidation mechanism of CH4, and indeed that of any
hydrocarbon, will necessarily involve the oxidation of all hydrocarbons of larger
molecules. In reality, the concentrations of these larger molecules, except those pro-
duced through the first generation of recombination, are so small that their effects
on the overall reaction response are negligible.

3.3.3. Methane Flames
Similar to the discussion on the H2 and CO flames, the main difference between
the autoignition and flame chemistry is the abundance of the radicals H, O, and
OH that are produced at the flame and back diffuse upstream. Consequently, the
destruction of methane is achieved mainly through H abstraction by H, O, and OH,
that is, reactions (M3)–(M5), producing the methyl radical. The methyl radical is
then consumed mainly by the O atom through

CH3 + O ⇀↽ CH2O + H, (M17)

and by HO2 through (M8). Upon further hydrogen abstraction of CH2O by H,

CH2O + H → HCO + H2, (M18)

and by OH through (M11), the formyl radical is produced. It then decomposes rapidly
to yield CO and H, or undergoes the H-abstraction by H and O2.

Some CH3 radicals will also react with the OH radical to yield the highly active,
singlet methylene radical (CH∗

2),

CH3 + OH ⇀↽ CH∗
2 + H2O. (M19)

The CH∗
2 radical has no unpaired electrons, but it has an empty orbital which makes

it a highly energetic and active species. Most of the CH∗
2 are de-energized by colli-

sion with other molecules to the more stable triplet CH2 radical, with two unpaired
electrons,

CH∗
2 + M → CH2 + M. (M20)

The CH∗
2 radical can also react with O2 to provide secondary chain branching, pro-

ducing the highly active H and OH radicals,

CH∗
2 + O2 → CO + H + OH (M21)

to speed up the overall oxidation.
Even if reaction (M20) is the dominant CH∗

2 removal channel, the resulting triplet
CH2 radicals are still highly active. They react readily with O2 to provide secondary
chain branching,

CH2 + O2 → HCO + OH. (M22)



P1: JZP
0521870526c03 CUFX045/Law Printer: cupusbw 0 521 87052 6 July 19, 2006 16:14

100 Oxidation Mechanisms of Fuels

Some of the CH2 will form the CH radical through the H-abstraction reaction,

CH2 + H ⇀↽ CH + H2. (M23)

The CH radicals are quickly consumed by H2O or O2,

CH + H2O → CH2O + H, (M24)

CH + O2 → HCO + O. (M25)

In rich mixtures, the relative abundance of CH3 enhances their recombination to
yield C2 species via reactions (M15) and (M16) and via the fast reaction of CH3

and CH2,

CH3 + CH2 ⇀↽ C2H4 + H. (M26)

These C2 species either undergo further oxidation or may survive the attack by
oxygenated species, eventually leading to acetylene according to the reaction steps
shown in Figure 3.3.1. The production of acetylene is crucial to the formation of soot,
as will be discussed later.

3.4. OXIDATION OF C2 HYDROCARBONS

We shall now discuss the oxidation mechanisms of the C2 hydrocarbons, namely
ethane (C2H6), ethylene (C2H4), and acetylene (C2H2). We first note that not only
is ethane a major intermediate during the rich combustion of methane, as shown
above, it is also the second most important constituent of natural gas. Similar to
ethane, ethylene and acetylene are fuels by themselves. Furthermore, they are the
major intermediates of ethane and higher hydrocarbon oxidation. We shall discuss
the current understanding of the oxidation mechanisms of the three C2 hydrocarbons
in high-temperature flames.

The oxidation of ethane in flames starts from the H-abstraction of C2H6 by H, O,
and OH, producing the ethyl radical,

C2H6 + (H, O, OH) ⇀↽ C2H5 + (H2, OH, H2O). (C21)

The ethyl radical is not very stable. It reacts rapidly with H and O2, or decomposes
to ethylene and an H atom,

C2H5 + (H, O2) ⇀↽ C2H4 + (H2, HO2) (C22)

C2H5 + M ⇀↽ C2H4 + H + M, (C23)

or it reacts with O2 to produce acetaldehyde (CH3CHO),

C2H5 + O2 → CH3CHO + OH. (C24)

Acetaldehyde subsequently reacts with H, O, and OH, producing the CH3CO radical,
followed by its unimolecular decomposition, leading to CH3 and CO,

CH3CHO + (H, O, OH) ⇀↽ CH3CO + (H2, OH, H2O) (C25)

CH3CO + M ⇀↽ CH3 + CO + M. (C26)
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Under fuel lean conditions, the ethyl radical may also react with the O atom to
produce CH3 and CH2O,

C2H5 + O → CH3 + CH2O. (C27)

The oxidation mechanism of ethylene is different from that of the alkanes in that it
does not necessarily require H-abstraction reactions before it can be oxidized. In fact,
the double bond in ethylene is susceptible to direct O and OH attack. Specifically,
when ethylene reacts with the O atom, its double bond breaks readily, yielding CH3

and HCO,

C2H4 + O → CH3 + HCO. (C28)

Because the products of the above reaction are radicals, reaction (C28) provides
a secondary chain-branching step which may significantly speed up the oxidation
process.

For fuel-rich mixtures, ethylene may survive the attack by the O atom. The H-
abstraction by H and OH becomes an important source of ethylene consumption,
producing the vinyl (C2H3) radical,

C2H4 + (H, OH) ⇀↽ C2H3 + (H2, H2O). (C29)

Similar to the ethyl radical, vinyl is also quite reactive. It reacts primarily with O2,
producing CH2O and HCO, and CH2CHO and O, via

C2H3 + O2 → CH2O + HCO (C210a)

→ CH2CHO + O. (C210b)

Subsequent reactions of CH2CHO lead to the formation of C1 radical species. The
vinyl radicals may also undergo the following three reactions, all of which lead to the
formation of acetylene,

C2H3 + (H, O2) → C2H2 + (H2, HO2) (C211)

C2H3 + M ⇀↽ C2H2 + H + M. (C212)

Figure 3.3.1 shows that acetylene is a major intermediate during the fuel-rich com-
bustion of methane. It is also a major product of incomplete, fuel-rich combustion,
which can be understood by examining the thermodynamics of the conversion of a
fuel molecule to acetylene. Consider the conversion of a typical ----CH2---- group in
an aliphatic hydrocarbon to acetylene via

----CH2---- ⇀↽
1
2

C2H2 + 1
2

H2.

The process is typically endothermic by, say, 32 kcal/mol at 1,600 K. Then why is
acetylene favored? The answer lies in the entropy change of the process. The re-
lease of H2 generates a significant amount of entropy, equal to 30.8 cal/mol-K at
the same temperature. The resulting Gibbs’ function value is then quite negative,
�G = 32 − 30.8 × 10−3 × 1,600 = −17 kcal/mol, favoring equilibrium toward the
product side. The corresponding equilibrium constant, Kp ≈ 200, is substantially
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greater than unity, thus explaining the tendency of acetylene production. Of course,
the accumulation of acetylene as an incomplete combustion product requires that
oxygen is so deficient that the residual hydrocarbons remain unoxidized.

Acetylene, having an enthalpy of formation of 54 kcal/mol at the standard state, is
a highly energetic and dangerous fuel. Even in the absence of oxygen, it may undergo
spontaneous polymerization. When used as a fuel, acetylene represents a compound
with the highest energy density among the common fuels, with an adiabatic flame
temperature considerably higher than those of other fuels at the same stoichiometry,
as shown in Chapter 1.

Similar to ethylene, acetylene does not necessarily require H-abstraction to initiate
the oxidation process. This, in part, is due to the high C----H bond energy in acetylene,
equal to 131 kcal/mol, which is substantially larger than the C----H bond energy in
alkanes (e.g., 101 kcal/mol in ethane). In addition, the reaction between acetylene
and O is rapid,

C2H2 + O → CH2 + CO (C213a)

→ HCCO + H. (C213b)

The ketenyl radical, HCCO, is extremely active, reacting readily with the H atom to
produce the singlet methylene radical,

HCCO + H → CH∗
2 + CO. (C214)

In fuel-rich mixtures, acetylene may also combine with the H atom to produce
the vinyl radical. If there is oxygen available, the vinyl radical can be oxidized very
quickly via reactions (C210a) and (C210b).

The reaction for ethane, ethylene and acetylene combustion has now proceeded to
the stage that all the species (e.g., CH3, CH2s, CH2O, HCO, and CO) are those that
participate in the oxidation mechanism of methane, and hence can be subsequently
described by the CH4----O2 chemistry.

3.5. OXIDATION OF ALCOHOLS

The oxidation of alcohols in flames starts with H-abstraction by H, O, and OH. For
example, in methanol flames the initial attack of CH3OH occurs via the following
reactions:

CH3OH + (H, O, OH) → CH2OH + (H2, OH, H2O). (A1)

These reactions yield the hydroxymethyl radical, which readily dissociates or reacts
with molecular oxygen to form formaldehyde,

CH2OH + M → CH2O + H + M (A2)

CH2OH + O2 → CH2O + HO2. (A3)

The abstraction of an H atom from CH3OH may also lead to the formation of the
methoxyl radical, CH3O,

CH3OH + (H, O, OH) → CH3O + (H2, OH, H2O). (A4)
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When active radical species are not available for the attack of methanol, the initi-
ation of the oxidation process is achieved through

CH3OH + M → CH3 + OH + M. (A5)

A less important channel may also contribute to the initiation, producing the singlet
methylene radical, CH∗

2,

CH3OH + M → CH∗
2 + H2O + M. (A6)

A chain reaction then follows via (M21), the reactions (A1)–(A5), (M9), (M10), and
most importantly, (H1).

For ethanol oxidation in flames, it first undergoes the H-abstraction reactions
according to

C2H5OH + (H, O, OH) → CH3CHOH + (H2, OH, H2O). (A7)

Similar to the hydroxymethyl radical, the CH3CHOH radical undergoes either dis-
sociation or reaction with molecular oxygen to produce acetaldehyde,

CH3CHOH + M → CH3CHO + H + M (A8)

CH3CHOH + O2 → CH3CHO + HO2. (A9)

The H-abstraction from CH3CHO via (C25) yields CH3CO, which readily dissociates
to CH3 and CO through (C26).

In the absence of active radical species, ethanol may dissociate when exposed to
high temperatures through breaking of the C----C bond, which is the weakest among
all bonds,

C2H5OH + M → CH3 + CH2OH + M. (A10)

It may also react with O2 through

C2H5OH + O2 → CH3CHOH + HO2. (A11)

Depending on the ethanol-to-oxygen ratio, different amounts of ethylene are pro-
duced among the intermediate species. The ratio of ethylene to acetaldehyde in-
creases with increasing equivalence ratio. The methyl radical, which is produced from
CH3CO dissociation, recombines to form ethane, which is subsequently converted
to ethylene via reactions (C21), (C22), and (C23).

3.6. HIGH-TEMPERATURE OXIDATION OF HIGHER ALIPHATIC FUELS

We shall limit our discussion here to the oxidation mechanism of higher aliphatic
compounds under high-temperature combustion conditions. It will be shown that the
mechanistic features of the oxidation process are similar among higher aliphatic hy-
drocarbons, and that the submechanisms of H2----CO----O2, CH4----O2 and C2Hx----O2

discussed in previous sections are the building blocks for the higher aliphatic hy-
drocarbon combustion. A general discussion of aliphatic fuel oxidation at low- to
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intermediate-temperature regime, specifically the cool flame phenomenon and the
temperature dependence of the oxidation rates, will be given in Section 3.8.

Before we proceed to elaborate on the oxidation mechanism of the higher alipha-
tic fuels, it is necessary to devote some discussion here on the chemical bond energy
and the β-scission rule, which is one of the foundations upon which the oxidation
mechanisms of aliphatics are understood.

3.6.1. The β-Scission Rule
In Chapter 1, we have defined the bond energy, or more precisely, the bond dissoci-
ation energy, BDE, as the enthalpy associated with the breaking of a chemical bond
(McMillen & Golden 1982). Since bond breaking is usually endothermic, the acti-
vation energy of such a reaction is then equal to the BDE plus the energy barrier
of the reverse bond association reaction. Hence, a low activation energy, and thus,
a large rate constant requires necessarily, although not sufficiently, a small BDE. In
other words, the chemical bonds in a molecule that have smaller BDEs are more
susceptible to dissociation than those with larger BDEs.

The β-scission rule states that, for a radical species, the bonds that will break are
those one removed from the radical site because they have the lowest bond energies
amongst all the bonds. Physically, the unpaired electron at the radical site strengthens
the adjacent bonds, rendering the bonds next to them most susceptible to break.
Taking the primary propyl radical (n-C3H7) as an example, the bond dissociation
energies, BDE (kcal/mol), for all the bonds are shown in the following diagram:

H C C C

H

H

H

H

H

H

9924~100

34 >100

Clearly, the β C----C bond has the lowest BDE, 24 kcal/mol, and is the most preferred
bond to break. The resulting products are ethylene (C2H4) and methyl (CH3). The
second least stable bond is the β C----H bond, which has a BDE of 34 kcal/mol. The
breaking of the β C-H leads to propene (C3H6) and an H atom.

Another example is the n-hexyl radical,
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Again, the weakest bond, with a BDE of 22 kcal/mol, is the β C----C bond. The most
probable products of decomposition are then ethylene (C2H4) and n-butyl radical
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(n-C4H9). The second weakest bond, with a BDE of 36 kcal/mol, is the β C----H bond.
In this case, the decomposition yields 1-haxene (C6H12) and an H atom.

It may also be noted that, while the C----C bond breaking appears to be more prob-
able based on bond energy considerations, C----H bond dissociation reactions usually
have a larger Afactor than C----C bond dissociation reactions. Considering the influ-
ences of both activation energy and A factor on the rate constant, we can generally
assume that whereas the C----C bond dissociation is preferred at low temperatures,
the C----H bond breaking prevails at high temperatures.

For radicals without a β C----C bond, the β C----H bonds are always the most sus-
ceptible to dissociation, for example,
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>100
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This explains why the dissociation reactions of ethyl (C2H5) and vinyl (C2H3), pro-
ducing C2H4 + H through (C23) and C2H2 + H through (C211), respectively, are the
dominant decomposition channels of ethyl and vinyl, as discussed in Section 3.4.

For many radical species derived from unsaturated hydrocarbons, the β C----H
bonds may actually be weaker than the β C----C bonds. Consider the 1,3-butadien-1-
yl (n-C4H5) radical,
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The most probable products of dissociation are vinylacetylene (C4H4) and the
H atom. In general, the β C----H bond is the weakest if the γ bond, that is, two
removed from the radical site, is a double or triple bond.

The above consideration, however, does not apply to cyclic species. An example
is the phenyl (C6H5) radical as shown here:
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Figure 3.6.1. Example illustrating an exception to the β-scission rule.

The β C----C bond, with a BDE value of 62 kcal/mol, is apparently the most susceptible
to decomposition.

The examples given above illustrate the simplicity and reliability of the β-scission
rule. One should, however, exercise caution when dealing with the decomposition
mechanism of a large radical species. Figure 3.6.1 illustrates that for certain radical
species the β-scission process itself is less probable than the isomerization and the
formation of a new bond. As the diagram shows, the β-scission rule states that the
reaction should proceed with C6H4 + H and C4H3 + C2H2 as the most probable
products. However, since the isomerization of C6H5, leading to the cyclic phenyl
radical, is actually exothermic by 59 kcal/mol, it is more favorable than the β-scission
reactions.

3.6.2. Oxidation Mechanisms
Similar to methane and ethane oxidation, the oxidation of higher aliphatic com-
pounds in a homogeneous mixture of fuel and oxidant is initiated by a bond-breaking
process when such a mixture is exposed to a high temperature environment. For a
straight-chain aliphatic fuel, the initial bond breaking occurs most likely between
one of the C----C bonds.

In flames, the initial attack is through the H-abstraction reactions,

RH + (H, O, OH) → R + (H2, OH, H2O), (3.6.1)
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Table 3.2. Comparison of bond energies among primary,
secondary, and tertiary C----H bonds in aliphatic compounds

Type of C----H Bond Compound BDE (kcal/mol)

primary C2H6 101.1 ± 0.4
secondary C3H8 98.6 ± 0.4

n-C4H8 98.3 ± 0.5
tertiary i-C4H10 96.4 ± 0.4

where R is a function group (e.g., C3H7). The rate of the abstraction reaction de-
pends somewhat on the type of C----H bonds in the aliphatic compound. Consider the
C----H bonds in 2-methylbutane,

C C C C

M

H

H

H

H H

H

H

H

H

p
st

Depending on the neighboring environments of the C atom, the C----H bonds can
be classified into three types, primary, secondary, and tertiary, which are denoted by
“p,” “s,” and “t ,” respectively. While a primary C----H bond is one whose C atom is
bonded with one C atom and three H atoms, a secondary C----H bond is one whose
C atom has two bonded C atoms and two H atoms. A tertiary C----H bond involves a
C atom that is bonded to three other C atoms. Thus, while ethane has only primary
C----H bonds, propane has six primary and two secondary C----H bonds.

Compared to the primary C----H bond, the secondary and tertiary C----H bonds
are usually weaker (Table 3.2). The activation energies of H abstraction from the
primary C----H bonds tend to be larger than those from the secondary and tertiary
C----H bonds. On the other hand, H-abstraction from the primary positions usually
has a larger A factor than the secondary and tertiary H-abstractions. As a result,
the production of primary, secondary, and tertiary radicals by H-abstraction at high
temperatures tends to proceed at about the same rate, within a few factors.

Obviously, the attack on the p, s, and t C----H bonds by H-abstraction yields dif-
ferent reaction products. For example, while the H-abstraction of propane at the
primary C----H bonds yields the n-propyl radical,

C3H8 + (H, O, OH) → n-C3H7 + (H2, OH, H2O), (C31)

the attack of the secondary C----H bond produces the i-propyl radical,

C3H8 + (H, O, OH) → i-C3H7 + (H2, OH, H2O). (C32)
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Then the further oxidation of the propyl radical bifurcates, with the first through the
β scission of the n-propyl radical to form ethylene and a methyl radical,

n-C3H7 → C2H4 + CH3, (C33)

and the second via the dissociation of the i-propyl radical, yielding propene (C3H6)
and the H atom,

i-C3H7 → C3H6 + H. (C34)

The oxidation mechanism of propene is in principle similar to that of ethylene, in
that propene is oxidized by the O atom to break the C--------C bond,

C3H6 + O → C2H5 + HCO (C35a)

→ CH2CO + CH3 + H, (C35b)

or it may undergo the H-abstraction reactions, producing the allyl radical (C3H5). The
allyl radicals are further oxidized by O, OH, O2, and HO2, producing oxygenated or
nonoxygenated C1 and C2 species. Now the reaction has proceeded to the stage where
all the species are those participating in the reactions of the H2----CO----O2, CH4----O2,
and C2Hx----O2 systems, it can be subsequently described by the mechanisms already
discussed.

For higher, straight-chain alkanes, upon H abstraction, the primary alkyl radicals
will decompose sequentially to several ethylene molecules and the ethyl or methyl
radicals, depending on whether the fuel molecule contains an even or odd number
of C atoms. For example, while the decomposition of the n-hexyl radical (n-C6H13)
follows

n-C6H13 → C2H4 + n-C4H9 (C61)

n-C4H9 → C2H4 + C2H5, (C41)

the n-pentyl radical (n-C5H11) decomposes according to

n-C5H11 → C2H4 + n-C3H7 (C51)

n-C3H7 → C2H4 + CH3. (C33)

Again, subsequent reactions can now be described by the systems involving metha-
ne, ethane, ethylene, CO, and hydrogen.

The β-scission reactions of secondary alkyl radicals are more complex than those
of the primary alkyl radicals. The products depend on the radical position and size of
the fuel molecule. Nonetheless, they must include an alkene (propene, butene, etc.)
and methyl or ethyl as the β-scission products. For example, while 2-pentyl (2-C5H11)
decomposes to propene and ethyl,

CH3-CH2-CH2-CH-CH3 → C2H5 + C3H6, (C52)

the 3-pentyl (3-C5H11) radical decomposes to 1-butene and methyl,

CH3-CH2-CH-CH2-CH3 → CH3 + 1-C4H8. (C53)
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The resulting propene reacts readily with the O atom according to reaction steps
(C35a) and (C35b). For 1-butene, further H-abstraction reactions, followed by the
β-scission process, may lead to a variety of products, including 1,3-butadiene (1,3-
C4H6), 1,2-butadiene (1,2-C4H6), ethylene, and the vinyl radical. The butadiene
species may either react with the O atom and the OH radical, or undergo reaction
with the H atoms, producing C1, C2, and C3 fragments.

3.7. OXIDATION OF AROMATICS

The importance of gaining a basic understanding of the oxidation mechanisms of aro-
matics is appreciated by recognizing that modern gasoline fuels contain a substantial
amount of aromatics, and that aromatics are generally thought as the precursor to
soot. In this section, we shall focus on the oxidation mechanisms of benzene and
alkylbenzene (Brezinsky 1986; Dagaut, Pengloan & Ristori 2002), recognizing that
the oxidation mechanisms of polycyclic aromatic hydrocarbons are not at all well
understood at present.

A significant difference in the oxidation mechanisms of aliphatics and aromatics
is the rate of the disintegration of the initial fuel molecules. Specifically, the initial
decomposition of the alkyl radical is relatively rapid at high temperatures, such that
the rate-limiting steps during the combustion of aliphatic fuels are mostly the reac-
tions of the C1 to C3 species. This is not the case with aromatics. The disintegration
of the aromatic ring is often slow, and sometimes constitutes as a bottleneck. The
reason can be easily understood by comparing the β C----C bond energies in phenyl
(62 kcal/mol) with an alkyl radical like n-hexyl (22 kcal/mol). As a result, the phenyl
radical does not decompose as readily as the alkyl radical. Its persistence in large
concentrations in benzene combustion allows direct oxidation of the ring structure,
as depicted in Figure 3.7.1 and discussed in the following.

Like the alkanes, the oxidation of benzene in flames can start with the H-
abstraction reactions,

C6H6 + (H, OH) → C6H5 + (H2, H2O). (B1)

The phenyl radical tends to combine with the H atom, reproducing benzene,

C6H5 + H + M → C6H6 + M. (B2)

The remaining phenyl radicals react with molecular oxygen to form mainly the phe-
noxyl (C6H5O) radicals, and to a lesser extent, benzoquinone (C6H4O2),

C6H5 + O2 → C6H5O + O (B3a)

→ C6H4O2 + OH. (B3b)

In addition to the above reactions, benzene can react directly with the O atom, leading
to the formation of a CO bond,

C6H6 + O → C6H5O + H. (B4)
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Figure 3.7.1. Reaction pathways of high-temperature benzene oxidation.

Like phenyl, the phenoxyl radical tends to recombine with the H atom to form
phenol, which has been observed to exist in large quantity in both flow-reactor ex-
periments and in laminar premixed flames,

C6H5O + H + M → C6H5OH + M. (B5)

Competing with the above radical–radical combination channel is the thermal de-
composition of the phenoxyl radical, which expels CO and leads to the cyclopenta-
dienyl radical (C5H5),

C6H5O + M → C5H5 + CO + M. (B6)

The cyclopentadienyl radical can then combine with an H atom to form cyclopenta-
diene (C5H6),

C5H5 + H + M → C5H6 + M. (B7)
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The further oxidation pathways of C5H5 and C5H6 remain unclear as at what stage
the transition from the cyclic to the noncyclic structure takes place. The reactions of
C5H5 and O, OH, and HO2 via the following reaction sequence

C5H5 + O → C5H4O + H (B8)

C5H5 + OH → C5H4OH + H (B9)

C5H4OH + M → C5H4O + H + M (B10)

C5H5 + HO2 → C5H5O + OH (B11)

C5H4O + M → 2C2H2 + CO + M (B12)

C5H5O + M → C4H5 + CO + M (B13)

C4H5 + M → C2H2 + C2H3 + M, (B14)

appear to explain the species profile measured in flow reactor studies of benzene
oxidation. Recent studies suggest that the disintegration of the ring structure occurs
with cyclopentadienone (C5H4O) thermal decomposition, leading to cyclobutadi-
ene (c-C4H4), which subsequently dissociates to vinylacetylene (C4H4), diacetylene
(C4H2), and acetylene,

C5H4O + M → c-C4H4 + CO + M (B15)

c-C4H4 + M → (C4H4, C4H2) + (H2, 2C2H2) + M. (B16)

The C5H5O radical appears to be highly unstable. It tends to expel an H atom to
form C5H4O,

C5H5O + M → C5H4O + H + M. (B17)

The benzoquinone produced from (B3a) presumably decomposes by expelling
a CO,

C6H4O2 + M → C5H4O + CO + M, (B18)

although it can also react with the H, O, and OH radical species.
Recent studies also suggest that other reaction channels exist, even during the

initial attack of the benzene molecule. For example, it is shown that the reaction
between benzene and the O atom can lead directly to the cyclopentadienyl and
formyl radicals,

C6H6 + O → C5H5 + HCO. (B19)

Likewise, similar reactions are possible with phenol and cyclopentadiene.
It is generally accepted that the oxidation of the alkyl benzene compounds starts

with the disintegration of the alkyl functional group. For example, the initial oxidation
of toluene (C6H5CH3) in flames appears to proceed through the following steps,
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which eventually lead to the formation of the intermediate phenyl radical:

C6H5CH3 + (H, OH) → C6H5CH2 + (H2, H2O) (B20)

C6H5CH2 + H + M → C6H5CH3 + M (B21)

C6H5CH2 + O → C6H5CHO + H (B22)

C6H5CH2 + HO2 → C6H5CHO + H + OH (B23)

C6H5CHO + (H, OH, O2) → C6H5CO + (H2, H2O, HO2) (B24)

C6H5CO + M → C6H5 + CO + M (B25)

C6H5CH3 + H → C6H5 + CH4. (B26)

The destruction of the phenyl radicals follows that of the benzene oxidation
mechanism.

3.8. HYDROCARBON OXIDATION AT LOW
TO INTERMEDIATE TEMPERATURES

So far we have discussed the oxidation mechanisms of fuels during high-
temperature combustion. In this section, we shall shift our focus to hydrocarbon oxi-
dation in the low- to intermediate-temperature regime (<1,000 K). The chemistry in
this regime is relevant to ignition, including such practical combustion phenomenon
as engine knock.

Similar to the H2----O2 system, homogeneous mixtures of aliphatic hydrocarbon and
oxygen also exhibit explosion limits. The pressure–temperature limits at explosion
are, however, quite different from that of hydrogen. Figure 3.8.1 shows a typical
p–T diagram, which characterizes the ignition boundaries of methane, ethane, and
propane. The explosion behavior of higher aliphatic hydrocarbons resembles that of
propane.

In general, the homogeneous ignition temperature decreases with increasing
aliphatic hydrocarbon size, indicating that the tendency of explosion is higher for
higher hydrocarbons. This behavior can be qualitatively understood by examining
the C----H bond dissociation energy of methane, ethane, and the higher aliphatic hy-
drocarbons. That is, the C----H bonds in methane are 4 kcal/mol stronger than those of
ethane, whereas the C----H bonds in ethane are 2–3 kcal/mol stronger (see Table 3.2)
than the secondary C----H bonds, which exist only in propane and higher aliphatic
hydrocarbons. Since the explosion process depends on the initial attack of the hy-
drocarbon molecules by O2 and consequently by active radicals, the difference in
bond energy is translated into the difference in the activation energy of these reac-
tions. As a result, it is more difficult to abstract an H atom from methane than from
ethane, and from ethane than from the higher hydrocarbons. A higher temperature
is thus needed to make a methane–oxygen mixture explosive.

As demonstrated in Figure 3.8.1, the explosion boundary varies from the sim-
ple p–T relationship in methane oxidation, to more complex behaviors in higher
hydrocarbon oxidation. For methane, the explosion temperature varies smoothly
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Figure 3.8.1. Explosion limits of methane, ethane, and propane.

and decreases monotonically with increasing pressure. In the case of ethane, the ex-
plosion temperature first shows a slow decrease as pressure increases, then a sharp
decline with further increase in pressure.

For higher aliphatic hydrocarbons, the explosion p–T diagram is more complex.
For a fixed pressure of a few atmospheres, say along ABCD, the following is observed
with increasing temperature. First, there is no observable change in the mixture at A,
where the temperature is below T ≈ 530 K. This low-temperature regime is one of
chemical synthesis that produces oxygen-containing organic molecules. Oxidation in
this regime can only occur through the agency of initiators or catalysts; without them
the homogeneous oxidation rates are negligibly slow. From the combustion point of
view, this low-temperature regime is not important.

With increasing temperature, we arrive at point B enclosed by a peninsula, which
lies between 570 and 670 K. In this peninsular regime, one observes pale blue emis-
sions characteristic of peroxides and formaldehyde, as compared to the green C2 and
blue-violet CH emissions characteristic of the high-temperature regime. The emis-
sion of such chemiluminescence occurs without having violent temperature and/or
pressure rises seen in an explosion process. This phenomenon is commonly called the
“cool flame” (Benson 1981; Lewis & von Elbe 1987). Cool flames can appear either
in the upstream region of a premixed flame, or as precursors to the onset of explo-
sion in a homogeneous mixture. Their reaction rates are generally much lower than
those of high-temperature oxidation, and the reactions consume only 5–10 percent of
the hydrocarbons. Cool flames may also occur in a periodic manner. That is, during
the passage of a cool flame, the temperature can be raised by 100–200 K. The in-
crease in temperature, however, rapidly slows down the reaction. With simultaneous
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Figure 3.8.2. 1.79 percent n-Heptane oxidation behind reflected shock waves in 80 percent N2,
pressure: 13.5 bar (adapted from Ciezki & Adomeit 1993).

heat loss, say from the wall of the vessel, the mixture is then cooled. This contin-
ues until a sufficiently low temperature is reached such that the reaction is again
facilitated. The cycle thus repeats itself.

Consistent with the periodic behavior of the cool flame is that when the system
temperature is increased from B to C, the reactions slow down until a complete
stop. Such a temperature dependence is often called the “negative” temperature
coefficient (NTC) for the reaction rate. With a further increase in temperature from
C to D at around 700 K, the explosion is preceded by a narrow regime with a bright
blue flame.

Figure 3.8.2 shows experimental data (Ciezki & Adomeit 1993) on the ignition
delay of heptane–oxygen–nitrogen mixtures behind reflected shock waves, demon-
strating the existence and influence of the NTC regime.

The cool flame behavior, and the associated negative temperature coefficient for
the reaction rate, are consequences of the following mechanism. Initiation comes
from the reaction between fuel and molecular oxygen,

RH + O2 → R + HO2, (R1)

producing R, which further reacts with oxygen according to

R + O2 + M ⇀↽ RO2 + M (R2)

R + O2 → olefin + HO2 (R3)

RO2 + RH → RO2H + R (R4)

RO2H + M → RO + OH + M (R5)

RH + (OH, HO2, RO) → R + (H2O, H2O2, ROH). (R6)
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Thus it is seen that the reaction between R and O2 can proceed in two paths. The first is
a radical propagation path, involving an exothermic step (R2) with 39 kcal/mol energy
release, followed by (R4), which generates the radicals R to feed (R2). The RO2H
decomposes readily to two radical species, RO and OH, and therefore produces a
degenerate chain branching. This path is responsible for the oxidation process in a
cool flame. In the second path involving (R3), an olefin forms with 9 kcal/mol heat
release. The HO2 reacts with RH to form H2O2, which is a metastable species below
750 K, and hence does not contribute to chain branching.

When the temperature is increased to above 600 K, reaction (R3) becomes in-
creasingly fast, but (R2) slows down because kR2 tends to decrease with increasing
temperature, and its reverse reaction also becomes progressively more important.
As a result, the amount of RO2 that can be fed to (R4) decreases rapidly. The pro-
duction rate of RO2H decreases to the extent that the subsequent chain-branching
step (R5) stops, and the overall reaction will eventually shut itself off. This explains
the negative temperature coefficient for the reaction rate.

If the mixture can be heated to about 700 K, then the branching reaction

H2O2 + M → OH + OH + M (H15)

becomes important, generating large quantities of OH radicals to initiate reactions
in the intermediate-temperature regime.

3.9. CHEMISTRY OF POLLUTANT FORMATION

It is estimated that over 90 percent of the air pollutants are generated from burning
fossil fuels. A basic understanding of the mechanism of pollutant formation is then
a first step toward developing rational strategies of pollutant reduction.

There are three principal pollutants that are produced from fossil fuel combustion,
namely oxides of nitrogen, oxides of sulfur, and soot. Oxides of nitrogen consist of
nitric oxide (NO) and nitrogen dioxide (NO2), which are collectively referred to as
NOx, and nitrous oxide (N2O). The nitrogen atom needed for their formation comes
from either the molecular nitrogen in the oxidizing gas, particularly air, or the fuel.
Since most processed gas and liquid petroleum fuels have practically no nitrogen
content, their formation from the burning of these fuels then primarily depends on
the ease with which N can be abstracted from the tightly bound N2. On the other
hand, fuel-bound nitrogen could be present in abundance in unprocessed fossil fuels,
such as coal and even some natural gas, and could constitute a significant source for
their formation.

As mentioned in the Introduction, nitrogen oxides are directly responsible for
the photochemical smog; sulfur oxides are related to acid rain; and soot is one
of the major sources of small atmospheric aerosols in urban areas. Unburnt inter-
mediate species during combustion, including carbon monoxide and formaldehyde,
and unburnt hydrocarbons are also pollutants; the mechanisms of their formation



P1: JZP
0521870526c03 CUFX045/Law Printer: cupusbw 0 521 87052 6 July 19, 2006 16:14

116 Oxidation Mechanisms of Fuels

and destruction have already been discussed in this chapter. Furthermore, since the
source of sulfur in SOx is mostly fuel-bound, the minimization of SOx emission can
be basically achieved at the stage of fuel processing and by flue gas scrubbing. This
section therefore focuses on understanding the reaction paths involved in the for-
mation and control of nitrogen oxides and soot. Reviews on the formation and con-
trol of nitrogen oxides can be found in Miller and Bowman (1989) and Bowman
(1992, 2000), and those on soot properties are given in Haynes and Wagner (1981),
Kennedy (1997), and Richter and Howard (2000). In particular, the following dis-
cussion on the formation and removal of oxides of nitrogen follow closely that of
Bowman (2000).

3.9.1. Oxides of Nitrogen
3.9.1.1. Mechanisms of NO Formation: Nitric oxide can be formed from atmospheric
N2 through three mechanisms, namely the thermal NO, the prompt NO, and the
N2O mechanisms. The thermal NO mechanism consists of three reactions:

N2 + O → NO + N (N1)

O2 + N → NO + O (N2)

N + OH → NO + H. (N3)

This sequence is referred to as the Zel’dovich mechanism. The rate-controlling reac-
tion for this mechanism is (N1), which requires the breaking of the tight N2 bond and
as such is favored to form in high-temperature gases. The formation is also weakly
dependent on the availability of O2. Consequently NO emission from engines typ-
ically peaks slightly on the lean side of stoichiometry. As a rough guideline, ther-
mal NO formation is usually considered to be unimportant at temperatures below
1,800 K.

The prompt NO mechanism was proposed when it was observed that there is sub-
stantial NO formation in the upstream, colder part of premixed hydrocarbon flames,
where the O atom concentration is relatively low, and the Zel’dovich mechanism
cannot fully explain the NO production. It was also observed that the flamefront
NO formation tends to increase as the unburned mixture becomes fuel rich. These
evidences led Fenimore (1971) to propose that the reactions between N2 and the
hydrocarbon radical species are responsible for the formation of NO in the colder
part of the flame. This prompt NO mechanism has now been extended to include
a large set of reactions. The main sequence of reactions involve the initial reaction
of N2 with CH and CH2, producing NCN, HCN (hydrogen cyanide) and the H and
NH radicals,

N2 + CH → NCN + H (N4)

N2 + CH2 → HCN + NH. (N5)
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The HCN and NH formed can undergo further reactions (Bowman 1973) which
ultimately lead to the formation of N and consequently NO via (N2) and (N3),

HCN + O → NCO + H (N6)

HCN + (H, OH) → CN + (H2, H2O) (N7)

NCO + H → NH + CO (N8)

NH + (H, OH) → N + (H2, H2O) (N9)

CN + O → N + CO, (N10)

while the oxidation of NCN by O, OH, and O2 also leads to the formation of NO
(Moskaleva & Lin 2000). Since the concentrations of O, CH, CH2 tend to increase
with increasing temperature, the formation of prompt NO still increases with increas-
ing flame temperature.

Formation of NO through the N2O route follows the sequence

N2 + O + M → N2O + M (N11)

N2O + O → NO + NO. (N12)

Since this sequence requires the O atom and the three-body recombination reaction
(N11), the formation of NO is favored with increasing air concentration and pressure.

For NO formation from fuel-bound nitrogen, the nitrogen-containing fuel species
are usually aromatic and polyaromatic compounds with one or more nitrogen atoms.
The nitrogen-containing species that evolve from fuel pyrolysis are mostly HCN
and to a lesser extent ammonia (NH3). Consequently the NO formation mechanism
follows those involving HCN and NH3. This is discussed in detail in Miller and
Bowman (1989).

3.9.1.2. NO Control: Since the formation of NO frequently requires high temper-
atures, an obvious strategy towards reducing NO formation is to reduce the com-
bustion temperature. This can be achieved by increasing the inert content of the
combustion mixture, for example through exhaust gas recirculation (EGR), or re-
ducing the extent of nonpremixed, stoichiometric, burning (see Chapter 6) through
faster vaporization of the fuel droplets or better mixing of the fuel and oxidizer
streams. Water injection has also been found effective because its presence not only
lowers the flame temperature, but it also removes the O atom via

O + H2O → OH + OH, (H4)

thereby reducing the extent of the rate-limiting reaction (N1) in the Zel’dovich
mechanism.

The formation of NO can also be reduced through staged combustion. In this
process burning first occurs in a fuel-rich stage, typically with φ ≈ 1.4, such that NO
formation is reduced due to the reduced temperature and oxygen concentration.
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In the second stage, air is added to consume the fuel. Although the addition of
oxygen and the associated increase in the combustion temperature tend to favor NO
formation, the residence time is now limited and as such the overall NO formation is
reduced. Furthermore, excess air can be introduced during the second stage to limit
the temperature.

Additional techniques have been developed to remove the NO formed during
active combustion. The first involves adding sufficient fuel to the combustion products
to render it fuel rich, which promotes the “reburning” of NO through the following
sequence:

CH + NO → HCN + O (N13)

CH + NO → HCO + N (N14)

CH3 + NO → HCN + H2O (N15)

CH3 + NO → H2CN + OH (N16)

HCCO + NO → HCN + CO2 (N17)

HCCO + NO → HCNO + CO (N18)

N + NO → N2 + O. (−N1)

The HCN formed proceeds to react with the O atom through (N6), followed by (N7)-
(N10). The N atoms produced from (N9) and (N10) feed reaction (−N1) to complete
the reburn sequence. Additional air is then introduced to complete the consumption
of the fuel.

The second technique, referred to as Selective Non-Catalytic Reduction (SNCR),
involves injecting a nitrogen-containing additive into the combustion products, and
thereby initiating a sequence of reactions that chemically reduces the NO to other
species. For example, through the Thermal DeNOx process, NO is reacted away by
injecting ammonia within a temperature window of 1,100–1,400 K, leading to the
reactions

NH2 + NO → NNH + OH (N19)

NH2 + NO → N2 + H2O, (N20)

with the NNH produced either decompose through

NNH → N2 + H, (N21)

or react with O2 through

NNH + O2 → N2 + HO2. (N22)

A second SNCR process is that of RAPRENOx, in which cyanuric acid is in-
jected into the combustion products. The resulting reaction sequence involves first
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sublimation of the cyanuric acid

(HOCN)3 → 3HNCO (N23)

HNCO + OH → NCO + H2O (N24)

HNCO + OH → NH2 + CO2 (N25)

NCO + NO → N2O + CO. (N26)

Thus NO is converted to N2O, which is not regulated but is nevertheless a greenhouse
gas. Its reaction mechanism is discussed next.

3.9.1.3. Formation and Removal of NO2 and N2O: The principal formation step of
NO2 is

NO + RO2 → NO2 + RO, (N27)

where RO2 is a peroxy radical. The NO2 formed, however, can be rapidly converted
back to NO through

NO2 + H → NO + OH (N28)

NO2 + O → NO + O2, (N29)

especially in the high-temperature flame environment containing an abundance of
H and O radicals.

Nitrous oxide is formed through (N11), as mentioned earlier, and is removed
through (N12) and

N2O + H → N2 + OH (N30)

N2O + O → N2 + O2. (N31)

3.9.2. Soot Formation
Formation of particulate carbon, or soot, is a phenomenon often observed in the
combustion of hydrocarbons. The yellowish luminescence observed in a wood or
coal fire is caused by the thermal radiation of soot in flames. The smoke emitted
from the exhaust of an automobile or from a household chimney is also a result of
dispersion of soot particles in the burned gas. Soot formed in a boiler flame provides
the necessary radiation source for heat transfer, while airborne carbon particulates
from combustion are known to be carcinogenic.

Soot is not a uniquely defined chemical substance in that it contains mostly carbon,
with up to 10 percent (mol) of hydrogen. The atomic C/H ratio is about 8 to 1. The
mass density of soot is about 2 g/cm3. When soot is extracted with organic solvents,
highly condensed polycyclic aromatic hydrocarbons (PAHs) are found in the solvents.

Electron microscopy studies show that a soot “particle” often consists of chain-like
aggregates of nearly spherical particles. These spherical particles, called the primary
particles, may contain between 105 to 106 carbon atoms, and usually have diameters
between 20 to 50 nm. X-ray diffraction shows that the primary soot particles are



P1: JZP
0521870526c03 CUFX045/Law Printer: cupusbw 0 521 87052 6 July 19, 2006 16:14

120 Oxidation Mechanisms of Fuels

C

C
C

C
H

H

H

+C3H3

C2H3

C2H2
+C2H2

+CH2
C3H3

(C6H5)

(C6H6)

+H

(C4H4)

C

C
C

C
H

H

H H

+C2H4

+CH2

(n-C4H5)

C

C
CH

H H

C
HH

(1,3-C4H6)

(n-C4H3)

+C2H2

+C2H2

+H+H, OH

C

C
CH

H H

C
H

-H -H

-H

-H

-H

+H, OH

-H2, H2O

+H, OH

-H2, H2O
•

•

•

Figure 3.9.1. Selected pathways of benzene formation in hydrocarbon combustion.

made up of a large number of randomly arranged grains. Each grain consists of 5 to
10 nearly parallel planes arranged in a turbostractic fashion. Each layer is between 1
to 2 nm in dimension and contains on the order of 50 carbon atoms. The inner layer
spacing is about 0.35 nm, which is of the same order as that of graphite.

It is well accepted that the physical and chemical coalescence of PAHs is responsi-
ble for the inception of soot. (Frenklach et al. 1984; Frenklach & Warnatz 1987). The
growth of soot particles to the size observed in combustion exhaust is caused by the
coagulation of smaller incipient soot particles, by PAH surface condensation, and by
surface reactions between soot and gaseous species like acetylene. Soot produced
from flames may be oxidized by OH, O, and O2 before the combustion gas reaches
the exhaust. Addition of steam and carbon dioxide to the combusting gas can also
enhance soot oxidation, possibly achieved by the increase in OH concentration as a
result of increased concentrations of H2O and through the direct reaction between
C and CO2 to produce CO.

Because PAHs are the precursors to soot, a basic understanding of the mechanism
of soot formation must start with that of PAH formation. It is known that acety-
lene forms in large concentrations in fuel-rich combustion, and its polymerization is
thought to be responsible for the formation of PAHs. In particular, the first aromatic
ring may be produced from nonaromatic species in the reaction sequence depicted
in Figure 3.9.1. It is seen that in addition to the importance of acetylene during the
formation of the first aromatic ring, that is, benzene and phenyl, the H atom also
plays a critical role in that it activates/deactivates the radical species from which the
first aromatic ring forms. This is also the case during the growth of the aromatic ring
to PAHs, as will be seen later.

When burning long-chain aliphatic fuels, methylene radicals are produced from
the reaction between C2H2 and the O atom, that is, reactions (C213a), (C213b),
and (C214), thus their presence is directly related to acetylene. Only in fuel-rich
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Figure 3.9.2. The H-abstraction–C2H2-addition (HACA) mechanism of polycyclic aromatic hydro-
carbon formation.

methane or natural gas flames are methylene radicals produced from the direct re-
action between CH3 and OH through (M19), which enhances the propargyl (C3H3)
recombination path to benzene.

The further growth of the aromatics is thought to proceed through the H-
abstraction----C2H2-addition (HACA) mechanisms, as shown in Figure 3.9.2. In this
mechanism, the addition of acetylene to an aromatic radical, like phenyl, leads to
either the bonding of an ethynyl (----C2H) group with the aromatic ring, or the forma-
tion of an additional condensed aromatic ring. Depending on the neighboring ring
structure, the newly formed ring can either be a radical, which can grow readily with
acetylene, or it may be a molecular species. The latter will have to be “activated”
through the H-abstraction reaction to produce a PAH radical species, before it can
undergo the further growth reaction with acetylene.

If the concentrations of aromatic species are sufficiently large, PAH growth through
the direct ring-ring condensation is also possible. For example, benzene and phenyl
can react to form biphenyl. Through the H-abstraction reaction, a biphenyl radical
forms and can react with acetylene to form the three-ring phenanthrene, or it can
react with benzene to form a four ring aromatic species. Such a reaction sequence is
shown in Figure 3.9.3.

The competition between the HACA mechanism and the aromatic condensation
mechanism is largely determined by the ratio of acetylene to benzene. If the concen-
tration of acetylene is substantially larger than that of benzene, the HACA mech-
anism dominates. However, if the acetylene concentration is about equal to that of
benzene, as in the very early stage of a premixed benzene flame, then the aromatic–
aromatic condensation mechanism may prevail.

The reaction pathways leading to PAH formation and growth as depicted in the
three diagrams just discussed is highly reversible. When the temperature exceeds
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Figure 3.9.3. An alternate polycyclic aromatic hydrocarbon growth mechanism.

around 1,800 K, some of these reactions may proceed in the reverse direction in favor
of the reactants. Hence, the same reactions that are responsible for PAH formation
and growth also cause PAHs to thermally decompose at high temperatures. In fact,
the reduction of PAH concentrations in the post-burning region of a premixed flame
is caused by the thermal decomposition of the PAHs following the reverse of the
reaction pathways shown in these diagrams, and to a lesser extent, due to oxidation.

When PAHs grow to the size of pyrene (a four-ringed PAH) or larger, they may
be able to condense onto each other upon collision and form small clusters. These
clusters can continue to react with acetylene following the same mechanism of PAH
growth, or they may coagulate to form larger clusters. These chemical and physical
processes eventually lead to the formation of soot particles. When the PAH concen-
trations are sufficiently high, surface condensation may become a major source of
soot mass growth. Detailed kinetic models formulated on the basis of these physi-
cal and chemical processes can predict reasonably well soot production in laminar
premixed and nonpremixed flames of simple hydrocarbons such as acetylene and
ethylene.

3.10. MECHANISM DEVELOPMENT AND REDUCTION

3.10.1. Postulated Semiglobal Mechanisms
Recognizing the complexity of a detailed reaction mechanism and the intricacy of
fuel oxidation kinetics, rational modeling and simulation of combustion phenomena
are invariably faced with the need for simpler but chemically realistic mechanisms.
An early attempt toward achieving this goal is to extend the concept of the one-step
overall reaction between reactants and products, with constant kinetic parameters, by
postulating some global and semiglobal reactions characterized by additional major
intermediates and empirically determined kinetic parameters. Since the approach is
basically empirical, it does not require knowledge of the detailed mechanism.
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The simplest semiglobal mechanism is, of course, the one-step overall reaction,
such as that for methane oxidation,

CH4 + 2O2 → CO2 + 2H2O.

Chemical information can be introduced into its rate expression by using empirically
extracted kinetic parameters of frequency factor, activation energy, and reaction
order based on results from some experimental phenomena, such as ignition delay
times and propagation speeds of laminar flames. It was however found (Westbrook
& Dryer 1981, 1984) that such a scheme cannot satisfactorily describe the flame
propagation data from fuel-lean to fuel-rich conditions. A major weakness of this
global reaction step is the neglect of CO, because in typical hydrocarbon flames
large amounts of CO and H2 may exist in equilibrium with CO2 and H2O, while CO
oxidation is also a rather slow process. Thus a two-step mechanism can be postulated
to account for the influence of CO oxidation, as

CH4 + 3
2

O2 → CO + 2H2O

CO + 1
2

O2 → CO2.

Note that even though at the elementary level CO is oxidized by reacting with OH
in the manner of (CO3), at the global level its oxidation is represented by the second
step of this two-step mechanism because the net result of the chain cycle is a reduction
in the concentrations of CO and O2.

A logical extension of the two-step mechanism is the three-step mechanism, al-
lowing for the presence and thereby separate oxidation of H2,

CH4 + 1
2

O2 → CO + 2H2

CO + 1
2

O2 → CO2

H2 + 1
2

O2 → H2O.

For higher hydrocarbons, for example those of n-alkanes, a four-step mechanism
has been proposed, involving the initial decomposition of CmH2m+2 to C2H4 and H2,
the subsequent oxidation of C2H4 to CO and H2, and the eventual oxidation of CO
and H2. The specific reaction steps are

CmH2m+2 → m
2

C2H4 + H2

C2H4 + O2 → 2CO + 2H2

CO + 1
2

O2 → CO2

H2 + 1
2

O2 → H2O.
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Postulated mechanisms determined in the above manner have enjoyed consider-
able usage because of their simplicity. However, since the amount of empirical kinetic
information used in their determination is quite limited, it is reasonable to expect
that their range of applicability is correspondingly limited. Thus there is the need to
develop simplified mechanisms from the detailed mechanisms.

3.10.2. Need for Comprehensiveness and Reduction
Before discussing mechanism reduction, it is important to first recognize that the over-
riding requirement for accurate and reliable description of combustion phenomena
is that the detailed mechanism developed itself must be accurate and comprehensive.
Specifically, a comprehensively developed detailed mechanism is expected to be able
to describe all kinds of combustion phenomena over all possible ranges of the ther-
modynamic parameters of the system such as the temperature, pressure, and reactant
composition. It should also be hierarchical in terms of the fuel structure. For example,
since H2 is an intermediate in the oxidation of a hydrocarbon, the H2 oxidation
mechanism must constitute a submechanism of a hydrocarbon mechanism. Conse-
quently a comprehensive mechanism for the hydrocarbon must degenerate to that
for H2 when all elementary reactions not related to H2 oxidation are stripped away.

Since the size of a mechanism is proportional to its comprehensiveness, it is some-
times desirable to aim for local comprehensiveness, described by substantially smaller
mechanisms that are applicable only to a particular fuel and a restricted range of com-
bustion parameters and phenomena. For example, mechanisms can be developed for
methane oxidation at atmospheric pressure for application in furnaces and boilers
utilizing natural gas, or for blends of heptane and iso-octane at high-pressures for
application in internal combustion engines burning gasoline.

The need to reduce detailed mechanisms arises from three considerations. First,
calculations using these mechanisms are usually computationally demanding because
of the large number of species and reactions involved, as mentioned earlier. Second,
different reactions have vastly different time scales because of the Arrhenius kinetics.
This renders the system of conservation equations computationally stiff. Third, since
variations of these species and reactions are highly coupled, it is difficult to identify
the dominant reaction species and pathways through straightforward inspection.

In the next two sections we shall first discuss the procedure of mechanism reduc-
tion, using the hydrogen–oxygen system as an example. We shall then present several
theories on mechanism reduction. The reader may wish to revisit this topic after hav-
ing studied the text materials up to Chapter 8, as several phenomena mentioned in
the following are covered in the intervening chapters.

3.11. SYSTEMATIC REDUCTION: THE HYDROGEN–OXYGEN SYSTEM

Systematic mechanism reduction is frequently conducted at two levels of approxi-
mation. We start with a detailed mechanism which may consist of tens to hundreds of
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species and hundreds to thousands of elementary reactions. The size of this detailed
mechanism is first reduced by eliminating species and reactions that have negligible
influence on the phenomena of interest, resulting in a so-called skeletal mechanism.
Elimination of these components can be performed through either experience, which
could be rather taxing for a large mechanism, or by a systematic assessment of the
effects of varying individual species and reactions on the response of certain com-
bustion phenomena.

Based on the skeletal mechanism, we then apply quasi-steady-state (QSS) ap-
proximations to certain species and partial equilibrium assumptions to certain re-
actions, resulting in the final reduced mechanism with a minimal number of rate
equations to solve. Computationally, it is usually more desirable to eliminate species
than reactions because this directly reduces the number of species conservation
equations that needs to be solved. The individual reactions in the reduced mech-
anism are now lumped ones, with their respective reaction rates dependent on those
of the elementary ones constituting the skeletal mechanism. Clearly, the reduced
mechanism can be rendered arbitrarily small, down to the one-step overall reac-
tion, when enough species are put into QSS and enough reactions assumed to be in
partial equilibrium. This, however, is achieved at the expense of the fidelity of the
mechanism.

The accuracy of the skeletal mechanism needs to be assessed by comparing its
calculated responses with those of the detailed mechanism, while the accuracy of the
reduced mechanism is assessed by comparing its calculated results with those of the
skeletal mechanism. It is important to preserve and validate comprehensiveness at
each level of the reduction.

We now illustrate the procedure of systematic reduction by using the simple
hydrogen–oxygen system.

3.11.1. Reduction to Skeletal Mechanisms
Methods with varying degrees of rigor have been developed to identify the unimpor-
tant species and reactions that can be eliminated from a detailed mechanism. The
most commonly adopted one is sensitivity analysis, which can be used to identify the
unimportant reactions.

As will be more formally stated in the next section, the sensitivity of a system
response parameter y with respect to the perturbation of the reaction rate constant
k of a reaction is defined as ∂y/∂k. Thus its lognormal form, ∂lny/∂lnk, measures
the relative error induced by the removal of this reaction. Reactions with sensitivity
smaller than certain specified values can be considered to be unimportant and hence
neglected.

A sensitivity analysis of the individual reactions of the hydrogen–oxygen mecha-
nism of Table 3.1, using the ignition delay time as the response parameter y and for
the range of thermodynamic states mapped, as indicated in Figure 3.11.1, yields the
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1: H + O2  = O + OH

2: O + H2  = H + OH

3: OH + H2  = H + H2 O

5b: H + H + M → H2 + M

7f: H + O + M → OH 

8f: H + OH + M → H2O + M

9f: H + O2 + M → HO2 + M

10: HO2  + H = H2  + O2

11f: HO2  + H → OH + OH

14f: HO2 + HO2 → H2O2 + O2

15f: H2O2 + M → OH + OH + M

17b: HO2 + H2→ H2O2 + H

0.6

1.1
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Figure 3.11.1. Lognormal sensitivities of ignition time with respect to the rates of each elementary
reaction for stoichiometric H2–air mixture under different pressure and initial temperatures. The
solid bars indicate forward reactions and the open ones the reverse. The sequence of the data series
pairs from bottom is: (1,000 K, 1 atm), (1,000 K, 30 atm), (1,500 K, 1 atm), and (1,500 K, 30 atm).
Reactions with negligible sensitivities are not shown.

following sixteen-step skeletal mechanism:

H + O2 ⇀↽ O + OH (H1, −H1)

O + H2 ⇀↽ H + OH (H2, −H2)

OH + H2 ⇀↽ H + H2O (H3, −H3)

H + H + M → H2 + M (−H5)

H + O + M → OH + M (H7)

H + OH + M → H2O + M (H8)

H + O2 + M → HO2 + M (H9)

HO2 + H ⇀↽ H2 + O2 (H10, −H10)

HO2 + H → OH + OH (H11)

HO2 + HO2 → H2O2 + O2 (H14)

H2O2 + M → OH + OH + M (H15)

HO2 + H2 → H2O2 + H. (−H17)
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It is seen that all eight species (H2, O2, H2O, H, O, OH, HO2, H2O2) of the detailed
mechanism appear in the skeletal mechanism, indicating that none of them is uni-
formly negligible in all possible ignition conditions. These eight species are described
by eight kinetic rate equations,

L(H2) = −ω2 − ω3 + ω5b + ω10 − ω17b (3.11.1)

L(O2) = −ω1 − ω9 f + ω10 + ω14 f (3.11.2)

L(H2O) = ω3 + ω8 f (3.11.3)

L(H) = −ω1 + ω2 + ω3 − 2ω5b − ω7 f − ω8 f − ω9 f − ω10 − ω11 f + ω17b (3.11.4)

L(O) = ω1 − ω2 − ω7 f (3.11.5)

L(OH) = ω1 + ω2 − ω3 + ω7 f − ω8 f + 2ω11 f + 2ω15 f (3.11.6)

L(HO2) = ω9 f − ω10 − ω11 f − 2ω14 f − ω17b (3.11.7)

L(H2O2) = ω14 f − ω15 f + ω17b, (3.11.8)

which can be expressed in matrix form as

L8×1 = s8×12 · ω12×1, (3.11.9)

where

L8×1 = (L(H2) L(O2) L(H2O) L(H) L(O) L(OH) L(HO2) L(H2O2))T

(3.11.10)

s8×12 =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

0 −1 −1 1 0 0 0 1 0 0 0 −1
−1 0 0 0 0 0 −1 1 0 1 0 0
0 0 1 0 0 1 0 0 0 0 0 0

−1 1 1 −2 −1 −1 −1 −1 −1 0 0 1
1 −1 0 0 −1 0 0 0 0 0 0 0
1 1 −1 0 1 −1 0 0 2 0 2 0
0 0 0 0 0 0 1 −1 −1 −2 0 −1
0 0 0 0 0 0 0 0 0 1 −1 1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

(3.11.11)

ωω12×1 = (ω1 ω2 ω3 ω5b ω7 f ω8 f ω9 f ω10 ω11 f ω14 f ω15 f ω17b)T

(3.11.12)

and L(·) = d[·]/dt . Specifically, L8×1 is the production rate vector of the species,
s8×12 the stoichiometric coefficient matrix, and ω12×1 the reaction rate vector of the
elementary reactions.

At this stage partial equilibrium assumptions can be applied to some of the reac-
tions in the skeletal mechanism for which both the forward and backward reactions
are important, while QSS assumptions can be applied to some of the species by set-
ting the corresponding rate equations, (11.1)–(11.8), to zero. These approximations
will reduce the number of rate equations that needs to be solved. However, since
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the size of the skeletal mechanism is still quite large for convenient algebraic manip-
ulation, we shall perform a systematic lumping to derive a mechanism that is chem-
ically equivalent but is more compact and informative, thereby facilitating further
analysis.

3.11.2. Linearly Independent Representation
Since the rank of the stoichiometric coefficient matrix of the skeletal mechanism can
be at most equal to the number of species, K, the number of linearly independent
expressions for the reaction rates can be no more than K. Furthermore, for each
of the M elements, we also have an independent relation for element conservation.
Consequently, there are only (K − M) linearly independent expressions to describe
the reactions. In other words, a mechanism with a multitude of elementary reactions
can be reduced to a set of (K − M), semiglobal reactions, each of which is a linear
combination of the elementary reactions with a reaction rate that is also a linear
combination of the reaction rates of the elementary reactions.

Since L = 8 and M = 2 for the hydrogen–oxygen system, there are six linearly
independent semiglobal reactions. While the choice of this reaction set is not unique,
it is physically illuminating to select these reactions such that they mimic the functions
of some key groups of the elementary reactions. Thus, for example, we choose the
following six semiglobal reactions that bear resemblance to some key hydrogen–
oxygen elementary reactions:

Chain initiation: H2 + O2 ⇀↽ H + HO2 (I)
Main branching: H + O2 ⇀↽ O + OH (II)
Main heat release: H2 + OH ⇀↽ H2O + H (III)
Chain termination: H + O2 ⇀↽ HO2 (IV)
Secondary chain termination: HO2 + HO2 ⇀↽ H2O2 + O2 (V)
Secondary chain branching: H2O2 ⇀↽ OH + OH. (VI)

The production rates of the species then become

L(H2) = −�I − �III (3.11.13)

L(O2) = −�I − �II − �IV + �V (3.11.14)

L(H2O) = �III (3.11.15)

L(H) = �I − �II + �III − �IV (3.11.16)

L(O) = �II (3.11.17)

L(OH) = �II − �III + 2�VI (3.11.18)

L(HO2) = �I + �IV − 2�V (3.11.19)

L(H2O2) = �V − �VI, (3.11.20)
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where �I to �VI are the semiglobal reaction rates. Since the production rate of this
semiglobal mechanism should be equal to that of the skeletal mechanism, we have

S8×6Ω6×1 = s8×12ω12×1, (3.11.21)

where S8×6 is the stoichiometric coefficient matrix for the semiglobal reactions and
Ω6×1 is the corresponding reaction rate vector. The problem can thus be solved by
multiplying the transpose of S8×6 on both sides of (3.11.21),

ST
6×8S8×6Ω6×1 = ST

6×8s8×12ω12×1, (3.11.22)

such that

Ω6×1 = (ST
6×8S8×6)−1ST

6×8s8×12ω12×1. (3.11.23)

The solution of (3.11.23) yields the reaction rates of I through VI, as

�I = ω2 − ω5b − ω8 f − ω10 + ω17b (3.11.24)

�II = ω1 − ω2 − ω7 f (3.11.25)

�III = ω3 + ω8 f (3.11.26)

�IV = ω2 + ω5b + 2ω7 f + ω8 f + ω9 f + ω11 f (3.11.27)

�V = ω2 + ω7 f + ω11 f + ω14 f + ω17b (3.11.28)

�VI = ω2 + ω7 f + ω11 f + ω15 f . (3.11.29)

It is clear that the rate expressions based on the lumped reactions, Eqs. (3.11.13)–
(3.11.20), are simpler than those based on the elementary reactions, Eqs. (3.11.1)–
(3.11.8). Although not necessary, this procedure facilitates their manipulation for
further reduction, discussed next.

3.11.3. Reduction through QSS Assumption
We now proceed to reduce the size of the lumped skeletal mechanism derived above
by applying the QSS assumption to appropriate species. All the assumptions made,
except that for H, have been found (Lu, Law & Ju 2003) to be acceptable for the
conditions that led to the development of the skeletal mechanism.

3.11.3.1. Four-Step Reduced Mechanism: For the sake of demonstration let us first
assume that HO2 and H2O2 are QSS species. Such an assumption could lead to
inaccuracies in the HO2 and H2O2 chemistry, especially behavior related to the third
limit.

Thus from Eqs. (3.11.19) and (3.11.20), we have

L(HO2) = �I + �IV − 2�V = 0 (3.11.30)

L(H2O2) = �V − �VI = 0. (3.11.31)

These relations can then be used to reduce the number of linearly independent rate
equations (3.11.24)–(3.11.29) from six to four. The reaction rates for the individual
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species, Eqs. (3.11.13)–(3.11.18), can be manipulated to assume the forms

L(H2) = −�I − �III = −(�I − �V) − (�III + �V)

= −�I′ − �III′ + �IV′ (3.11.32)

L(O2) = −�I − �II − �IV + �V

= −�II − �V + (−�I − �IV + 2�V)

= −�II′ + �IV′ (3.11.33)

L(H2O) = �III = �III′ (3.11.34)

L(H) = �I − �II + �III − �IV + (�I + �IV − 2�V)

= 2(�I − �V) − �II + �III = 2�I′ − �II′ + �III′ (3.11.35)

L(O) = �II = �II′ (3.11.36)

L(OH) = �II − �III + 2�VI = �II′ − �III′ − 2�IV′ (3.11.37)

with the four semiglobal reactions given by

H2 ⇀↽ H + H (I′)

H + O2 ⇀↽ O + OH (II′)

H2 + OH ⇀↽ H2O + H (III′)

OH + OH ⇀↽ H2 + O2 (IV′)

and the semiglobal reaction rates being �I′ = �I − �V, �II′ = �II, �III′ = �III, and
�IV′ = −�IV respectively. The steady-state concentrations of HO2 and H2O2 are
obtained by solving the algebraic equations (3.11.30) and (3.11.31).

3.11.3.2. Two-Step Reduced Mechanism: We now assume that all the other radi-
cals except H are in steady state. The accuracy of the mechanism, for the ignition
phenomena of interest here, should still be quite satisfactory even at this level of
approximation. Thus, we set

L(O) = �II′′ = 0 (3.11.38)

L(OH) = �II′′ − �III′′ − 2�IV′′ = 0. (3.11.39)

Substitution of (3.11.38) and (3.11.39) into (3.11.32)–(3.11.37) yields

L(H2) = −�I′ − �III′ + �IV′ = −�I′ − 1.5�III′ = −�I′ − 3�II′′ (3.11.40)

L(O2) = −�II′ + �IV′ = −0.5�III′ = −�II′′ (3.11.41)

L(H2O) = �III′ = 2�II′′ (3.11.42)

L(H) = 2�I′ − �II′ + �III′ = 2�I′ + �III′ = 2�I′′ + 2�II′′ (3.11.43)
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with the semiglobal reactions being

H2 ⇀↽ H + H (I′′)

3H + O2 ⇀↽ 2H2O + 2H (II′′)

and the corresponding reaction rates given by: �I′′ = �I′ and �II
′′ = 0.5�III

′ . The
concentrations of the QSS species, O, OH, HO2, and H2O2 are solved from the
algebraic equations (3.11.30), (3.11.31), (3.11.38), and (3.11.39).

3.11.3.3. One–Step Overall Reaction: If we finally assume that H is in steady state,

L(H) = 2�I′′ + 2�II′′ = 0, (3.11.44)

Eqs. (3.11.40)–(3.11.42) then become

L(H2) = −�I′′ − 3�II′′ = 2�I′′ = −2�1 step (3.11.45)

L(O2) = −�II′′ = �I′′ = −�1 step (3.11.46)

L(H2O) = 2�II′′ = −2�I′′ = 2�1 step (3.11.47)

and the mechanism is reduced to one step,

One-step overall reaction: 2H2 + O2 ⇀↽ 2H2O

with the global reaction rate given by �1 step = −�I′′ .
It is quite apparent that although reduced mechanisms can be derived manually

step by step using the above procedure, the algebra will quickly become too unwieldy
for the more complex hydrocarbon oxidation mechanisms. Systematic procedures by
matrix manipulation (Chen 1988; Lu 2004) have been developed for the reduction of
detailed mechanisms with any number of QSS species. Consequently a skeletal mech-
anism can be reduced to any degree, with specified species. Indeed, the procedure
can be applied to hydrocarbon oxidation with postulated semiglobal mechanisms
discussed in the previous section, extending their comprehensiveness but at the ex-
pense of the need for the internal iteration to solve for the QSS species. That is,
in addition to the inaccuracies imparted to the reduced mechanisms with the QSS
and partial equilibrium assumptions, another collateral cost is the need to solve for
the concentrations of the species that participated in these assumptions from a set
of algebraic equations. Frequently these relations are not algebraically explicit such
that their solution requires iteration, which may also experience difficulty in con-
vergence and hence can significantly complicate and prolong the solution process.
Alternate approaches, such as truncation (Peters 1991) through which certain terms
in an algebraically nonlinear expression are either dropped or approximated so as
to make the solution tractable, have been applied, but at the expense of incurring
unquantifiable inaccuracies to the solution. Iteration can also be avoided through tab-
ulation (Pope 1997), which has been found to be quite useful for mechanisms that are
not too large.
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3.12. THEORIES OF MECHANISM REDUCTION

Various theories and methods have been developed for mechanism reduction, each
with its merits and restrictions. These methods are mentioned here, to be followed
by a more detailed discussion of three of them.

Concerning reduction of detailed mechanism to skeletal mechanisms, useful meth-
ods for the elimination of reactions include sensitivity and Jacobian analysis (Turanyi
1990; Tomlin et al. 1992; Tomlin, Turanyi & Pilling 1997), detailed reduction (Wang
& Frenklach 1991), and computational singular perturbation (CSP) (Massias et al.
1999a, 1999b). A method involving the elimination of species was developed based
on the theory of directed relation graph (DRG) (Lu & Law 2005), and has been
demonstrated to be particularly suitable for the reduction of very large mechanisms.

Subsequent reduction employing partial equilibrium and QSS assumptions have
employed methods such as reaction rate analysis (Peters & Kee 1987; Chen 1988;
Smooke 1991; Ju & Niioka 1994; Sung et al. 1998) and lifetime analysis (Lovas, Nilsson
& Mauss 2000). More rigorous methods include those of intrinsic low-dimensional
manifolds (ILDM) (Maas & Pope 1992) and CSP (Lam 1993, 1994; Lam & Goussis
1988; Goussis & Lam 1992). It is noted that ILDM and CSP are essentially the same,
except CSP undergoes an additional step of refinement.

We shall now discuss, in more detail, the methods of sensitivity analysis, directed
relation graph, and computational singular perturbation.

3.12.1. Sensitivity Analysis
As demonstrated in Section 3.11.1, sensitivity analysis can be used to eliminate unim-
portant reactions from detailed mechanisms. At the simplest level of analysis, a global
sensitivity can be computed by evaluating the change �y in a global combustion pa-
rameter y, such as the laminar flame speed or the ignition delay to be discussed in
later chapters, due to a small perturbation �k in the reaction rate constant k, or
more specifically the preexponential factor A. The method is rather straightforward
but can be cumbersome and quite time consuming. This was the method used in
obtaining the sensitivity shown in Figure 3.11.1.

A more efficient analysis can be conducted by first expressing the system of rate
equations as

dy
dt

= g(y; a), (3.12.1)

where y is the dependent variable vector that in our case consists of the reaction
scalars such as the temperature and the concentrations of species, g(y; a) is the pro-
duction rate term, and a is the vector for the preexponential factor A. The sensitivity
matrix E is then defined as

E = ∂y
∂a

. (3.12.2)
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Figure 3.12.1. A directed relation graph showing typical relations of the species.

Taking the time derivative of (3.12.2), we get

∂E
∂t

= ∂

∂t

(
∂y
∂a

)
= ∂

∂a

(
∂y
∂t

)
= ∂g(y, a)

∂a
= ∂g

∂a
+ ∂g

∂y
· ∂y
∂a

= ∂g
∂a

+ J · ∂y
∂a

, (3.12.3)

where J = ∂g/∂y is the Jacobian matrix of (3.12.1). Equation (3.12.3) is to be solved
together with Eq. (3.12.1) for y and E, from which the lognormal sensitivity ∂lny/∂lna
can be readily evaluated. It is noted that although sensitivity analysis is simple to ap-
ply, the computation is typically time consuming due to the large number of equations
to be solved.

3.12.2. Theory of Directed Relation Graph
While it is relatively straightforward to identify the unimportant elementary reactions
through, say, sensitivity analysis, it is much more involved to identify and eliminate
species of negligible importance. This difficulty is mostly due to the indirect as well
as direct couplings of the species. In the presence of such couplings, removal of a
species from a detailed mechanism could result in significant error in predicting the
concentration of another species, through their participation with a group of third
party species, even though they never appear together in any of the elementary
reactions. It is therefore necessary to identify and keep the group of species that are
either directly or indirectly strongly coupled with a species.

The method of directed relation graph has been exploited to abstract the couplings
between the species (Lu & Law 2005). A DRG is a graph in which each vertex
designates a species and each directed edge represents the requirement relation of
one species to another. Figure 3.12.1 shows the typical relations between the species
in a DRG. The arrow shows the direction of dependence of one species on another,
with its width indicating the strength of the dependence. Thus, for a species A that has
to be kept, it is seen that A depends on B, but B does not depend on A. Furthermore,
since species B and D are strongly coupled, they form the dependent set {B, D} of
A, and have to be kept in order to correctly predict A. However, species C, E, and
F can be eliminated because they are not required by either A or any species in the
dependent set of A. Furthermore, species within the strongly coupled groups, {B, D}
and {E, F}, should be either kept or eliminated together.
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The requirement relation of one species to another can be quantified as

rAB ≡
∑

k=1,K |νA,iωkδ(B)k|∑
k=1,K |νA,k ωk| (3.12.4)

δ(B)k =
{

1, if the kth elementary reaction involves species B,
0, otherwise

(3.12.5)

where νA,k is the stoichiometric coefficient of species A in the kth elementary reac-
tion, ωk its production rate, and K the number of reactions. Thus rAB measures the
relative error in the production rate of species A due to the removal of species B.
If rAB is large, the removal of species B from the skeletal mechanism could induce
significant error in the evaluation of the production rate of species A, that is, species
A has strong dependence on species B. By comparing rAB with a small threshold
value, the weak dependence between species can be truncated and a DRG can be
formed. It is clear that the size of the skeletal mechanism varies inversely with the
threshold value, which measures the accuracy and comprehensiveness of the mecha-
nism. Thus the specification of the threshold value is a compromise between the size
and accuracy of the resulting skeletal mechanism.

Once a DRG is constructed for a single reaction state and for a particular applica-
tion such as ignition delay and well-stirred reactor (WSR), some important species
A, such as the fuel, can be selected as the starting species for a graph search, which
subsequently identifies all the species required by A either directly or indirectly.
These species then constitute the species set of this local, subskeletal mechanism,
valid for the particular reaction state, application, and accuracy threshold. All the
other species, as well as all the elementary reactions that do not involve any of the
participating species, can thus be eliminated from the mechanism.

To obtain a skeletal mechanism that is valid over a wide range of parameters such
as pressure, temperature, equivalence ratio, and residence time, and for different ap-
plications, subskeletal mechanisms are developed by sampling many reaction states
within the parametric ranges of these applications. The final skeletal mechanism is
then the union of all these subskeletal mechanisms, for a given accuracy threshold, ε.

It is also reasonable to expect that strongly coupled groups frequently exist in
large mechanisms, and as such intragroup couplings are strong while intergroup
couplings are relatively weak (Figure 3.12.1). Consequently the number of species in
the skeletal mechanism would jump abruptly around certain values of ε across which
a group of strongly coupled species is eliminated. This property facilitates selection
of the desirable skeletal mechanism, which should be both sufficiently small and
comprehensive. Thus reduction of the mechanism size is most efficient for values of
ε slightly larger than those where the jumps occur.

Figure 3.12.2 demonstrates the occurrence of such jumps for the reduction of a
detailed ethylene mechanism consisting of 70 species and 463 elementary reactions
(Qin et al. 2000; Lu & Law 2005). Mechanisms of this size are considered to be moder-
ately large. It is seen that the number of species in the skeletal mechanism determined
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Figure 3.12.2. Dependence of the number of species of the skeletal mechanism on the specified
threshold value used to truncate the weak relations of the species. The jumps in the number of
species show the existence of strongly coupled groups.

from DGR decreases abruptly around the threshold values of ε = 0.02 and ε = 0.12.
For the two jumps observed, it is reasonable to select the second jump because the
mechanism for the first jump is still too large even though it has a higher accuracy.
This results in a skeletal mechanism consisting of 205 elementary reactions and 33
species, which are: H2, H, O, O2, OH, H2O, HO2, H2O2, C, CH, CH2, CH∗

2, CH3,

CH4, CO, CO2, HCO, CH2O, CH2OH, CH3O, CH3OH, C2H2, C2H3, C2H4, C2H5,

HCCO, CH2CO, CH2CHO, n-C3H7, C3H6, α-C3H5, Ar, and N2. The skeletal mech-
anism can then be readily constructed by identifying the 205 elementary reactions
of the detailed mechanism that consist of one or more of the above 33 species. Thus
a skeletal mechanism is defined by simply listing the participating species, as is done
here.

3.12.3. Theory of Computational Singular Perturbation
Computational singular perturbation is a systematic method to remove the short
time scales in the general reacting system of Eq. (3.12.1),

dy
dt

= g(y). (3.12.6)

By taking the time derivative of (3.12.6), we obtain

dg
dt

= J · g, (3.12.7)
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Figure 3.12.3. Schematic showing typical evolution of fast and slow modes obtained from CSP
analysis.

where J = dg/dy is the time-dependent Jacobian matrix. By using the decomposition
J = AΛB, where B = A−1, Eq. (3.12.7) can be written as

df
dt

= Λ · f (3.12.8a)

f ≡ B · g (3.12.8b)

Λ =
(

dB
dt

+ B · J
)

· A, (3.12.8c)

where the components of f are called the modes of the system, which are linear
combinations of the components of g. If the Jacobian matrix is time independent,
Λ can be either a diagonal matrix or in Jordan form obtained through eigenvalue
decomposition. These modes are then decoupled, resulting in rate equations for the
individual modes as

dfi

dt
= λi fi (3.12.9)

such that fi ∼ exp(λi t), where the λi s are the elements of Λ, and 1/| λi | yields the
time scales of the modes. Figure 3.12.3 schematically shows the rapid decay of fi for
the fast modes relative to the slow modes.

In general, however, J is time dependent. An iterative procedure in the CSP theory
can be applied to separate the fast and slow spaces, and the modes in the refined fast
space vanish after a short transient period, that is, ffast = 0. This set of algebraic equa-
tions can therefore be employed to reduce the stiffness and number of differential
equations.

The CSP theory can also be applied to identify the QSS species for the QSS-based
reduction procedure discussed earlier. Specifically, from Eq. (3.12.8b) the production
rate of the i th species can be expressed as

dyi

dt
= gi = ai · f = ai,fast · ffast + ai,slow · fslow, (3.12.10)

where ai = (ai,fast, ai,slow) is the ith row of the matrix A, and f = (fT
fast, fT

slow)T . It is seen
that if ai,slow ≈ 0 such that gi ≈ ai,fast · ffast, then it can be assumed that dyi/dt = gi = 0
because ffast = 0, and the species is in steady state.
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Using the CSP theory and an appropriate cutoff time scale for the fast species,
twelve QSS species, given by C, CH, CH2, CH∗

2, HCO, CH2OH, CH3O, C2H3, C2H5,
HCCO, CH2CHO, and n-C3H7, have been identified (Figure 3.12.4) from the skeletal
mechanism developed in the previous section. Since there are five elements (C,
H, O, N, Ar), the reduced mechanism should consist of sixteen semiglobal steps,
which can be constructed by using the systematic matrix operations (Chen 1988;
Lu 2004).

3.12.4. Mechanism Validation
Comprehensive validation is a crucial step towards developing skeletal and reduced
mechanisms. Thus to demonstrate the accuracy of the mechanisms derived above,
we first compare the results of WSR and autoignition with those of the detailed
mechanism, noting that WSR operations encounter extensive temperature ranges
covering both ignition and extinction, while autoignition is relevant to the low- to
intermediate-temperature ranges. Figures 3.12.5a and 3.12.5b then respectively show
the calculated temperature profiles and the ignition times with the detailed, skele-
tal, and reduced mechanisms for extensive ranges of the system parameters for the
ethylene–air system considered in Figures 3.12.2 and 3.12.4. It is seen that the skele-
tal and reduced mechanisms simulate well the response of the detailed mechanism,
exhibiting minimal deviations. Furthermore, although these comparisons are only
for the stoichiometric mixture, it has been found that the same degree of agreement
also exists for very lean and rich mixtures.
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Figure 3.12.5. Comparison of (a) temperature on the residence time of WSR, and (b) autoignition
time on the initial temperature under constant pressure and enthalpy, between the detailed, skeletal,
and reduced mechanisms for stoichiometric ethylene–air mixtures under various pressures.

Since WSR and autoignition are homogeneous systems and are used in mechanism
reduction, it is necessary to extend the validation to systems that involve diffusive
transport and that are also not part of the reduction process. Figures 3.12.6 and 3.12.7
respectively compare, over extensive ranges of pressure and equivalence ratio, the
calculated laminar burning velocities of premixtures and the ignition temperatures
of nonpremixed counterflow obtained by using the detailed, skeletal, and reduced
mechanisms; the related phenomena will be studied in Chapters 7 and 8 respectively.
Very close agreement is again observed.
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skeletal, and reduced mechanisms for ethylene–air flames at various pressures.
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PROBLEMS

1. For a hydrogen–oxygen mixture undergoing homogeneous explosion in the
second-limit regime, show that the maximum [H] production rate in terms of
pressure variations is given by the relation

4k1 = 3k9[M].

Sketch/plot this relation as well as the second limit relation in the same graph.
Discuss the results.

2. For a hydrogen–oxygen mixture that is either highly enriched with hydrogen or
at higher temperatures, the generation of the hydrogen atom is increased such
that the reactions

HO2 + H → H2 + O2 (H10)

HO2 + H → OH + OH (H11)

are facilitated. The second limit is consequently modified to (Zheng & Law
2004):

2k1 = 2k10

k10 + k11
k9[M],

which has been referred to as the extended second limit. Derive this expression.
Experimentally (Mueller et al. 1999) it has been found that, for a given temper-
ature, this extended second limit is situated at a slightly higher pressure than
that of the second limit. Discuss implications of the above results.
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3. Based on the Zel’dovich mechanism, show that the rate of NO formation can
be expressed as

d[NO]
dt

= 2kN1 Kc[O2]1/2
eq [N2],

where Kc is the equilibrium constant for concentration for the reaction 1
2 O2 = O

and [O2]eq is the associated equilibrium O2 concentration. State all assumptions
made in deriving the above expression.

4. Construct the reaction pathway diagram for methanol oxidation in the manner
of Figure 3.3.1 for methane, using the reaction pathway information provided
in the text. Terminate your branches wherever they can be connected to the
methane diagram.

5. A semiglobal four-step mechanism has been constructed for methane oxidation:

I. CH4 + 2H + H2O ⇀↽ CO + 4H2,

II. CO + H2O ⇀↽ CO2 + H2,

III. H + H + M ⇀↽ H2 + M,

IV. O2 + 3H2 ⇀↽ 2H + 2H2O,

with the global reaction rates ωI, ωII, ωIII, ωIV, respectively.

(a) Derive a reduced mechanism with three global steps and the corresponding
reaction rates, by assuming that H is in steady state.

(b) Can you derive a two-step reduced mechanism in the same manner as that
for (a) by assuming that reaction II is in partial equilibrium?

6. Explain why the multistep reaction rate for CO,

d[CO]
dt

∼ [CO][H2O]−0.5[O2]0.25,

involves the concentration of water vapor to the −0.5 power, even though H2O
does not participate in the overall reaction.

7. Use CSP to analyze the following reaction mechanism with three species, F, R,
and P, and two reversible reactions:

F ⇀↽ R, ω1 = 103 × (cF − cR) (R1)

R ⇀↽ F, ω2 = 1 × (cR − cP). (R2)

Compare the information provided by the CSP solution with that from the
classical partial equilibrium assumption. Explain why the leading order solution
from the partial equilibrium assumption should not be directly substituted back
to the ODEs to compute the species production rates.
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When the molecules in any region of a fluid medium possess an excess of energy,
concentration, or momentum, such that gradients of these properties exist in the
neighborhood of this region, the system will attempt to restore spatial uniformity
by transporting the relevant property in the direction of the deficient region. The
transport occurs even in the absence of any bulk motion in this direction. As an illus-
tration, consider a body of stagnant gas situated between two parallel plates as shown
in Figure 4.1.1a. If plate A is suddenly raised to a temperature TA > TB, then the re-
gion around plate B also will be heated soon. Therefore there can be a net transfer
of heat from A to B despite the lack of any bulk fluid movement. Similarly if there
is initially a higher concentration of a species at A relative to its concentration at
B, then its molecules will slowly migrate from A to B, as shown in Figure 4.1.1b.
Finally, if plate A is impulsively started to move in a direction parallel to itself
(Figure 4.1.1c), then plane B will soon feel the motion and, if unrestrained, will
tend to be dragged along. Note that in the last case even though there is a bulk flow
in the direction parallel to the plates, the transport occurs in the direction normal to
the plates in which there is no motion.

The phenomena we have described are known respectively as heat conduction,
mass diffusion, and viscous motion. The fundamental physical mechanism responsi-
ble for the transport is the incessant collision between the gas molecules, which are in
continuous random motion. Through these collisions macroscopic nonuniformities
in the fluid medium are evened out. We shall call this mode of transport as diffusional
transport whether it is for mass, momentum, or energy.

Diffusional transport is to be distinguished from another important transport
mechanism, namely convection, in which the relevant property is “carried along”
by the bulk movement within the fluid medium. The existence and intensity of con-
vective transport are described by the fluid dynamics of the system. Depending on the
direction of the motion, convection can either facilitate or retard diffusive transport,
which is always present whenever nonuniformities exist in the flow field. Further-
more, since the rate of convective transport depends only on the fluid motion, it is
the same for the transport of mass, momentum, and energy. However, the diffusional

141
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Figure 4.1.1. Schematic showing the diffusion of (a) heat, (b) mass, and (c) momentum.

transport of mass, momentum, and energy occurs at different rates, depending on
the respective property gradients and diffusion coefficients, as will be defined later.

Frequently mass diffusion can also generate convection. This can be illustrated
by covering the bottom plate in Figure 4.1.1b with water and by making the upper
surface porous and completely dry. Water will continuously diffuse from the bottom
surface to the upper surface until it is completely dried. Thus there is a net transfer
of mass in the upward direction due to diffusion. This convective motion is called
Stefan flow.

Diffusion is essential to many combustion processes, especially for subsonic flows.
Consider an active reaction region, which has low reactant concentrations and high
temperature and product concentrations. Away from this reaction region the reactant
concentrations are high whereas the temperature and product concentrations are low.
Figure 5.5.1 shows the situations for premixed and nonpremixed flames that will be
studied later. Therefore, in general, through the concentration gradients the reactants
are continuously supplied to the reaction region to sustain reaction; through the
temperature gradients the reaction heat generated is used to preheat the reactants to
the reaction temperature as they are transported to the reaction region; and through
the product concentration gradients the products can be continuously “drained”
away. It is obvious that if products were allowed to accumulate in the reaction region,
reactants would be displaced and reactions would terminate rapidly.

The kinetic theory of dilute gases (Hirschfelder, Curtiss & Bird 1954; Vincenti
& Kruger 1965; Williams 1985) provides a statistical description of a gas which is
not in equilibrium in the spatial distribution of either its concentration, momen-
tum, or temperature. It relates the collisional dynamics at the molecular level to the
macroscopic phenomena of diffusion, yielding explicit description of the diffusional
transport rates. In the following we shall first present an elementary derivation of
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Figure 4.1.2. Schematic showing the concept of diffusive transport in the presence of spatial
gradient.

these transport rates by adopting the simplest possible description of the molecular
structure, collisional dynamics, and statistics. The derivation not only identifies the
dominant physical mechanisms and the important parameters, but it also yields re-
sults that are surprisingly close to those of the formal analysis. Following this we
shall present results from the kinetic theory of gases, which allow for estimations of
the transport coefficients of gases with different molecular structures and collisional
dynamics. The focus of this chapter is on the transport coefficients; conservation
equations governing the transport of various properties are discussed in the next
chapter.

4.1. PHENOMENOLOGICAL DERIVATION
OF DIFFUSION COEFFICIENTS

4.1.1. Derivation
In this derivation, we aim to determine the rate of transport of a property � of a gas
through molecular collisions in the same manner as the derivation for the collision
theory of reaction rates in Chapter 2. The gas is sufficiently dilute that only binary
collisions are of importance. The two colliding molecules have masses mi , mj and
diameters σi , σ j respectively. If we further assume that transport occurs only in, say,
the z-direction as shown in Figure 4.1.2, then the property values at planes (�) and
(−�) can be related to the value �0 at plane 0 through

�(+�) = �0 + �(d�/dz)0, �(−�) = �0 − �(d�/dz)0, (4.1.1)

where � is a small distance along z. Using Eq. (4.1.1), the net property flux across
plane 0 is

F� = −Vi, j [�(+�) − �(−�)] ≈ −2Vi, j�(d�/dz)0, (4.1.2)

where Vi, j is the characteristic collision velocity in the z–direction between planes
0+ and 0− given by Eq. (2.2.7), and the negative sign indicates that the direction of
transport is opposite to that of the property gradient.
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If we next assume that complete exchange and equalization of properties between
molecules occur within one collision, then � can be identified as the molecular mean
free path given by

� = 1
nπσ 2

i, j

, (4.1.3)

where n is the total number density of the molecules.
Substituting Eqs. (4.1.3) and (2.2.7) into Eq. (4.1.2), we have

F� = −2
(

8koT
πmi, j

)1/2
(

1
nπσ 2

i, j

) (
d�

dz

)
, (4.1.4)

where we have omitted the subscript 0 in (d�/dz) because it is an arbitrary reference
plane anyway.

Specializing now to the transport of species, momentum, and internal energy,
we have respectively � = ni mi, j , nmi, jvy, and nmi, j e(T). Substituting these values
into Eq. (4.1.4), and recognizing that while ni varies with z during species trans-
port, n is approximately constant, and that de/dz = (de/dT)(dT/dz) = cv(dT/dz),
we have

Fspecies i = −Di, j
dρi

dz
, Fmomentum = −µi, j

dvy

dz
, Fenergy = −λi, j

dT
dz

, (4.1.5)

where we have defined:

Mass Diffusion Coefficient:

Di, j = 2(8mi, j koT/π)1/2

ρ(πσ 2
i, j )

(4.1.6)

Viscosity Coefficient:

µi, j = 2(8mi, j koT/π)1/2

πσ 2
i, j

(4.1.7)

Thermal Conductivity Coefficient:

λi, j = 2(8mi, j koT/π)1/2cv

πσ 2
i, j

. (4.1.8)

The equations in (4.1.5) can be generalized to their respective vector forms by
substituting (d/dz) by the gradient operator ∇. They are respectively known as Fick’s
law of mass diffusion, Newton’s law of viscosity, and Fourier’s law of heat conduction.
These laws state that the diffusional flux of a transported quantity is proportional to
its gradient.

In the following discussion, we shall treat µ and λ as the average properties of an
effectively one-component gas, with mi, j = m/2. For mass diffusion, the identities of
the diffusing species are essential and the subscripts i , j need to be retained.
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4.1.2. Discussion on Diffusion Coefficients
First it is significant to note that, for the ideal gases treated herein, µ and λ are
independent of the mass density ρ of the gas. This interesting phenomenon is due to
the fact that if we, say, double the number of molecules between the plates, then even
though there are now twice as many molecules available for momentum transport,
the mean free path of each molecule is halved such that the transfer is only half as
effective. Therefore, the net rate of transfer is unchanged.

The mass diffusion coefficient Di, j does depend on density through Di, j ∼ ρ−1.
However, the product ρDi, j is independent of density. Indeed, had we used (ρi/ρ)
instead of ρi in the definition for Fspecies i in (4.1.5), the appropriate coefficient that
emerges would be ρDi, j . It will be further demonstrated in later studies that the rel-
evant parameter controlling the diffusion process in many mass transport problems
is ρDi, j instead of Di, j .

It is seen that ρDi, j , µ, and λ are also independent of pressure, which implies that
the diffusion rates of mass, momentum, and energy are correspondingly pressure
insensitive. These coefficients, however, do depend on temperature through the factor
T 1/2 in the present simplified formulation. Results from more rigorous formulation
show a stronger temperature dependence. However, if quantitative accuracy is not
essential for a particular situation, then it is convenient in analytical modeling to
assume that they are constants.

4.1.3. Characteristic Diffusion Rates and Nondimensional Numbers
Associated with each diffusion process is the characteristic rate of spreading, which
has the dimension of length2/sec because we are dealing with the surface of the
“sphere of influence.” For mass diffusion this is simply Di, j . For viscous spreading
the relevant coefficient is the kinematic viscosity,

ν = µ

ρ
, (4.1.9)

while for thermal conduction we have the thermal diffusivities,

αh = λ

cpρ
, (4.1.10)

where cp is the appropriate specific heat to use. Note that Di, j , ν, and αh all vary with
ρ−1, and hence the system pressure.

Taking the ratios of these characteristic spreading rates, we can define a Schmidt
number

Sci, j = ν

Di, j
= µ

ρDi, j
, (4.1.11)

which is a measure of the relative influence of viscosity to mass diffusion, a Prandtl
number

Pr = ν

αh
= µcp

λ
, (4.1.12)
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which is a measure of the relative influence of viscosity to thermal diffusion, and a
Lewis number

Lei, j = αh

Di, j
= Sci, j

Pr
= λ

cpρDi, j
, (4.1.13)

which is a measure of the relative influence of thermal to mass diffusion. These num-
bers assume values close to unity, and are almost constants, being quite insensitive
to variations in temperature. When these numbers do assume the value of unity, the
conservation equations describing the transport of heat, mass, and momentum bear
great similarity to each other, leading to the existence of conserved quantities and
substantial facilitation of analysis, as will be demonstrated in Chapter 5.

4.1.4. Second-Order Diffusion
The above discussion was concerned with heat diffusion in the presence of a tem-
perature gradient and mass diffusion in the presence of a concentration gradient.
However, it has been observed, as well as predicted by the kinetic theory of gases,
that heat diffusion can occur in the presence of a concentration gradient while mass
diffusion can occur in the presence of a temperature gradient. These second-order
processes are respectively known as Dufour and Soret effects.

The possible existence of second-order diffusion can be appreciated by recognizing
that the presence of a temperature gradient in a mixture of uniform concentration
renders the molecules in the high temperature region to have a larger random velocity
than the molecules in the low temperature region. A diffusive flux then results as the
mixture attempts to achieve equilibrium by having the light molecules migrating to
the hot region so as to increase its random kinetic energy, and the heavy molecules
migrating to the cold region to reduce this energy.

The second-order diffusion processes are represented by the thermal diffusion
coefficients, DT,i , which are generally much smaller than the first order, Fickian, dif-
fusion coefficients. Prominent exceptions that are of particular interest to combustion
are the counter-gradient diffusion of the low-molecular-weight hydrogen and gradi-
ent diffusion of the “high-molecular-weight” soot particles in the presence of steep
temperature gradients around flames. The Dufour effect is usually quite small such
that it is negligible.

Species diffusion can also occur in the presence of body forces and pressure gra-
dients. These effects are again usually small unless these forces are extremely large.

4.2. SOME USEFUL RESULTS FROM KINETIC THEORY OF GASES

4.2.1. General Concepts
The above phenomenological derivation adopts a simplified description of the molec-
ular velocity and collision frequency, without considering the energetics of collision
and the distribution of the molecular velocities. The statistical aspects of particle
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∞

Force center

rm
χ b

g
r

m i, j

Figure 4.2.1. Binary particle collision in a central force field in the force-center coordinate.

collision are properly accounted for in the kinetic theory of gases. Binary collision is
still assumed, implying that the gas is sufficiently dilute such that collisions involving
three or more molecules are rare and their effects negligible. Furthermore, the col-
lision is assumed to be elastic and inert, without internal excitation or change of the
molecular structure.

In the simplest analysis, the nature of the molecular structure and the collision
dynamics are assumed to be described by a central force field represented by a force
potential φ(r), where r is the radial distance away from the molecule. Thus strictly
speaking the theory requires that the molecules are point masses in that the collisional
distances are much larger than the sizes of the molecules. The spherically symmetric
force field also requires that the gas is monatomic such that the molecules actually
do not have any structure. Violation of this requirement is especially serious for
polar molecules with dipole moments (e.g., water). However, as we shall see, these
nonidealities can be approximately accounted for through the use of special forms
of force potentials and the associated force constants.

Thus once φ(r) is given, the deflection angle χ(b, g) for a given collision
(Figure 4.2.1) can be shown from classical mechanics (Goldstein 1980) to be

χ(b, g) = π − 2b
∫ ∞

rm

(
1 − φ

mi, j g2/2
− b2

r2

)−1/2 dr
r2

, (4.2.1)

where g is the relative approach velocity, b the impact parameter, which is the distance
of closest approach if there were no potential, and rm the minimum approach distance
given by

φ(rm) = mi, j g2

2

(
1 − b2

r2
m

)
.

Summing over all possible collision events characterized by g and b, the fluxes of
transport can be described by the collision integrals �

(k,�)
i, j defined as

�
(k,�)
i, j =

(
2πk oT

mi, j

)1/2 ∫ ∞

0

∫ ∞

0
e−ĝ2

ĝ(2�+3) [
1 − (cos χ)k] b dbdĝ, (4.2.2)
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(a) Hard-sphere potential
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r(r) = 4  [(      )   – (      )  ]

12 6

(b) Lennard–Jones 6–12 potential

φ

Figure 4.2.2. Force potential for (a) hard-sphere potential, and (b) Lennard–Jones 6–12 potential.

where ĝ = g(mi, j/2k oT )1/2. Combinations of different integers k and � indicate dif-
ferent modes of transport.

4.2.2. Collision Potentials and Integrals
An evaluation of the integral in �

(k,�)
i, j requires a knowledge of the force potential

φ(r). The force potential for the hard sphere collision, shown in Figure 4.2.2a, is
given by

φ(r) = ∞ r < σ

= 0 r > σ, (4.2.3)

where σ is the sphere diameter.
A more realistic, frequently used collision model for nonpolar gases is the

Lennard–Jones 6–12 potential, given by

φ(r) = 4ε

[(σ

r

)12
−

(σ

r

)6
]

, (4.2.4)

and shown in Figure 4.2.2b. The potential is the combination of a sixth-power
attraction and twelfth-power repulsion. The sixth-power attractive force represents
the induced-dipole interaction between two nonpolar molecules, while the twelfth-
power repulsive force arises when molecules are close to each other such that their
outer electronic shells interact repulsively. Here ε is the characteristic collision energy
and σ can be interpreted as the effective molecular size.

Now if the collision integral �(k,�)
i, j is nondimensionalized by that of the hard sphere,

and the temperature by ε/ko, then we can define

�
(k,�)∗
i, j (T ∗) = �

(k,�)
i, j /

[
�

(k,�)
i, j

]
hard sphere

(4.2.5)T ∗ = k oT/εi, j .

Thus, for a given potential, the nondimensional �
(k,�)∗
i, j is only a function of T∗ and

can be tabulated for different combinations of (k, �).
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The above discussions are for nonpolar gases. For polar gases the Stockmayer
potential,

φ(r) = 4ε

[(σ

r

)12
−

(σ

r

)6
]

− di dj

r3
ζ, (4.2.6)

is frequently used, where

ζ = 2 cos θi cos θ j − sin θi sin θ j cos β,

di and dj are the dipole moments of the two interacting molecules, θi and θ j the
angles of inclination of the axes of the two dipoles to the line joining the centers of
these molecules, and β the azimuthal angle between them. Integrating over θi , θ j ,
and β, it is found that the nondimensional collision integrals now depend on T∗ as
well as an additional parameter

δ∗ = 1
2

(d ∗)2 = 1
2

d2

εσ 3
. (4.2.7)

Tables 4.1 and 4.2 respectively list the collision integrals �(1,1)∗(T∗; δ∗) and �(1,2)∗

(T∗; δ∗) needed to calculate the coefficients of binary diffusion, viscosity, and thermal
conductivity to be specified later; the case of δ∗ = 0 corresponds to nonpolar gases.
Note that in expressing � we have omitted the indices i and j .

The effects of different molecules are accounted for by defining effective force
constants

σi, j = 1
2

(σi + σ j ), εi, j = √
εiε j , di, j = √

di dj , (4.2.8)

which hold for either polar–polar or nonpolar–nonpolar interactions. The force
constants for the collision between a polar gas (p) and a nonpolar gas (n) are
given by

σn,p = 1
2

(σn + σp)ξ−1/6, ε = √
εnεpξ

2, δ∗ = 1
2

d∗2
p , (4.2.9)

where

ξ =
[

1 + 1
4
α∗

nd∗
p

√
εp

εn

]
, α∗

n = αn

σ 3
n
, d∗2

p = d2
p

εpσ 3
p
, (4.2.10)

and αn is the polarizability of the nonpolar molecule, (σn, εn) the Lennard–Jones
force constants, and (σp, εp) the Stockmayer force constants.

Table 4.3 lists the potential parameters for nonpolar and polar gases often encoun-
tered in combustion. These values have been evaluated by fitting experimentally
determined transport properties.
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Table 4.1. Collision integral �(1,1)∗(T∗; δ∗)

T ∗ δ∗ = 0 0.25 0.50 0.75 1.0 1.5 2.0 2.5

0.1 4.0079 4.002 4.665 5.521 6.454 8.214 9.824 11.31
0.2 3.1300 3.164 3.355 3.721 4.198 5.230 6.225 7.160
0.3 2.6494 2.657 2.770 3.002 3.319 4.054 4.785 5.483
0.4 2.3144 2.320 2.402 2.572 2.812 3.386 3.972 4.539
0.5 2.0661 2.073 2.140 2.278 2.472 2.946 3.437 3.918
0.6 1.8767 1.885 1.944 2.060 2.225 2.628 3.054 3.474
0.7 1.7293 1.738 1.791 1.893 2.036 2.388 2.763 3.137
0.8 1.6122 1.622 1.670 1.760 1.886 2.198 2.535 2.872
0.9 1.5175 1.527 1.572 1.653 1.765 2.044 2.349 2.657
1.0 1.4398 1.450 1.490 1.564 1.665 1.917 2.196 2.478
1.2 1.3204 1.330 1.364 1.425 1.509 1.720 1.956 2.199
1.4 1.2336 1.242 1.272 1.324 1.394 1.573 1.777 1.990
1.6 1.1679 1.176 1.202 1.246 1.306 1.461 1.639 1.827
1.8 1.1166 1.124 1.146 1.185 1.237 1.372 1.530 1.698
2.0 1.0753 1.082 1.102 1.135 1.181 1.300 1.441 1.592
2.5 1.0006 1.005 1.020 1.046 1.080 1.170 1.278 1.397
3.0 0.95003 0.9538 0.9656 0.9852 1.012 1.082 1.168 1.265
3.5 0.91311 0.9162 0.9256 0.9413 0.9626 1.019 1.090 1.170
4.0 0.88453 0.8871 0.8948 0.9076 0.9252 0.9721 1.031 1.098
5.0 0.84277 0.8446 0.8501 0.8592 0.8716 0.9053 0.9483 0.9984
6.0 0.81287 0.8142 0.8183 0.8251 0.8344 0.8598 0.8927 0.9316
7.0 0.78976 0.7908 0.7940 0.7993 0.8066 0.8265 0.8526 0.8836
8.0 0.77111 0.7720 0.7745 0.7788 0.7846 0.8007 0.8219 0.8474
9.0 0.75553 0.7562 0.7584 0.7619 0.7667 0.7800 0.7976 0.8189

10.0 0.74220 0.7428 0.7446 0.7475 0.7515 0.7627 0.7776 0.7957
12.0 0.72022 0.7206 0.7220 0.7241 0.7271 0.7354 0.7464 0.7600
14.0 0.70254 0.7029 0.7039 0.7055 0.7078 0.7142 0.7228 0.7334
16.0 0.68776 0.6880 0.6880 0.6901 0.6919 0.6970 0.7040 0.7125
18.0 0.67510 0.6753 0.6760 0.6770 0.6785 0.6827 0.6884 0.6955
20.0 0.66405 0.6642 0.6648 0.6657 0.6669 0.6704 0.6752 0.6811
25.0 0.64136 0.6415 0.6418 0.6425 0.6433 0.6457 0.6490 0.6531
30.0 0.62350 0.6236 0.6239 0.6243 0.6249 0.6267 0.6291 0.6321
35.0 0.60882 0.6089 0.6091 0.6094 0.6099 0.6112 0.6131 0.6154
40.0 0.59640 0.5964 0.5966 0.5969 0.5972 0.5983 0.5998 0.6017
50.0 0.57626 0.5763 0.5764 0.5766 0.5768 0.5775 0.5785 0.5798
75.0 0.54146 0.5415 0.5416 0.5416 0.5418 0.5421 0.5424 0.5429

100.0 0.51803 0.5181 0.5182 0.5184 0.5184 0.5185 0.5186 0.5187

Finally, for nonpolar gases (δ∗ = 0), �(1,1)∗(T ∗) and �(2,2)∗(T ∗) have been fitted
(Monchick & Mason 1961) to excellent accuracy by the formulas

�(1,1)∗(T ∗) = 1.069(T ∗)−0.1580 + 0.3445e−0.6537T ∗ + 1.556e−2.099T ∗ + 1.976e−6.488T ∗
,

(4.2.11)

�(2,2)∗(T ∗) = 1.155(T ∗)−0.1462 + 0.3945e−0.6672T ∗ + 2.05e−2.168T ∗
, (4.2.12)

valid in the range 0.30 ≤ T ∗ ≤ 400.
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Table 4.2. Collision integral �(2,2)∗(T∗; δ∗)

T ∗ δ∗ = 0 0.25 0.50 0.75 1.0 1.5 2.0 2.5

0.1 4.1005 4.266 4.833 5.742 6.729 8.624 10.34 11.89
0.2 3.2626 3.305 3.516 3.914 4.433 5.570 6.637 7.618
0.3 2.8399 2.836 2.936 3.168 3.511 4.329 5.126 5.874
0.4 2.5310 2.522 2.586 2.749 3.004 3.640 4.282 4.895
0.5 2.2837 2.277 2.329 2.460 2.665 3.187 3.727 4.249
0.6 2.0838 2.081 2.130 2.243 2.417 2.862 3.329 3.786
0.7 1.9220 1.924 1.970 2.072 2.225 2.614 3.028 3.435
0.8 1.7902 1.795 1.840 1.934 2.070 2.417 2.788 3.156
0.9 1.6823 1.689 1.733 1.820 1.944 2.258 2.596 2.933
1.0 1.5929 1.601 1.644 1.725 1.838 2.124 2.435 2.746
1.2 1.4551 1.465 1.504 1.574 1.670 1.913 2.181 2.451
1.4 1.3551 1.365 1.400 1.461 1.544 1.754 1.989 2.228
1.6 1.2800 1.289 1.321 1.374 1.447 1.630 1.838 2.053
1.8 1.2219 1.231 1.259 1.306 1.370 1.532 1.718 1.912
2.0 1.1757 1.184 1.209 1.251 1.307 1.451 1.618 1.795
2.5 1.0933 1.100 1.119 1.150 1.193 1.304 1.435 1.578
3.0 1.0388 1.044 1.059 1.083 1.117 1.204 1.310 1.428
3.5 0.99963 1.004 1.016 1.035 1.062 1.133 1.220 1.319
4.0 0.96988 0.9732 0.9830 0.9991 1.021 1.079 1.153 1.236
5.0 0.92676 0.9291 0.9360 0.9473 0.9628 1.005 1.058 1.121
6.0 0.89616 0.8979 0.9030 0.9114 0.9230 0.9545 0.9955 1.044
7.0 0.87272 0.8741 0.8780 0.8845 0.8935 0.9181 0.9505 0.9893
8.0 0.85379 0.8549 0.8580 0.8632 0.8703 0.8901 0.9164 0.9482
9.0 0.83795 0.8388 0.8414 0.8456 0.8515 0.8678 0.8895 0.9160

10.0 0.82435 0.8251 0.8273 0.8308 0.8356 0.8493 0.8676 0.8901
12.0 0.80184 0.8024 0.8039 0.8065 0.8101 0.8201 0.8337 0.8504
14.0 0.78363 0.7840 0.7852 0.7872 0.7899 0.7976 0.8081 0.8212
16.0 0.76834 0.7687 0.7696 0.7712 0.7733 0.7794 0.7878 0.7983
18.0 0.75518 0.7554 0.7562 0.7575 0.7592 0.7642 0.7711 0.7797
20.0 0.74364 0.7438 0.7445 0.7455 0.7470 0.7512 0.7569 0.7642
25.0 0.71982 0.7200 0.7204 0.7211 0.7221 0.7250 0.7289 0.7339
30.0 0.70097 0.7011 0.7014 0.7019 0.7026 0.7047 0.7076 0.7112
35.0 0.68545 0.6855 0.6858 0.6861 0.6867 0.6883 0.6905 0.6932
40.0 0.67232 0.6724 0.6726 0.6728 0.6733 0.6745 0.6762 0.6784
50.0 0.65099 0.6510 0.6512 0.6513 0.6516 0.6524 0.6534 0.6546
75.0 0.61397 0.6141 0.6143 0.6145 0.6147 0.6148 0.6148 0.6147

100.0 0.58870 0.5889 0.5894 0.5900 0.5903 0.5901 0.5895 0.5885

4.2.3. Transport Coefficients
Knowing the collision integrals, the various transport coefficients can be calculated.
Thus the viscosity coefficient for a single component gas is given by

µi = 5
16

√
πmi koT

πσ 2
i �

(2,2)∗
i,i (T∗; δ∗)

. (4.2.13)

Expressing Eq. (4.2.13) in practical units, we have

µi = 2.6693 × 10−6 (Wi T)1/2

σ 2
i �

(2,2)∗
i,i (T∗; δ∗)

(kg/m s), (4.2.14)
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Table 4.3. Potential parameters for stable and unstable species often encountered in
combustion processes

ε/k o σ d α

Species n (K) (Å) (debyes) δ∗ (Å3) α∗
n × 102

Ar 0 136.500 3.330 0.000 0.000 0.000 0.000
CH 1 80.000 2.750 0.000 0.000 0.000 0.000
CH2 1 144.000 3.800 0.000 0.000 0.000 0.000
CH2CO 2 436.000 3.970 0.000 0.000 0.000 0.000
CH2O 2 498.000 3.590 0.000 0.000 0.000 0.000
CH3 1 144.000 3.800 0.000 0.000 0.000 0.000
CH3CHO 2 436.000 3.970 0.000 0.000 0.000 0.000
CH3CO 2 436.000 3.970 0.000 0.000 0.000 0.000
CH3O 2 417.000 3.690 1.700 0.500 0.000 0.000
CH4 2 141.000 3.746 0.000 0.000 2.600 4.946
CH4O 2 417.000 3.690 1.700 0.500 0.000 0.000
C2H 1 209.000 4.100 0.000 0.000 0.000 0.000
C2H2 1 209.000 4.100 0.000 0.000 0.000 0.000
C2H2OH 2 224.700 4.162 0.000 0.000 0.000 0.000
C2H3 1 209.000 4.100 0.000 0.000 0.000 0.000
C2H4 2 280.000 3.971 0.000 0.000 0.000 0.000
C2H5 2 252.300 4.302 0.000 0.000 0.000 0.000
C2H6 2 252.300 4.302 0.000 0.000 0.000 0.000
C3H2 2 209.000 4.100 0.000 0.000 0.000 0.000
C3H3 1 252.000 4.760 0.000 0.000 0.000 0.000
C3H4 1 252.000 4.760 0.000 0.000 0.000 0.000
C3H6 2 266.800 4.982 0.000 0.000 0.000 0.000
C3H7 2 266.800 4.982 0.000 0.000 0.000 0.000
C3H8 2 266.800 4.982 0.000 0.000 0.000 0.000
C4H 1 357.000 5.180 0.000 0.000 0.000 0.000
C4H2 1 357.000 5.180 0.000 0.000 0.000 0.000
C4H2OH 2 224.700 4.162 0.000 0.000 0.000 0.000
C3H3 1 357.000 5.180 0.000 0.000 0.000 0.000
C4H4 1 357.000 5.180 0.000 0.000 0.000 0.000
C4H8 2 357.000 5.176 0.000 0.000 0.000 0.000
C4H9 2 357.000 5.176 0.000 0.000 0.000 0.000
CO 1 98.100 3.650 0.000 0.000 1.950 4.010
CO2 1 244.000 3.763 0.000 0.000 2.650 4.973
F 0 80.000 2.750 0.000 0.000 0.000 0.000
F2 1 125.700 3.301 0.000 0.000 1.600 4.448
H 0 145.000 2.050 0.000 0.000 0.000 0.000
H2 1 38.000 2.920 0.000 0.000 0.790 3.173
H2O 2 572.400 2.605 1.844 1.217 0.000 0.000
H2O2 2 107.400 3.458 0.000 0.000 0.000 0.000
He 0 10.200 2.576 0.000 0.000 0.000 0.000
HF 1 352.000 2.490 1.730 1.995 0.000 0.000
HCCO 2 150.000 2.500 0.000 0.000 0.000 0.000
HCO 1 498.000 3.590 0.000 0.000 0.000 0.000
HNO 1 116.700 3.492 0.000 0.000 0.000 0.000
HNNO 2 232.400 3.828 0.000 0.000 0.000 0.000
HO2 1 107.400 3.458 0.000 0.000 0.000 0.000
N 0 71.400 3.298 0.000 0.000 0.000 0.000
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ε/k o σ d α

Species n (K) (Å) (debyes) δ∗ (Å3) α∗
n × 102

N2 1 97.530 3.621 0.000 0.000 1.760 3.707
N2H2 2 71.400 3.798 0.000 0.000 0.000 0.000
N2H3 2 200.000 3.900 0.000 0.000 0.000 0.000
N2H4 2 205.000 4.230 0.000 0.000 4.260 5.628
N2O 1 232.400 3.828 0.000 0.000 0.000 0.000
NH 1 80.000 2.650 0.000 0.000 0.000 0.000
NH2 2 80.000 2.650 0.000 0.000 2/260 12.144
NH3 2 481.000 2.920 1.470 0.653 0.000 0.000
NNH 2 71.400 3.798 0.000 0.000 0.000 0.000
NO 1 97.530 3.621 0.000 0.000 1,760 3.707
NO2 2 200.000 3.500 0.000 0.000 0.000 0.000
O 0 80.000 2.750 0.000 0.000 0.000 0.000
O2 1 107.400 3.458 0.000 0.000 1.600 3.869
O3 2 180.000 4.100 0.000 0.000 0.000 0.000
OH 1 80.000 2.750 0.000 0.000 0.000 0.000

Nomenclature of Table:
n = 0 : Monatomic molecule
n = 1 : Linear molecule
n = 2 : Nonlinear molecule
ε/k o : Lennard–Jones potential well depth
σ : Lennard–Jones collison diameter
d : Dipole moment
α : Molecular polarizability

where Wi is the molecular weight and T and σi are respectively expressed in units of
K and Å.

The thermal conductivity coefficient is related to µi through

λi,mono = 15
4

ko

mi
µi (4.2.15a)

= 5
2

cv,i,monoµi (4.2.15b)

where we have used the subscript “mono” to indicate that the relation is only for a
monatomic gas because the theory assumes hard sphere collision.

It is of interest to note that Eqs. (4.1.7) and (4.1.8) yield

λi = cv,iµi , (4.2.16)

which is different from Eq. (4.2.15b). The reason for this difference is that in deriv-
ing Eqs. (4.1.7) and (4.1.8), and hence Eq. (4.2.16), we have drawn analogy between
transfers in momentum and internal energy, without considering the collision dy-
namics. On the other hand, Eq. (4.2.15b) is derived based on the collision dynamics
of two structureless hard spheres, without considering the internal energy. Thus the
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energy transferred is that associated with translation. Consequently, the specific heat
in Eq. (4.2.15b) is that for the translational degrees of freedom, 3

2 (k ◦/mi ), while the
specific heat in Eq. (4.2.16) is that associated with the internal degrees of freedom,
which is cv − 3

2 (ko/mi ). Thus λi can be approximated as the sum of Eqs. (4.2.15b)
and (4.2.16), with the appropriate specific heats used for the two different modes of
energy transfer,

λi = 5
2

(
3
2

ko

mi

)
µi +

(
cv,i − 3

2
ko

mi

)
µi , (4.2.17)

which can be written as

λi = 9γ − 5
4

cv,iµi (4.2.18a)

= λi,mono

[
3
5

+ 4
15(γ − 1)

]
(4.2.18b)

by using the relation cp,i − cv,i = ko/mi . Equation (4.2.18) is the Eucken formula for
polyatomic gases. It is fairly accurate for most diatomic gases at moderate densities,
but is a poor representation for larger molecules.

An alternative expression for λi is the Hirschfelder’s formula,

λi = λi,mono

(
0.115 + 0.354

γ

γ − 1

)
, (4.2.19)

which has been found to be quite accurate over a large range of T∗ for a number of
realistic potential functions.

Using the Eucken formula, we also have

Pr = 4γ

9γ − 5
. (4.2.20)

Thus Pr = 2
3 and 0.74 for monatomic (γ = 5

3 ) and diatomic (γ = 7
5 ) gases

respectively.
The binary diffusion coefficient between species i and j is given by

Di, j = 3
16

√
2π(koT)3/mi, j

pπσ 2
i, j�

(1,1)∗
i, j (T∗, δ∗)

, (4.2.21)

which becomes, in practical units,

Di, j = 1.8583 × 10−7

[
T3(Wi + Wj )/Wi Wj

]1/2

pσ 2
i, j�

(1,1)∗
i, j (T∗; δ∗)

(m2/s), (4.2.22)

where p is the pressure expressed in atmospheres.
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For multicomponent mixtures the viscosity and thermal conductivity coefficients
are respectively given by the approximate expressions

µmix =
N∑

i=1

µi

1 + 1
Xi

∑
j 	=i Xj�i, j

(4.2.23)

λmix =
N∑

i=1

λi

1 + 1.065
Xi

∑
j 	=i Xj�i, j

. (4.2.24)

where

�i, j = 1√
8

(
1 + Wi

Wj

)−1/2
[

1 +
(

µi

µ j

)1/2 (
Wj

Wi

)1/4
]2

. (4.2.25)

Finally, the diffusion coefficient of a species i with a very dilute concentration in a
given mixture can be approximated by

Di ≈ 1 − Yi∑
j 	=i

Xj

Di, j

. (4.2.26)

The complete diffusion equation is discussed in Chapter 5.

PROBLEMS

1. Review the problem of two-body collision in a central force field discussed in
text books on classical mechanics (e.g., Goldstein 1980). Then derive Eq. (4.2.1).

2. Show that for a hard sphere potential (Hirschfelder, Curtiss & Bird 1954,
pp. 523–546):

χ(b, g) = 2 cos−1(b/σ ) b ≤ σ

= 0 b ≥ σ,

Q(k) =
∫ ∞

0

[
1 − (cos χ)k] b db =

[
1 − 1

2
1 + (−1)k

1 + k

]
σ 2

2

�
(k,�)
i, j =

(
2πkoT

mi, j

)1/2 (� + 1)!
2

Q(k).

3. For propane–air mixtures at 1 atm pressure and with an initial temperature
298.15 K, calculate the following for φ = 0.55 and 2.25.

(a) The adiabatic flame temperatures and the species molar fractions, using the
major-minor species model and accounting for only the major species.

(b) The pure component transport coefficients µi , λi , the binary diffusion coeffi-
cients Di, j , the mixture transport coefficients µmix, λmix, and the Prandtl number
Pr, for both the initial and final states.
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(c) The diffusion coefficient Di of each species in the mixture, assuming it is a
trace component.

(d) The Sci, j and Lei, j between the deficient reactant (i.e., fuel for φ < 1 and
oxygen for φ > 1) and the abundant species of the initial mixture.

In (b), you need to use the heat capacities for propane, which are tabulated
as follows (T in K, cp in cal/mol-K)∗:

T 298.15 300 400 500 600 700 800 900
cp 17.627 17.725 22.669 27.040 30.884 34.247 37.174 39.713
T 1000 1100 1200 1300 1400 1500
cp 41.908 43.807 45.455 46.897 48.181 49.352

∗ Source: Barin, I. 1989. Thermochemical Data of Pure Substances, Part 1, VCH.
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5 Conservation Equations

The dynamics and thermodynamics of a chemically reacting flow are governed by the
conservation laws of mass, momentum, energy, and the concentration of the individ-
ual species. In this chapter, we shall first present a derivation of these conservation
equations based on control volume considerations. We shall then derive a simplified
form of these equations describing only those effects which are of predominant im-
portance in most of the subsonic combustion phenomena to be studied later. Some
useful concepts and analytical techniques for combustion modeling will be discussed
and several important nondimensional numbers will be introduced. Whenever pos-
sible, we will adhere to the nomenclature of Williams (1985) for consistency and ease
of referencing. A summary of the symbols is given at the end of this chapter.

Further discussions emphasizing on the mathematical aspects of combustion the-
ory can be found in Buckmaster and Ludford (1982) and Williams (1985).

5.1. CONTROL VOLUME DERIVATION

To derive the various conservation equations, we first take a control volume that is at
rest with respect to an inertia reference frame. It has a volume V and a control surface
S, with a unit normal vector n, as shown in Figure 5.1.1. Within this control volume a
flow element of velocity v passes through. This bulk, mass-weighted velocity v is the
resultant of the individual velocities vi of the various species. Thus, by definition,∑

ρi vi = ρv. (5.1.1)

The difference between vi and v is then the molecular diffusion velocity

Vi = vi − v. (5.1.2)

Multiplying Eq. (5.1.2) by ρi and summing over i , we have∑
ρi Vi =

∑
ρi vi − ρv = 0, (5.1.3)

as should be the case. Furthermore, since Yi = ρi/ρ, the above results can also be
expressed as v = ∑

Yi vi and
∑

Yi Vi = 0.

157
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Consider an extensive fluid property Ψ whose magnitude depends on the size
of the control volume V, and its corresponding intensive quantity ψψ, which is the
“density” of Ψ per unit volume of the fluid. The rate of change of Ψ is then given by
the sum of the temporal change of Ψ within V and the loss/gain of Ψ through fluxes
across the surface of V. That is,

δΨ
δt

= ∂

∂t

∫
V
ψψdV +

∫
S
ψψ(v · n)dS. (5.1.4)

Using the divergence theorem, we can write∫
S
ψψ(v · n)dS =

∫
V

(∇ · ψψv)dV,

which, when substituted into Eq. (5.1.4), yields the general equation describing the
rate of change of Ψ as

δΨ
δt

=
∫

V

(
∂ψψ

∂t
+ ∇ · ψψv

)
dV. (5.1.5)

In the following we shall first apply Eq. (5.1.5) to derive the general conserva-
tion equations for mass, individual species concentration, momentum, and energy.
Following this we shall also derive the conservation conditions across an interface.

5.1.1. Conservation of Total Mass
If the fluid property Ψ is its total mass m, then ψψ is the mass density ρ. Thus
Eq. (5.1.5) becomes

δm
δt

=
∫

V

(
∂ρ

∂t
+ ∇ · ρv

)
dV. (5.1.6)

Since matter is neither created nor destroyed in a chemical system, δm/δt = 0 along
a fluid element. Furthermore, since the control volume is arbitrary, Eq. (5.1.6)
implies

∂ρ

∂t
+ ∇ · (ρv) = 0. (5.1.7)

Equation (5.1.7) is the conservation equation for total mass, commonly known as the
continuity equation.

5.1.2. Conservation of Individual Species
If Ψ is the mass mi of the i th species, then ψψ is its partial density ρi . Equation (5.1.5)
then becomes

δmi

δt
=

∫
V

(
∂ρi

∂t
+ ∇ · ρi v

)
dV. (5.1.8)

There are two sources which can lead to a change in mi . The first is volumetric in
nature, caused by the presence of chemical reaction as represented by the rate of
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V

v

S =    n S

Figure 5.1.1. Control volume for the derivation of the conservation equations.

production of i per unit volume, wi . The second is a surface process, due to diffusion
across the control surface when spatial nonuniformity exists in the concentration of
i . This diffusive transport is effected through molecular collision and its magnitude
is proportional to the mass flux ρi Vi of the molecular random motion. Thus

δmi

δt
=

∫
V

wi dV −
∫

S
(ρi Vi · n)dS =

∫
V

(wi − ∇ · ρi Vi )dV. (5.1.9)

The negative sign for the diffusion term indicates the fact that since dS is pointed
outward (Figure 5.1.1), an outwardly directed Vi represents a net loss of mass by the
control volume. Also note that wi , which is the mass reaction rate (gm/cm3-sec), is
related to the molar reaction rate ω̂i (mole/cm3-sec) introduced in Chapter 2 through
wi = Wi ω̂i . Equating (5.1.8) and (5.1.9) yields

∂ρi

∂t
+ ∇ · [ρi (v + Vi )] = wi , i = 1, 2, . . . , N. (5.1.10)

Equation (5.1.10) is the conservation equation for the i th species. Summing
Eq. (5.1.10) over the N species, and noting that

∑N
i=1 wi = 0, we retrieve Eq. (5.1.7).

Thus only N of the (N + 1) equations given by Eqs. (5.1.7) and (5.1.10) are indepen-
dent.

Using Yi = ρi/ρ, Eq. (5.1.10) can be expressed in two alternate forms as

∂(ρYi )
∂t

+ ∇ · [ρ(v + Vi )Yi ] = wi (5.1.11)

ρ
DYi

Dt
= −∇ · (ρVi Yi ) + wi , (5.1.12)

where
D
Dt

(·) = ∂

∂t
(·) + v · ∇(·) (5.1.13)

is the material derivative, and we have used the continuity relation Eq. (5.1.7). Since
density variation is an essential feature in combustion, it is frequently more illu-
minating to use the density-weighted material derivative, ρD(·)/Dt , as shown in
Eq. (5.1.12).
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5.1.3. Conservation of Momentum
If Ψ is the momentum M of the flow, then ψψ is the momentum flux ρv. Thus Eq.
(5.1.5) becomes

δM
δt

=
∫

V

(
∂ρv
∂t

+ ∇ · ρvv
)

dV. (5.1.14)

Newton’s second law of motion states that the force acting on a system is equal to
the rate of change of its momentum. The force can be further divided into a surface
force, represented by the stress tensor P, and a volumetric force fi , frequently called
body force, which represents all of the external forces acting on unit mass of the i th
species. Thus,

δM
δt

= −
∫

S
(P · n) dS +

N∑
i=1

∫
V

ρi fi dV =
∫

V

(
−∇ · P +

N∑
i=1

ρi fi

)
dV. (5.1.15)

The negative sign for the stress tensor term indicates the convention that when P is
in the same direction as dS, the system is exerting force on its surrounding. Equating
(5.1.14) and (5.1.15), we have

∂(ρv)
∂t

+ ∇ · ρvv = −∇ · P + ρ

N∑
i=1

Yi fi , (5.1.16)

which can also be expressed as

ρ
Dv
Dt

= −∇ · P + ρ

N∑
i=1

Yi fi (5.1.17)

by using Eq. (5.1.7).

5.1.4. Conservation of Energy
If Ψ is the total internal energy E of the system, which includes the chemical, sensible,
and flow kinetic energies, then ψψ is (ρe + ρv2/2) because e contains both the sensible
and chemical energies. Thus Eq. (5.1.5) becomes

δE
δt

=
∫

V

[
∂ρ(e + v2/2)

∂t
+ ∇ · ρv(e + v2/2)

]
dV. (5.1.18)

The internal energy of the system can be changed by three sources. The first source,
Q, is due to the energy flux q incident at the boundary of the system,

Q = −
∫

S
(q · n)dS = −

∫
V

∇ · qdV. (5.1.19)

The second source is the work done on the system by the surface force FS, or

WS =
∫

S
v · dFS = −

∫
S

v · (P · n)dS, (5.1.20)
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where the negative sign indicates that if v is pointed in the same outward direction
as the surface force dFS, then work is being done by the system. This term can be
further rearranged to show

WS = −
∫

S
n · (v · P)dS = −

∫
V

∇ · (v · P)dV. (5.1.21)

The third source is the work done by the body forces FV,i on the various species
moving at vi . Thus

WV =
N∑

i=1

∫
V

vi · dFV,i =
N∑

i=1

∫
vi · (ρi fi )dV

=
N∑

i=1

∫
V

(v + Vi ) · (ρi fi )dV. (5.1.22)

Consequently we have

δE
δt

= Q + WS + WV, (5.1.23)

or

∂ρ(e + v2/2)
∂t

+∇ · ρv(e + v2/2) = ρ
D(e + v2/2)

Dt

= −∇ · q − ∇ · (v · P) +
N∑

i=1

(v + Vi ) · (ρi fi ). (5.1.24)

Equation (5.1.24) can be cast in a somewhat simpler form. If we take the scalar
product of Eq. (5.1.17) with v, we have

v·ρ Dv
Dt

= ρ
D
Dt

(
v2

2

)
= −v · (∇ · P) + ρv ·

N∑
i=1

Yi fi . (5.1.25)

Subtracting Eq. (5.1.25) from Eq. (5.1.24) results

ρ
De
Dt

= ∂(ρe)
∂t

+ ∇ · (ρve) = −∇ · q − P : ∇v + ρ

N∑
i=1

Yi fi · Vi , (5.1.26)

where we have used the relation ∇ · (v · P) = v · (∇ · P) + P : ∇v. The operation sym-
bol (:) means that the tensor is to be contracted twice.

This completes our derivation of the conservation equations for chemically react-
ing flows, given by Eqs. (5.1.7), (5.1.12), (5.1.17), and (5.1.26) for the conservation
of total mass, individual species concentration, momentum, and energy respectively.
These equations, however, are not complete until we have specified the constitutive
relations for the pressure tensor P, the diffusion velocity Vi , the heat flux q, and
the reaction rate wi . These will be presented in Section 5.2.2. Before doing so, we
shall first apply the above conservation relations to derive the general conservation
conditions across an interface. These relations are frequently needed to serve as the
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n+

n−

Figure 5.1.2. Control volume for the derivation of conservation relations across an interface.

boundary or matching conditions when analyzing processes occurring in different
flow regions or media.

5.1.5. Conservation Relations across an Interface
Consider the control volume of Figure 5.1.1 to be a thin slab sandwiching a control
surface SI , which has a velocity vI (Figure 5.1.2). The unit normal vectors of the two
surfaces of the slab are n+ and n−, with n− → −n+ as the thickness and thereby
the mass of the slab approach zero. The integral conservation equations derived
previously of course still hold within this control volume. However, since we are
now referencing changes in properties across the interface, it is more convenient
to consider these changes in the reference frame at the interface. Thus, the only
modification necessary is to replace v by (v − vI) for the quantities within the surface
integrals describing their transport due to the mass flux ρv.

With the above considerations, the conservation equations derived previously can
be evaluated in the limit of vanishing slab thickness such that the integration volume
V → 0 while the integration surface S degenerates to (S+

I + S−
I ). Thus, using the rate

of change equation (5.1.4) and appropriate source terms, the interfacial conservation
relations for total mass, individual species concentrations, momentum, and energy
are respectively given by∫

SI

[ρ+(v+ − vI) − ρ−(v− − vI)] · n+dS = − lim
V→0

[
∂

∂t

∫
V

ρdV
]

, (5.1.27)

∫
SI

[
ρ+Yi

+(v+ + V+
i − vI) − ρ−Y−

i (v− + V−
i − vI)

] · n+dS

= lim
V→0

[∫
V

wi dV − ∂

∂t

∫
V

ρYi dV
]
, i = 1, . . . , N, (5.1.28)

∫
SI

{ρ+v+[(v+ − vI) · n+] − ρ−v−[(v− − vI) · n+] + (P+ − P−) · n+}dS

= lim
V→0

[∫
V

ρ

N∑
i=1

Yi fi dV − ∂

∂t

∫
V

ρvdV

]
, (5.1.29)
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and ∫
SI

{
ρ+

[
e+ + (v+)2

2

]
(v+ − vI) − ρ−

[
e− + (v−)2

2

]
(v− − vI)

+ (q+ − q−) + (v+ · P+ − v− · P−)
}

· n+dS

= lim
V→0

[∫
V

ρ

N∑
i=1

Yi fi · (v + Vi )dV − ∂

∂t

∫
V

ρ

(
e + v2

2

)
dV

]
, (5.1.30)

where Eq. (5.1.27) has been used in deriving Eq. (5.1.29). The volume integrals in
the above relations vanish in the absence of source or sink at the interface, lead-
ing to the corresponding vanishing of the integrands in the surface integrals and
consequently the differential conservation relations for the fluxes in crossing the
interface.

5.2. GOVERNING EQUATIONS

5.2.1. Conservation Equations
For ease of referencing we summarize in the following the conservation equations
derived above.

Overall Continuity:

∂ρ

∂t
+ ∇ · (ρv) = 0 (5.2.1)

Continuity of Species:

ρ
DYi

Dt
= wi − ∇ · (ρYi Vi ), i = 1, . . . , N (5.2.2)

Momentum:

ρ
Dv
Dt

= −∇ · P + ρ

N∑
i=1

Yi fi (5.2.3)

Energy:

ρ
De
Dt

= −∇ · q − P : (∇v) + ρ

N∑
i=1

Yi fi · Vi . (5.2.4)

5.2.2. Constitutive Relations
Derivation of the constitutive relations specifying the diffusion velocity Vi , the pres-
sure tensor P, and the heat flux vector q can be found in, for example, Hirschfelder,
Curtiss, and Bird (1954), and Williams (1985), while the reaction rate is stated in
Chapter 2 through the law of mass action.
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Diffusion Velocity Vi :

∇ Xi =
N∑

j=1

(
Xi Xj

Di, j

)
(V j − Vi ) + (Yi − Xi )

(∇ p
p

)
+

(
ρ

p

) N∑
j=1

Yi Yj (fi − f j )

+
N∑

j=1

[(
Xi Xj

ρDi, j

) (
DT, j

Yj
− DT,i

Yi

)] (∇T
T

)
, i = 1, . . . , N. (5.2.5)

Pressure Tensor P:

P =
[

p +
(

2
3
µ − κ

)
(∇ · v)

]
U − µ[(∇v) + (∇v)T], (5.2.6)

where U is the unit tensor and the superscript T denotes transpose of the tensor.

Heat Flux Vector q:

q = −λ∇T + ρ

N∑
i=1

hi Yi Vi + RoT
N∑

i=1

N∑
j=1

(
Xj DT,i

Wi Di, j

)
(Vi − V j ) + qR, (5.2.7)

where qR is the radiant heat flux vector.

Species Reaction Rate:

wi = Wi

K∑
k=1

(ν ′′
i,k − ν ′

i,k)BkTαk exp (−Ea,k/RoT)
N∏

j=1

c
ν ′

j,k

j , i = 1, . . . , N, (5.2.8)

where wi = Wi ω̂i with ω̂i specified in Section 2.1.1, and c j = ρ j/Wj = Yjρ/Wj =
(Xj p/RoT).

Although the above expressions for Vi , P, and q were not derived, it is important
to recognize the physical meaning of these fluxes. The four terms on the RHS of
Eq. (5.2.5) respectively show that mass diffusion can be effected by Fickian diffusion
through the concentration gradient, diffusion in the presence of pressure gradient
∇ p and of body force fi , and the second-order, Soret diffusion in the presence of tem-
perature gradient. The efficiencies of the concentration and Soret diffusions depend
on their respective diffusion coefficients Di, j and DT,i . Among these four processes,
concentration diffusion dominates in most situations of physical interest. Pressure
diffusion could be important under exceptionally large values of ∇ p, or for species
i whose molecular weight is substantially different from those of the other species
such that Yi is very different from Xi . Body force diffusion could be relevant when
considering electromagnetic forces associated with ions and electrons in gas mix-
tures. When gravity is the only body force, then fi = f j = g and there is no net body
force diffusion, where g is the gravity acceleration vector.

The meaning of the pressure tensor P, especially for its role in momentum conser-
vation Eq. (5.2.3), is explained in elementary fluid mechanics texts and is not repeated
here. Suffice to note that the bulk viscosity coefficient κ is frequently neglected but
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is not necessarily negligible as the density changes are large in combustion pro-
cesses. Regarding the influence of buoyancy on the fluid motion (Law & Faeth 1994;
Ronney 1998; Ross 2001), clearly it is inherently an important process for most of the
combustion processes on earth because in the active burning region the temperature
is relatively high and density low, whereas in regions away from the flame the tem-
perature is low and density high. Therefore the fluid elements in the burning region
tend to rise relative to its surrounding, and produce a net natural convective motion.
This can change the burning rate, for example in increasing it by enhancing the rate
of oxidizer transfer to the burning region. In fundamental combustion studies buoy-
ancy is sometimes considered a “nuisance” because it could distort the flame shape
from symmetry based on which theoretical predictions are frequently made.

It has also been suggested that electromagnetic forces could be significant under
certain situations (Lawton & Weinberg 1969). Obviously ions and electrons are pro-
duced during reactions such that the flame can be manipulated by externally applied
electric fields. Examples are the inducement of ionic winds and of flamefront in-
stability in the form of ridges over the surface of a Bunsen flame. The stabilization
characteristics of Bunsen flames, to be studied in Chapter 8, have been found to be
affected (Calcote & Pease 1951). However, while the effects of charged particles on
the bulk flow have not been adequately studied, they are believed to be small.

The significant change in density within a reacting flow also renders it inadequate
to adopt the constant density assumption commonly used in nonreacting flows of
low Mach numbers, recognizing nevertheless that the density variation here arises
from large temperature nonuniformities instead of the high-speed nature of the flow,
which renders the variation of the specific volume with pressure significant.

Concerning the heat flux q in Eq. (5.2.7), the first term on the RHS represents
the well-known conduction heat transfer in the presence of a temperature gradient.
The second term is the transfer of heat through mass diffusion due to the different
heat contents of the various species. This term vanishes when the specific heats of
different species are the same. The third term represents second-order diffusion, the
Dufour effect, accounting for the transfer of heat in the presence of mass diffusion,
especially due to the concentration gradient. Unlike the second term, which also is
caused by mass diffusion, this term exists even if the specific heats of the species are
the same.

The radiation heat transfer vector, qR, can be an extremely complicated integral
function accounting for the radiation effect in all directions (Vincenti & Kruger 1965;
Tien & Lee 1982; Sarofim 1986; Viskanta & Mengüc 1987). It depends on the gas
temperature as well as the molecular structure because the efficiency of molecular
radiation absorption and emission is sensitive to the wavelength of the radiation. It
is through this term that the vast field of radiation is coupled to combustion. This
heat transfer mode is important for flames with heavy soot loading, and because of
its long-range effect in large-scale phenomena such as flames in furnaces as well as
building and wildland fires. Sometimes the radiative heat loss from a sooty flame can
be so substantial that the flame temperature is significantly reduced. Furthermore,
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since radiative heat loss is inherent to a flame, there exist situations in which it
becomes the only loss mechanism experienced by the flame when all external loss
mechanisms are eliminated, and hence constitutes the mechanism responsible for
the extinction for such near-adiabatic flames.

5.2.3. Auxiliary Relations
If we let Yi , ρ, T, and v be the N + 5 dependent variables in Eqs. (5.2.1) through
(5.2.4), then the other variables are related to them through the following auxiliary
relations.

Ideal Gas Equation of State:

p = ρRoT/

N∑
i=1

Xi Wi = ρRoT
N∑

i=1

Yi

Wi
= ρRoT

W
, (5.2.9)

where W = ∑
Xi Wi = (

∑
Yi/Wi )−1 is the average molecular weight of the mixture.

Energy–Enthalpy Relation:

h =
N∑

i=1

Yi hi = e + p/ρ. (5.2.10)

The Caloric Equation of State:

hi = ho
i (To) + hs

i (T; To), i = 1, . . . , N, (5.2.11)

where

hs
i (T; To) =

∫ T

To
cp,i dT. (5.2.12)

Conversion between Molar and Mass Fractions: The relation between the molar frac-
tion Xi and mass fraction Yi is

Xi = Yi/Wi∑N
j=1 Yj/Wj

, Yi = Xi Wi∑N
j=1 Xj Wj

. (5.2.13)

In combustion problems it is frequently necessary to convert between Xi and Yi . The
reason is that while chemical reactions are mole-based processes in that their rates
vary with the molecular concentrations of the mixture, convection is a mass-based
process, describing the inertia and motion of the bulk flow according to Newton’s law
of motion. The diffusion process is a mixed one as can be seen by the presence of both
Xi and Yi in the definition of the diffusion velocity given by Eq. (5.2.5). However, if
concentration diffusion is the dominant mode of diffusion such that ∇ Xi is balanced
by only the first term on the RHS of Eq. (5.2.5), then the diffusion velocity Vi is again
a mole-based quantity.

Because of the complexities involved in converting between Xi and Yi , a constant
average molecular weight W is frequently used in combustion analysis, as shown
in Eq. (5.2.9). Furthermore, Xi and Yi are now related through Xi Wi = Yi W. This
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assumption is reasonable for hydrocarbon–air mixtures because the abundance of
nitrogen makes W to be less sensitive to compositional variations of the mixture as
combustion proceeds. It is however inadequate for, say, a nonpremixed system of air
and a very light fuel such as hydrogen or a very large fuel such as a large hydrocarbon
or a polymer. The dominance of nitrogen also becomes progressively weaker as a
premixture becomes richer in its fuel concentration.

Finally, since we will be working with intensive properties from now on, whenever
possible we will use the upper and lower case letters to respectively designate ther-
modynamic quantities on molar and mass bases, as in Hi , Cp,i , Qc, and hi , cp,i , qc.
Recall that in Chapter 1 we used the upper case letter (e.g., H) to designate extensive
quantities, and the lower case letter with overbar (e.g., h̄) to designate partial molar
quantities.

5.2.4. Some Useful Approximations
5.2.4.1. Diffusion Velocity, Vi : In the absence of pressure gradient, body-force, and
second-order diffusion, Eq. (5.2.5) simplifies to the Stefan–Maxwell equation,

∇ ln Xi =
N∑

j=1

(
Xj

Di, j

)
(V j − Vi ), i = 1, 2, . . . , N, (5.2.14)

which shows that Vi not only is implicitly expressed in terms of the concentration
gradient, it is also coupled to all the V j s. It is therefore desirable to have an explicit
expression for Vi so that it can be readily substituted into the conservation equations.
The simplest expression is obtained by assuming that the binary diffusion coefficients
of all pairs of species are equal, that is, Di, j = D. Then Eq. (5.2.14) becomes

D∇ ln Xi =
N∑

j=1

Xj V j − Vi . (5.2.15)

Multiplying Eq. (5.2.15) by Yi , summing over i , and noting that
∑N

i=1 Yi Vi = 0, we
have

N∑
j=1

Xj V j = D
N∑

j=1

Yj∇ ln Xj .

Substituting this relation into Eq. (5.2.15), and converting Xi to Yi by using
Eq. (5.2.13), it can be shown that

Vi = −D∇ ln Yi , (5.2.16)

which is Fick’s law of mass diffusion.
The assumption of equal binary diffusion coefficient can be quite a restrictive one

because of the significant difference in the molecular weights and structure between
the different gaseous components in a combustion environment. Compared to the
assumption of an average molecular weight used in, say, the equation of state, this
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assumption can now qualitatively affect the combustion behavior because it controls
the motion and hence concentration of the individual species, and because of the
dominant influence of diffusion in flames.

An alternate simplification for the mass diffusion velocity can be obtained by
assuming that all but one of the N species in the mixture exist in trace quantities.
Thus diffusion of any ith of the (N − 1) species is mainly governed by its interaction
with the Nth, abundant species. Then the diffusion velocity of the ith species can be
approximated by

Vi = −Di,N∇ ln Yi . (5.2.17)

Equation (5.2.17) is quite a reasonable assumption for fuels burning in air because of
the abundance of nitrogen in the mixture relative to fuel, oxygen, and the combustion
intermediates and products, as mentioned earlier.

5.2.4.2. Constant Transport Coefficients: Together with the assumption of equal bi-
nary diffusion coefficient, in combustion modeling it is also frequently assumed that
in the gas phase the specific heat cp, the thermal conductivity coefficient λ, and the
product ρD (or ρ2 D in boundary-layer flows discussed in Chapter 12) are constants.
Realistically these transport properties are moderately to fairly strong functions of
both temperature and species concentrations. For example, the gas temperature can
vary from a few hundred degrees at the freestream locations of the fuel and oxi-
dizer to 2,000–3,000 K at the flame. The gas mixture can also consist of a variety
of species, such as polar molecules like water, nonpolar molecules like oxygen and
carbon dioxide, and large and long molecules like branched and normal paraffins,
while their molecular weights can vary from 1 for the hydrogen atom, to 18 for water,
to several hundred for the large hydrocarbons. Thus although considerable analytical
simplification can be achieved with these constant property assumptions, quantitative
accuracy is frequently compromised.

5.2.4.3. Isobaric Assumption: Most combustion phenomena take place in low-speed
subsonic flows. For these flows the description of the spatial pressure variation is con-
siderably simplified. This can be demonstrated by considering the inviscid momentum
equation in one dimension,

ρu
du
dx

= −dp
dx

. (5.2.18)

Nondimensionalizing p by po, ρ by ρo, and u by uo, we have

ρou2
o

po

(
ρ̂û

dû
dx

)
= −d p̂

dx
, (5.2.19)

where quantities with “ˆ” are nondimensional. Since γ po/ρo = a2
o, where ao is a ref-

erence speed of sound, and with the Mach number given by M = u/a, Eq. (5.2.19)
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becomes

γ M2
o

(
ρ̂û

dû
dx

)
= −d p̂

dx
. (5.2.20)

Since the terms in Eq. (5.2.20) must balance each other, and since M2
o � 1 for low-

speed subsonic flames, Eq. (5.2.20) implies that a small, O(M2
o), change in the pressure

gradient, d p̂/dx, will produce an O(1) change in the inertia force, ρ̂ûdû/dx, and vice
versa. This concept can be demonstrated more clearly by expressing p̂ as the sum of
a background pressure p̂o and a dynamic pressure p̂1,

p̂(x, t) = p̂o(x, t) + p̂1(x, t), (5.2.21)

where p̂o = O(1) and p̂1 = O(M2
o). Substituting Eq. (5.2.21) into Eq. (5.2.20), and

equating terms of equal order, we have

O(1):
d p̂o

dx
= 0 (5.2.22)

O(M2
o): γ M2

o

(
ρ̂û

dû
dx

)
= −d p̂1

dx
. (5.2.23)

We therefore readily conclude from Eq. (5.2.22) that

∇ p̂o = 0, or po = po(t). (5.2.24)

There are several implications of the above results. First, because ∇ p̂ ≈ ∇ p̂1 =
O(M2

o), it can be neglected when compared to the spatial variations of other quan-
tities such as temperature, density, and concentrations. Consequently p̂(x, t) ≈ p̂(t).
Furthermore, in an open system that does not have any temporal pressure varia-
tion forced upon it, then the temporal influence of any pressure wave generated
by the combustion process is ∂p/∂t ∼ O(M2

o) and therefore can again be neglected.
However, in a closed system in which either a temporal pressure variation is im-
posed, as within a piston-driven, reciprocating internal combustion engine, or the
combustion-generated pressure waves actively interact with the combustion cham-
ber environment, as with the amplification of pressure waves within the “acoustic
cavity” of a rocket motor, then the ∂p/∂t = dp/dt term needs to be retained.

In the momentum equation, we must retain the spatial pressure variation, with
p(x, t), because it is the pressure gradient that drives the flow, as shown in
Eq. (5.2.23).

Regardless of the nature of ∇ p̂, the fact that p̂1 � p̂o leads to a significant simpli-
fication of the equation of state, as

ρRT = p(x, t) ≈ po(t), (5.2.25)

which implies that ρT varies only with time but not with space, if the gas constant R
is approximately constant. Thus p̂o can be identified as the thermodynamic pressure
of the system.

The above result is referred to as the isobaric or low Mach number approximation.
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5.3. A SIMPLIFIED DIFFUSION-CONTROLLED SYSTEM

5.3.1. Assumptions
In this section we shall formulate and describe a simplified system that consists of the
four essential processes constituting most subsonic combustion phenomena, namely:
(a) the unsteady terms describing the time variation of the system, (b) the diffusion
terms because of the existence of strong temperature and concentration gradients
in flames, (c) the convection terms which describe the fluid mechanical aspects of
the system, and (d) the chemical reaction terms because, otherwise, we would not
be studying combustion! Consequently we shall neglect body forces, radiation heat
transfer, and all modes of diffusion except that due to concentration gradients.

Furthermore, we also assume that in low-speed subsonic flows viscous heating
is much weaker than the heat involved with other modes of heat transfer as well
as the chemical heat release. Thus P:(∇v) = pU:(∇v) = p∇ · v in Eq. (5.2.4). This
is frequently justifiable as a first approximation for low speed, subsonic flows. In
supersonic flows, however, the extent of conversion of the flow kinetic energy to
thermal energy can be quite substantial when the flow is slowed down through viscous
action within boundary layers.

5.3.2. Derivation
We shall now derive the simplified forms of the energy and species equations. We
are not concerned with the momentum equation because momentum is assumed
to be conserved during molecular collision leading to chemical reaction. Chemical
reaction terms therefore do not explicitly appear in the momentum equation, which
is identical to that of chemically nonreacting flows. Indirectly, momentum transport
is strongly affected by the presence of reactions in the flow field, through density
variation, because of the large changes in temperature and species composition as
a consequence of localized heat release and chemical transformation, as mentioned
earlier.

With the above discussion, Eq. (5.1.26) for energy conservation is simplified to

∂

∂t
(ρe) + ∇ · (ρve) = −∇ · q − p(∇ · v), (5.3.1)

where

q = −λ∇T + ρ

N∑
i=1

hi Yi Vi , (5.3.2)

and Vi is given implicitly by Eq. (5.2.14). Substituting e = h − p/ρ and q into
Eq. (5.3.1) yields

∂

∂t

(
ρ

N∑
i=1

Yi hi

)
+ ∇ ·

[
ρ

N∑
i=1

Yi hi (v + Vi ) − λ∇T

]
= dp

dt
, (5.3.3)
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where we have invoked the isobaric assumption. Species conservation is still given
by Eq. (5.1.11),

∂

∂t
(ρYi ) + ∇ · [ρYi (v + Vi )] = wi , i = 1, . . . , N. (5.3.4)

Using Eq. (5.3.4), energy conservation can be expressed in an alternate form in
which the influence of reaction is explicitly displayed. Substituting hi = ho

i + hs
i in

Eq. (5.3.3), multiplying Eq. (5.3.4) by ho
i , summing over i , and subtracting the

resulting expression from Eq. (5.3.3), we obtain

∂

∂t
(ρhs) + ∇ ·

(
ρvhs + ρ

N∑
i=1

Yi hs
i Vi − λ∇T

)
= dp

dt
−

N∑
i=1

ho
i wi , (5.3.5)

where hs = ∑N
i=1 Yi hs

i . The third term on the LHS of Eq. (5.3.5),
∑

Yi hs
i Vi , shows

that the molecular transfer of energy is effected not only through the usual thermal
conduction term, λ∇T, but also through the imbalances in the enthalpy fluxes of
different species. These imbalances can be the results of either different diffusivities,
which affect Vi , or different specific heats, which affect hs

i . Thus two formulations
can be pursued, depending on the assumptions regarding the diffusivities and the
specific heats.

5.3.2.1. Distinct Specific Heat Formulation: Here we keep cp,i distinct but let Di, j ≡
D. Noting that

∇hs = ∇
N∑

i=1

Yi hs
i =

N∑
i=1

hs
i ∇Yi +

N∑
i=1

Yi∇hs
i , (5.3.6)

N∑
i=1

Yi∇hs
i =

N∑
i=1

Yi∇
∫ T

cp,i dT =
N∑

i=1

Yi cp,i∇T = cp∇T, (5.3.7)

where cp = ∑N
i=1 Yi cp,i , Eq. (5.3.5) becomes

∂

∂t
(ρhs) + ∇ ·

[
ρvhs − ρD∇hs + λ

(
1

Le
− 1

)
∇T

]
= dp

dt
−

N∑
i=1

ho
i wi . (5.3.8)

The equivalent expression for energy conservation with the total enthalpy h as the
dependent variable can be similarly obtained, from Eq. (5.3.3), as

∂

∂t
(ρh) + ∇ ·

[
ρvh − ρD∇h + λ

(
1

Le
− 1

)
∇T

]
= dp

dt
. (5.3.9)

For species conservation, using Eqs. (5.2.16) in Eq. (5.3.4) yields

∂

∂t
(ρYi ) + ∇ · (ρvYi − ρD∇Yi ) = wi , i = 1, 2, . . . , N. (5.3.10)

Equations (5.3.8) or (5.3.9), and Eq. (5.3.10) are the final simplified conservation
relations for energy and species for this formulation. The species equation shows the
four dominant terms of interest, namely the unsteady term, the convection term as
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indicated by the bulk flow velocity v, the diffusive term as indicated by the mass diffu-
sion coefficient D, and the reaction term wi . It may also be noted that the convection
and diffusion terms are respectively described by first and second order differentials,
and the negative sign in front of the diffusion term indicates that diffusive transport
occurs in the direction of decreasing concentration.

5.3.2.2. Distinct Diffusivity Formulation: Here we keep Di, j = Di,N distinct, but
let cp,i ≡ cp. Since now hs

i ≡ hs , the third term in Eq. (5.3.5) vanishes because∑
Yi Vi ≡ 0. Equation (5.3.5) then becomes

∂

∂t
(ρhs) + ∇ · (ρvhs − λ∇T) = dp

dt
−

N∑
i=1

ho
i wi , (5.3.11)

which can be alternately written as

∂

∂t
(ρhs) + ∇ · [ρvhs − (λ/cp)∇hs] = dp

dt
−

N∑
i=1

ho
i wi (5.3.12)

by using ∇hs = cp∇T from Eq. (5.3.7). Total energy and individual species conser-
vations are now respectively given by

∂

∂t
(ρh) + ∇ ·

[
ρvh − λ∇T −

N∑
i=1

ho
i (ρDi )∇Yi

]
= dp

dt
(5.3.13)

∂

∂t
(ρYi ) + ∇ · (ρvYi − ρDi∇Yi ) = wi , i = 1, 2, . . . ,N, (5.3.14)

where we have written Di = Di,N for simplicity. Equations (5.3.12) or (5.3.13), and
Eq. (5.3.14) are the final governing equations for this formulation.

It may be noted that in the above relations v and D(or Di ) do not appear separately
but are rather grouped with ρ through ρv and ρD. Thus the relevant quantities
representing convective intensity and mixture mass diffusivity are the mass flux ρv
and the density-weighted mass diffusivity ρD. Furthermore, λ/cp is also the density-
weighted thermal diffusivity ρ(λ/cpρ). As discussed in Chapter 4, these density-
weighted diffusivities are insensitive to pressure variations and are only moderately
sensitive to temperature variations (∼ T0.7).

5.4. CONSERVED SCALAR FORMULATIONS

A major difficulty in the solution of chemically reacting flows is the presence of the re-
action term, which not only is nonlinear but also couples the energy and species equa-
tions. However, recognizing that the concentrations of the various reactive species
Yi and the system enthalpy are related through stoichiometry, it is reasonable to
expect that under suitable situations these quantities can be stoichiometrically com-
bined such that the resulting term is again not affected by chemical reactions in the
flow. Such a combined quantity is called a conserved scalar or coupling function.
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An obvious example of a conserved scalar is the total energy of a homogeneous mix-
ture, which is the sum of the stoichiometrically scaled sensible energy and chemical
energy as represented by the fuel concentration, as discussed in Chapter 1. In the
presence of diffusive transport in a nonhomogeneous mixture, different flow scalars
will diffuse at different rates and it is not at all clear if such conserved scalars still
exist. In this section we will identify several of them and the separate requirements
for each of them to exist.

5.4.1. Coupling Function Formulation
This is perhaps the most frequently used conserved scalar formulation, which is
sometimes also referred to as the Shvab–Zel’dovich formulation. While the basic
concept of the coupling function formulation is applicable to a general reaction
scheme, it is most useful for the one-step overall reaction,

N∑
i=1

ν ′
i Mi →

N∑
i=1

ν ′′
i Mi . (5.4.1)

This reaction has a species-independent reaction rate ω given by Eq. (2.1.3), and is
related to wi of Eq. (5.2.8) through

ω = wi

Wi (ν ′′
i − ν ′

i )
, (5.4.2)

where

ω = BTα exp(−Ea/RoT)
N∏

j=1

c
ν ′

j

j . (5.4.3)

Specializing to the distinct specific heat formulation for illustration, we substitute
Eq. (5.4.2) into Eq. (5.3.10) to yield

∂

∂t
(ρYi ) + ∇ · [ρvYi − (ρD)∇Yi ] = Wi (ν ′′

i − ν ′
i )ω. (5.4.4)

We now define a stoichiometrically weighted mass fraction as

Ỹi = 1
σi,n

(
Yi

Yn,B

)
, (5.4.5)

where

σi,n = Wi (ν ′′
i − ν ′

i )
Wn(ν ′′

n − ν ′
n)

is defined in general as the stoichiometric mass ratio of species i to an as yet un-
specified reference species n, and the subscript B is a boundary location, say the
freestream, at which Yn is known. Equation (5.4.4) can then be written as

LD(Ỹi ) = wn, i = 1, . . . , N, (5.4.6)
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where wn = [Wn(ν ′′
n − ν ′

n)/Yn,B]ω, and

LD(·) =
[
∂ρ

∂t
+ ∇ · (ρv − ρD∇)

]
(·) (5.4.7)

designates an operator whose diffusion term is characterized by ρD.
Since Eq. (5.4.6) consists of N equations, we can eliminate the complex and non-

linear reaction term wn from (N − 1) of them by subtracting any jth equation from
an ith equation to yield

LD(Ỹi − Ỹ j ) = 0. (5.4.8)

Thus, if we define a species coupling function

βi, j = Ỹi − Ỹ j , (5.4.9)

then Eq. (5.4.8) is expressed as

LD(βi, j ) = 0. (5.4.10)

The reaction term wn can also be eliminated from the energy conservation equation
by further assuming that the mixture Lewis number, Le = λ/cpρD, is unity. Then
Eq. (5.3.8) is simplified to

L(hs) = dp
dt

−
N∑

i=1

ho
i wi , (5.4.11)

where we have removed the subscript D from the operator LD(·) because the dif-
fusion coefficient can now be either ρD or λ/cp as a consequence of the Le = 1
assumption. Substituting Eq. (5.4.2) into Eq. (5.4.11) yields

L(hs) = dp
dt

−
[

N∑
i=1

ho
i Wi (ν ′′

i − ν ′
i )

]
ω. (5.4.12)

If we now define stoichiometrically weighted nondimensional enthalpy and temper-
ature as

h̃s = hs

Yn,Bqc,n
, T̃ = cpT

Yn,Bqc,n
, (5.4.13)

where

qc,n =
∑N

k=1 ho
kWk(ν ′′

k − ν ′
k)

Wn(ν ′′
n − ν ′

n)

is the chemical heat release per unit mass of species n reacted, then Eq. (5.4.12)
becomes

L(h̃s) =
(

1 − 1
γ

)
d p̃
dt

− wn, (5.4.14)

where p̃ = ρT̃ and we have also used the ideal gas equation of state to relate p, ρ,
and T. Thus, a species–enthalpy coupling function can be defined as

βi = h̃s + Ỹi , (5.4.15)
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which satisfies

L(βi ) =
(

1 − 1
γ

)
d p̃
dt

. (5.4.16)

Equation (5.4.16) is somewhat more complex than Eq. (5.4.10) because of the
inhomogeneous term describing the variation of p̃ with time. However, in a steady-
state situation, Eq. (5.4.16) simplifies to the homogeneous equation

Ls.s.(βi ) = [∇ · (ρv − ρD∇)] βi = 0. (5.4.17)

Another possible simplification of Eq. (5.4.16) can be obtained for flames and
combustion processes occurring in an open environment of constant pressure, such
that dp/dt � 0 and consequently

L(βi ) = 0. (5.4.18)

The coupling function formulation simplifies, but does not eliminate, the chemical
aspect of the problem. That is, for a combustion system governed by (N + 1) equa-
tions representing conservation of energy and the N chemically active species, the
reaction term wn is eliminated from all but one of them. For example, for an open
flame, the system is described by Eq. (5.4.18) for the coupling functions βi together
with Eq. (5.4.14), given by

L(h̃s) = −wn. (5.4.19)

Thus the chemical information is still contained in Eq. (5.4.19), as it should be.
The coupling functions βi, j and βi are called conserved scalars because they are

not affected by chemical reactions in the flow field. Physically, the existence of con-
served scalars can be explained as follows. First we note that βi, j and βi are conserved
quantities in a static, nondiffusive medium because they simply represent the stoi-
chiometric relations between the creation and destruction of the various species and
the corresponding change in the sensible enthalpy of the mixture. Next, these rela-
tions should still hold in a convective medium because in the frame of reference of
the flow the medium is again static. In other words, all scalar quantities are carried
along by the flow at the same rate. Finally, consider the effect of diffusion. Since
heat and different species have different diffusivities, their respective diffusive fluxes
are transported with different efficiencies and consequently βi, j and βi cease to be
conserved. However, by making the equal diffusivity and unity Lewis number as-
sumptions, we are requiring that these diffusive fluxes be transported with the same
efficiency, hence preserving the conserved nature of βi, j and βi . Thus the assumption
of equal diffusivities is essential in the existence of coupling functions.

Since a coupling function, or conserved scalar, is not affected by the chemical
reaction in the flow field, the concentration of any inert species is by definition a con-
served scalar in chemically reacting flows, satisfying differential operators even more
general than L(·). Experimentally, sometimes it has been found useful to determine
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some of the flow field properties by tracking the response of an inert species such as
nitrogen.

It is also important to recognize that coupling functions, being functions of space
and time, are in general not necessarily constants of the flow. The terminology
“conserved scalar” only implies that the quantity is conserved in a chemical reaction.
On the other hand, there are situations in which they are indeed constants in the
flow, as for the one-dimensional planar premixed flame to be studied in Chapter 7.

Finally, for later use we shall write down the various parameters for a specific
one-step reaction scheme, namely one between a fuel species F and an oxidizer
species O, given by

ν ′
F F + ν ′

OO → ν ′′
P P, (5.4.20)

with qc,F amount of heat release per unit mass of fuel consumed. If we let the reference
species n be the fuel, then by definition

∑N
k=1 ho

kWk(ν ′′
k − ν ′

k)
WF (ν ′′

F − ν ′
F )

= qc,
Wi (ν ′′

i − ν ′
i )

WF (ν ′′
F − ν ′

F )
= σi , (5.4.21)

and Ỹi = Yi/(σi YF,B), where qc ≡ qc,F , σi ≡ σi,F is the stoichiometric mass ratio of
the ith species to the fuel, and YF,B the fuel mass fraction in the freestream. Thus the
various stoichiometrically scaled parameters are

h̃s = hs

YF,Bqc
, T̃ = cpT

YF,Bqc
, ỸF = YF

YF,B
, ỸO = YO

σOYF,B
, (5.4.22)

where YF,Bqc/cp is the increase in the temperature from the freestream value upon
complete consumption of YF,B amount of fuel in a homogeneous mixture.

5.4.2. Local Coupling Function Formulation
The major drawback of the coupling function formulation is the need to assume
equal diffusivities for all species as well as heat, when both βi, j and βi need to be
considered. This results in equal Lewis numbers which also have the special value
of unity. While our discussion on transport phenomena shows that the unity Lewis
number assumption is a reasonable one as far as its magnitude is concerned, we shall
demonstrate in due course that there exist some important combustion phenomena,
such as flamefront instability, that can only be explained by the fact that Le deviates
from unity, that is, diffusion of heat and the various species occur with different dif-
fusivities. Thus, in combustion modeling, caution should be exercised when invoking
the unity Lewis number assumption lest some crucial phenomena are unknowingly
suppressed.

Fortunately, many combustion problems can be studied, through rational approx-
imation, without assuming Le = 1 or using the coupling function formulation. The
reason being that the main advantage of the coupling function formulation is the abil-
ity to eliminate the reaction terms from the conservation equations which govern the
entire flow field. However, as discussed in Chapter 2, active chemical reactions are
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frequently confined in narrow spatial regions because of the large-activation-energy
Arrhenius kinetics involved. Thus much of the flow field is essentially chemically
nonreactive and therefore can be described by the governing equations with wi = 0
but Lei 	= 1. Furthermore, as will be shown in later chapters, in the narrow reaction
region the diffusion term frequently dominates over the convection and transient
terms because of the steep spatial gradients associated with the rapid changes in the
flow properties. Thus Eqs. (5.3.12) and (5.3.14) can be approximated by

∇ · [(λ/cp)∇hs] =
N∑

i=1

ho
i wi , (5.4.23)

∇ · (ρDi∇Yi ) = −wi , (5.4.24)

in the reaction region, where we have used the distinct diffusivity formulation to
capture the role of preferential diffusion. By further assuming that λ/cp and ρDi are
constants, Eqs. (5.4.23) and (5.4.24) become

∇2h̃s = (cp/λ)wn, (5.4.25)

∇2(Ỹi/Lei ) = −(cp/λ)wn, (5.4.26)

where Lei = λ/(cpρDi ). Thus addition of Eqs. (5.4.25) and (5.4.26) yields the Laplace
equation

∇2βi = 0, (5.4.27)

where

βi = h̃s + Ỹi

Lei
(5.4.28)

is the local coupling function which is valid only in the reaction region. Equation
(5.4.28) shows that Ỹi is now to be scaled by Lei in the local coupling function. Thus
for Lei > 1, that is, mass diffusivity being smaller than thermal diffusivity, βi suffers a
net reduction in the concentration of i . The converse holds when Lei < 1. This result
is physically reasonable.

The expression of βi as given by Eq. (5.4.28) demonstrates the possibility that a
thermodynamic quantity, such as the total enthalpy of a mixture as represented by
(h̃s + Ỹi ), can be affected by the nonequilibrium, diffusive transport processes when
the thermal and species diffusivities differ from each other. Such an influence can
therefore modify the local concentrations of a mixture from its freestream values,
and through it the local flame temperature from the adiabatic flame temperature,
which is defined by the freestream values.

5.4.3. Near-Equidiffusion Formulation
Since the Lewis numbers of many gaseous reactants are indeed close to unity, it
is possible to approximately account for Lewis number effects by expanding the
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governing equations around Lei = 1. To do this, we again assume that λ/cp and ρDi

are constants. Then Eqs. (5.3.12) and (5.3.14) can be written, for an open flame, as

∂

∂t
(ρh̃s) + ∇ · [ρvh̃s − (λ/cp)∇h̃s] = −wn, (5.4.29)

∂

∂t
(ρỸi ) + ∇ ·

[
ρvỸi − (λ/cp)

Lei
∇Ỹi

]
= wn. (5.4.30)

Expressing Eq. (5.4.30) as

Lλ(Ỹi ) = wn +
(

1
Lei

− 1
)

∇ · [
(λ/cp)∇Ỹi

]
, (5.4.31)

where

Lλ(·) =
{

∂

∂t
ρ + ∇ · [ρv − (λ/cp)∇]

}
(·), (5.4.32)

and adding Eqs. (5.4.29) and (5.4.31) yields

Lλ(βi ) =
(

1
Lei

− 1
)

∇ · [
(λ/cp)∇Ỹi

]
, (5.4.33)

with βi = h̃s + Ỹi . Equation (5.4.33) clearly demonstrates that nonequidiffusion
plays the role of a sink/source for the conserved scalar βi . For Lei ≈ 1, solution
can be sought in series form as in, say, Ỹi = Ỹi,0 + δi Ỹi,1 + O(δ2

i ), with∣∣∣∣ 1
Lei

− 1
∣∣∣∣ = δi � 1

being the small parameter of expansion. Thus expanding Eq. (5.4.33), we have, to
the first two orders,

Lλ(βi,0) = 0, (5.4.34)

Lλ(βi,1) = ∇ · [(λ/cp)∇Ỹi,0]. (5.4.35)

The nonequidiffusion effects are therefore captured at the first-order solution,
for βi,1.

5.4.4. Element Conservation Formulation
All our discussion so far has been based on tracking the fate of the individual species
as chemical reactions evolve. The coupling functions so identified are based on chem-
ical stoichiometry. Since elements are conserved in chemical reactions, it is logical to
investigate relations governing the conservation of elements in chemically reacting
flows.

In a mixture consisting of N species of Yi made up of L elements, we can define an
element mass fraction Zk of element k as

Zk =
N∑

i=1

µi,kYi , k = 1, 2, . . . , L, (5.4.36)
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where µi,k is the mass fraction of the kth element in the ith species. For example,
for the elements carbon and oxygen in carbon dioxide, we have µCO2,C = 12/44 and
µCO2,O = 32/44. If we now multiply Eq. (5.3.10) by µi,k, sum over all i , and require
that elements be conserved in chemical reactions such that

N∑
i=1

µi,kwi = 0, k = 1, 2, . . . , L, (5.4.37)

then we have

LD(Zk) = 0, k = 1, 2, . . . , L. (5.4.38)

Thus the element mass fraction Zk is a conserved scalar, provided a single diffusion
coefficient D is used.

The advantage of using Zk instead of the coupling function βi, j is that Eq. (5.4.38)
is independent of the specific chemical reactions that take place in the mixture, while
the identification of βi, j requires the specification of the reaction scheme, which is
restricted to a one-step overall reaction in the case we used for demonstration. The
restriction of using Zk is that in a chemically reacting mixture the number of elements
is usually much smaller than the number of species (L < N), implying that a solution
of Zk is frequently not sufficient to solve for all the species concentrations.

It is, however, still advantageous to use Eq. (5.4.38) to supplement the solution
of Eq. (5.3.10). That is, instead of directly solving for all the Yi s from the N species
equations of Eq. (5.3.10), the extent of solution is reduced by solving the L ele-
ment conservation equations and the (N − L) species conservation equations. For a
chemically simple mixture consisting of only a few species, the element conservation
formulation can be quite useful. An example is the system consisting of only a hy-
drocarbon fuel, oxygen, and water and carbon dioxide as the products. Here N = 4,
while L = 3, representing hydrogen, carbon and oxygen.

When employing the element conservation formulation, it is more advantageous
to use the total energy conservation, Eq. (5.3.9), because it is also independent of
the specific reaction scheme adopted.

5.4.5. Mixture Fraction Formulation
Similar to the element conservation formulation, the mixture fraction formulation is
another derivative of the coupling function formulation and as such is also restricted
by the assumptions of a single diffusion coefficient and unity Lewis number. The
mixture fraction variable so defined has been found to be especially suitable for
studying problems of nonpremixed turbulent flames (Bilger 1980; Peters 2000).

Let the flow consists of a fuel (F) stream and an oxidizer (O) stream. These
streams have uniform properties at their respective upstream boundaries, which will
be designated by the subscripts B− and B+. We thus set YF,B+ = 0 and YO,B− = 0. We
then define a mixture fraction Z in terms of the fuel–oxidizer coupling function βF,O

as

Z = βF,O − βF,O,B−

βF,O,B+ − βF,O,B−
, (5.4.39)
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such that Z = 0 at the fuel boundary and Z = 1 at the oxidizer boundary. Since Z
varies linearly with βF,O, which satisfies LD(βF,O) = 0 as given by Eq. (5.4.10), it is
clear that Z must also be given by

LD(Z) = 0. (5.4.40)

Furthermore, since Z varies between 0 and 1, and carries the physical meaning of
the relative amounts of fuel and oxidizer, it is sometimes more illuminating to use Zas
the independent variable to indicate the progress in mixing and reaction. For example,
consider another coupling function for an ith species and fuel, βi,F = Ỹi − ỸF . Since
βi,F also satisfies

LD(βi,F ) = 0, (5.4.41)

a possible solution of βi,F is the linear relation with Z,

βi,F = c1,i + c2,i Z, (5.4.42)

which satisfies both Eqs. (5.4.40) and (5.4.41). Applying the boundary conditions of
Ỹi and ỸF at Z = 0 and 1, we obtain

Ỹi − ỸF = (Ỹi,B− − ỸF,B−) + (ỸF,B− + Ỹi,B+ − Ỹi,B−)Z. (5.4.43)

Taking i = O, Eq. (5.4.43) becomes

ỸO − ỸF = −ỸF,B− + (ỸF,B− + ỸO,B+)Z. (5.4.44)

Similarly, with the further assumption of unity Lewis number, the fuel–enthalpy and
oxidizer–enthalpy coupling functions are expressed as

h̃s + ỸF = (h̃s
B− + ỸF,B−) + (h̃s

B+ − h̃s
B− − ỸF,B−)Z, (5.4.45)

h̃s + ỸO = h̃s
B− + (h̃s

B+ − h̃s
B− + ỸO,B+)Z. (5.4.46)

In the absence of chemical reaction, the flow is frozen and we have L(h̃s) ≡ 0, or
simply L(T̃) ≡ 0. Similarly L(Ỹi ) ≡ 0 for all i . Thus T̃ and Ỹi are all linearly related
to Z, given by

T̃ = T̃B− + (T̃B+ − T̃B−)Z, (5.4.47)

ỸF = ỸF,B−(1 − Z), ỸO = ỸO,B+ Z. (5.4.48)

This corresponds to the situation of pure mixing.
The utility of the mixture fraction formulation is that variations of the combustion

response are studied in the Z-space instead of the physical space. Since Z varies
between (0,1) from the fuel to the oxidizer streams, such a variation provides a
more direct indication of the dependence of flame characteristics on the reactant
concentrations. For example, we have just shown that a conserved scalar would vary
linearly with Z. Furthermore, since Z is configurational independent, results obtained
from different flame configurations (e.g., spherical flame versus jet flame) can be
systematically and meaningfully compared by using Z as the independent variable.
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To study the influence of chemistry, we consider the energy equation L(h̃s) = −wn,
that is,

ρ
∂ h̃s

∂t
+ ρv · ∇h̃s − ∇ · (ρD∇h̃s) = −wn. (5.4.49)

To incorporate Z as one of the coordinates, we consider an orthogonal coordinate
system in which Z is such a coordinate while the other two coordinates, X = x and
Y = y, are distances along surfaces of constant Z. Thus we need to perform the
coordinate transformation (t, x, y, z) → (τ, X, Y, Z), with τ ≡ t .

We first note that
∂

∂t
= ∂

∂τ
+ ∂ Z

∂t
∂

∂ Z
,

∂

∂x
= ∂

∂ X
+ ∂ Z

∂x
∂

∂ Z
,

∂

∂z
= ∂ Z

∂z
∂

∂ Z
,

∂

∂x

(
ρD

∂

∂x

)
h̃s =

(
∂

∂ X
+ ∂ Z

∂x
∂

∂ Z

) [
ρD

(
∂

∂ X
+ ∂ Z

∂x
∂

∂ Z

)
h̃s

]

= ∂

∂ X

(
ρD

∂

∂ X

)
h̃s +

(
∂ Z
∂x

) [
∂

∂ X

(
ρD

∂

∂ Z

)
+ ∂

∂ Z

(
ρD

∂

∂ X

)]
h̃s

+ ρD
(

∂ Z
∂x

)2 (
∂2

∂ Z2

)
h̃s +

(
∂ h̃s

∂ Z

)
∂

∂x

(
ρD

∂ Z
∂x

)
, (5.4.50)

∂

∂z

(
ρD

∂

∂z

)
h̃s =

(
∂ Z
∂z

∂

∂ Z

) [
ρD

(
∂ Z
∂z

∂

∂ Z

)
h̃s

]

= ρD
(

∂ Z
∂z

)2 (
∂2

∂ Z2

)
h̃s +

(
∂ h̃s

∂ Z

)
∂

∂z

(
ρD

∂ Z
∂z

)
, (5.4.51)

with the differentials involving y being analogous to those involving x. Combining
the second terms on the RHS of Eq. (5.4.50) for the X and Y directions, and if we
define

∇t =
(

∂

∂ X
,

∂

∂Y
, 0

)

as the two-dimensional tangential gradient operator in X and Y, then the combined
second term can be written as

(∇Z) ·
[
∇t

(
ρD

∂

∂ Z

)
+ ∂

∂ Z
(ρD∇t )

]
h̃s .

However, since ∇t is over the surface of constant Z while ∇Z is perpendicular to it,
their dot product vanishes identically. Substituting the above results into Eq. (5.4.49),
and using the conserved scalar equation (5.4.40),

ρ
∂ Z
∂t

+ ρv · ∇Z − ∇ · (ρD∇Z) = 0, (5.4.52)

it can be readily shown that energy conservation in the new coordinate system is
given by

ρ
∂ h̃s

∂t
+ ρvt · ∇t h̃s = −wn + ρD|∇Z|2 ∂2h̃s

∂ Z2
+ ∇t · (ρD∇t h̃s), (5.4.53)
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where vt is the two-dimensional velocity vector in the X and Y directions. Equa-
tion (5.4.53) is useful for the analysis of flame structures in which the variations of
temperature and concentrations occur predominantly in the Z direction.

Finally, we note that a mixture fraction on the basis of the element mass fraction
Zk can also be defined as

Z = Zk − Zk,B+

Zk,B− − Zk,B+
. (5.4.54)

5.4.6. Progress Variable Formulation
The analogue of the mixture fraction for premixed flames is the progress variable c.
In this formulation we consider an unreacted premixed stream, originating from the
upstream boundary and consisting of a fuel and an oxidizer with concentrations YF,u

and YO,u, where the subscript u designates the upstream unburned state, and we shall
also use the subscript b to designate the downstream burned state. This premixture
traverses the reaction zone and continuously converts the fuel and oxidizer species to
a product species with concentration YP. Upon complete reaction at the downstream
boundary of the flame, the product concentration is Yp,b. Thus a progress variable c
can be defined as

Yp = cYP,b, (5.4.55)

such that c = 0 and 1 for the completely unreacted and reacted states respectively.
The temperature T is then readily related to YP and hence c through total energy
conservation. Substituting Yp into Eq. (5.4.6), the progress variable is governed by

LD(c) = wn

YP,b
. (5.4.56)

5.5. REACTION-SHEET FORMULATION

5.5.1. Jump Relations for Coupling Functions
Since chemical reactions characterized by high activation energies are spatially con-
fined to very thin regions, it is sometimes possible to collapse this reaction region
into an infinitesimally thin reaction sheet, which then simply serves as a sink for the
reactants and a source for chemical heat release and the combustion products. The
flow in regions bounded away from both sides of this reaction surface is chemically
nonreactive and can be separately solved as such. These solutions are then matched
at the reaction sheet, where conservation requirements are imposed relating changes
in the values as well as the gradients of temperature and species concentrations in
crossing it. These requirements, called jump relations, are derived in the following.

We consider a general wrinkled reaction zone whose thickness is much smaller
than its radius of curvature. The surface can thus be treated as being locally planar,
with properties varying predominantly in the direction normal to it. Using the distinct
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diffusivity formulation, from Eqs. (5.3.12) and (5.3.14) we have

∂

∂t
(ρh̃s) + ∂

∂n

(
ρuh̃s − (λ/cp)

∂ h̃s

∂n

)
=

(
1 − 1

γ

)
d p̃
dt

− wn, (5.5.1)

∂

∂t
(ρỸi ) + ∂

∂n

(
ρuỸi − ρDi

∂Ỹi

∂n

)
= wn, (5.5.2)

∂

∂t
(ρỸ j ) + ∂

∂n

(
ρuỸj − ρDj

∂Ỹ j

∂n

)
= wn, (5.5.3)

where n is the coordinate normal to the flame surface, and we have applied the
stoichiometric scaling for hs and Yi . By subtracting Eq. (5.5.3) from Eq. (5.5.2), we
obtain

∂

∂t

[
ρ(Ỹi − Ỹ j )

] + ∂

∂n

[
ρu(Ỹi − Ỹ j ) −

(
ρDi

∂Ỹi

∂n
− ρDj

∂Ỹ j

∂n

)]
= 0. (5.5.4)

Integrating Eq. (5.5.4) across the reaction zone, bounded between n−
f < n < n+

f ,
where n f is the location of reaction sheet, we have

∫ n+
f

n−
f

∂

∂t

[
ρ(Ỹi − Ỹ j )

]
dn + [

ρu(Ỹi − Ỹ j )
]n+

f

n−
f
−

[
ρDi

∂Ỹi

∂n
− ρDj

∂Ỹ j

∂n

]n+
f

n−
f

= 0. (5.5.5)

In the limit of an infinitesimally thin reaction zone, and if the reaction sheet does
not have any temporal discontinuity across it, the first term in Eq. (5.5.5) vanishes
because (n+

f − n−
f ) → 0. The second term also vanishes if we assume the values of

the individual quantities, ρu, Ỹi , and Ỹ j are continuous across the reaction sheet such
that

(ρu)+ = (ρu)−, Y+
i = Y−

i , T+ = T−, etc. (5.5.6)

Consequently Eq. (5.5.5) becomes

[
ρDi

∂Ỹi

∂n

]n+
f

n−
f

=
[
ρDj

∂Ỹ j

∂n

]n+
f

n−
f

, (5.5.7)

which, when expressed in Yi , is
[
ρDi

∂Yi

∂n

]n+
f

n−
f

= σi, j

[
ρDj

∂Yj

∂n

]n+
f

n−
f

. (5.5.8)

Equation (5.5.8) clearly shows that, in crossing the reaction sheet, the change in
the diffusive flux of the ith species is stoichiometrically proportional to the change
in the diffusive flux of the jth species, which is physically reasonable. It relates the
extent of the discontinuous changes in the concentration gradients in crossing the
reaction sheet. Similar derivation involving Eqs. (5.5.1) and (5.5.2) leads to

(
qc

σi

) [
ρDi

∂Yi

∂n

]n+
f

n−
f

= −
[
λ

∂T
∂n

]n+
f

n−
f

, (5.5.9)
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T̃ T̃ỸO

ỸO

ỸF

x f

(a)

T̃ T̃ ỸOỸF

x f

(b)

Figure 5.5.1. Flame structure in the vicinity of the reaction sheet for (a) premixed flame, (b) non-
premixed flame.

which shows that the amount of heat generated from the reaction is equal to the heat
conducted away to both sides of the reaction zone.

Writing the above results in vector form, we have

[
ρDi n · ∇Ỹi

]n+
f

n−
f
= [

ρDj n · ∇Ỹ j
]n+

f

n−
f

(5.5.10)

and
[
ρDi n · ∇Ỹi

]n+
f

n−
f
= − [

(λ/cp)n · ∇h̃s]n+
f

n−
f
, (5.5.11)

where n is the unit normal vector of the reaction surface.
An additional jump relation can be derived from one of Eqs. (5.5.1) to (5.5.3),

accounting for the reaction term as a source/sink of the various reaction quantities.
This will be discussed in Chapter 9.

The reaction sheet analyzed is a weak discontinuity in that only the gradients are
discontinuous. As a comparison, the detonation wave to be studied later is a strong
discontinuity in that the values of the flow variables are discontinuous across the
wave surface.

Up to now we have neither specified the nature of the flame nor imposed the states
of i and j at the reaction sheet. Thus the above results are applicable to all reacting
species and to both premixed and nonpremixed flames. If we now refer i and j to fuel
(F) and oxidizer (O) respectively, then the jump relations Eqs. (5.5.10) and (5.5.11)
can be explicitly written for premixed and nonpremixed flames, as follows.

5.5.1.1. Premixed Flames: In a premixed flame fuel and oxidizer are supplied from
the same side, say the negative side (Figure 5.5.1a). Thus if we assume that the fuel
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is the deficient species, then its concentration at the reaction sheet is ỸF, f = 0 and
the concentration and energy jump relations are respectively given by

− [
ρDF n · ∇ỸF

]
n−

f
= [

ρDOn · ∇ỸO
]n+

f

n−
f
, (5.5.12)

[
ρDF n · ∇ỸF

]
n−

f
= [

(λ/cp)n · ∇h̃s]
n+

f
− [

(λ/cp)n · ∇h̃s]
n−

f
. (5.5.13)

In the case that the downstream flow is adiabatic, then n · ∇h̃s identically vanishes
at n+

f .

5.5.1.2. Nonpremixed Flames: In most situations involving nonpremixed flames, we
shall simply specify ỸF, f = ỸO, f = 0 and thereby suppress leakage of the fuel and
oxidizer across the reaction sheet. Thus if fuel and oxidizer are supplied from the neg-
ative and positive sides of the flame respectively (Figure 5.5.1b), then (n · ∇ỸF ) and
(n · ∇ỸO) vanish on the positive and negative sides respectively. Equation (5.5.10)
becomes

[
ρDF n · ∇ỸF

]
n−

f
= − [

ρDOn · ∇ỸO
]

n+
f
, (5.5.14)

while the energy jump relation is the same as Eq. (5.5.13). The negative sign in
Eq. (5.5.14) illustrates that fuel and oxidizer are transported toward each other.

5.5.2. Adiabatic Flame Temperature
We can also derive a fairly general expression for the temperature of an unsteady
three-dimensional reaction sheet, assuming equal density-weighted diffusivities,
unity Lewis number, and the absence of heat loss and temporal pressure variation.

With the above assumptions, Eqs. (5.3.12) and (5.3.14) can be written for each side
of the reaction sheet, with x < x f and x > x f , as

∂

∂t
(ρh̃s) + ∇ · (

ρvh̃s − ρD∇h̃s) = 0, (5.5.16)

∂

∂t
(ρỸi ) + ∇ · (

ρvỸi − ρD∇Ỹi
) = 0, i = O, F. (5.5.17)

A solution that satisfies Eqs. (5.5.16) and (5.5.17) on each side of the reaction zone
is given by

h̃s = c1,i + c2,i Ỹi , (5.5.18)

where c1,i and c2,i are constants. We now separately consider premixed and non-
premixed flames.

5.5.2.1. Premixed Flames : Here the temperature distribution on the reactant side
of the reaction sheet, for a fuel-deficient mixture, is

(h̃s)− = c1,F + c2,F ỸF . (5.5.19)
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Evaluating Eq. (5.5.19) at the upstream boundary, where (h̃s)− = h̃s
u and ỸF = ỸF,u,

and also at the reaction sheet where (h̃s)− = h̃s
f and ỸF = 0, c1,F and c2,F can be

determined, giving

(h̃s)− = h̃s
f −

(
h̃s

f − h̃s
u

)
ỸF,u

ỸF . (5.5.20)

Substituting (h̃s)− into the jump relation (5.5.13), it is seen that, for an adiabatic
downstream, the flame temperature is

h̃s
f = h̃s

u + ỸF,u, (5.5.21)

which, in dimensional form, is

hs
f = hs

u + YF,uqc. (5.5.22)

Equation (5.5.22) shows that the sensible enthalpy at the flame is the sum of the
sensible and chemical enthalpies of the freestream. Thus Tf given by hs

f is simply the
adiabatic flame temperature, Tad, of the mixture. Alternatively, Eq. (5.5.22) can be
interpreted as the statement that the heat release YF,uqc from burning YF,u amount
of fuel, per unit mass of the unburned mixture, which consists of the reactants and
the inert, is used to increase the temperature of the mixture from Tu to Tf .

5.5.2.2. Nonpremixed Flames: Here the temperature distribution on the fuel and
oxidizer sides of the reaction sheet can be respectively written as

(h̃s)− = c1,F + c2,F ỸF , (h̃s)+ = c1,O + c2,OỸO. (5.5.23)

Evaluation of (h̃s)− is the same as that for the premixed flame, yielding

(h̃s)− = h̃s
f −

(
h̃s

f − h̃s
B−

)
ỸF,B−

ỸF , (5.5.24)

while a similar evaluation for (h̃s)+, with (h̃s)+ = h̃s
B+ at ỸO = ỸO,B+ , gives

(h̃s)+ = h̃s
f −

(
h̃s

f − h̃s
B+

)
ỸO,B+

ỸO. (5.5.25)

Substituting (h̃s)± into the jump relations (5.5.13) and (5.5.14), we obtain

h̃s
f − h̃s

B−

ỸF,B−
+ h̃s

f − h̃s
B+

ỸO,B+
= 1, (5.5.26)

which can be expressed in dimensional form as

(YF,B−)qc = (
hs

f − hs
B−

) +
(

YF,B−

YO,B+
σO

) (
hs

f − hs
B+

)
. (5.5.27)

Thus analogous to the interpretation of Eq. (5.5.22), Eq. (5.5.27) states that the heat
release (YF,B−)qc from burning YF,B− amount of fuel in unit mass of the fuel mixture
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is used to heat this fuel mixture from TB− to Tf , and

φ∗ = YF,B−

YO,B+
σO (5.5.28)

amount of the oxidizer mixture from TB+ to Tf . The fact that the burning of unit mass
of the fuel mixture requires φ∗ amount of the oxidizer mixture can be understood
by recognizing that the reaction of YF,B− amount of fuel stoichiometrically requires
σOYF,B− amount of oxidizer, which corresponds to σOYF,B−/YO,B+ amount of the
oxidizer mixture because it also consists of an inert. The Tf so determined is therefore
the adiabatic flame temperature for the stoichiometric reaction between the fuel and
oxidizer mixtures.

The parameter φ∗ so identified can be interpreted as

φ∗ = Available fuel/Stoichiometric fuel requirement
Available oxidizer/Stoichiometric oxidizer requirement

. (5.5.29)

That is, φ∗ is the ratio of the available fuel to the available oxidizer, each measured
with reference to the stoichiometric requirement. Thus in analogy to premixed sys-
tems, we can interpret φ∗ as the fuel-to-oxidizer equivalence ratio for nonpremixed
systems. Furthermore, we can also define a normalized equivalence ratio for non-
premixed burning as

�∗ = φ∗

1 + φ∗ . (5.5.30)

The significance of this parameter will be demonstrated in Chapter 6 on nonpremixed
flames.

5.6. FURTHER DEVELOPMENT OF THE SIMPLIFIED
DIFFUSION-CONTROLLED SYSTEM

5.6.1. Conservation Equations
In subsequent chapters, we shall frequently use the distinct diffusivity formulation
and the one-step overall reaction given by (5.4.1) for illustration. The governing equa-
tions (5.3.12) and (5.3.14), when expressed in the stoichiometrically scaled variables,
are

∂

∂t
(ρh̃s) + ∇ · [

ρvh̃s − (λ/cp)∇h̃s] = −wF , (5.6.1)

∂

∂t
(ρỸi ) + ∇ ·

[
ρvỸi − 1

Lei
(λ/cp)∇Ỹi

]
= wF , (5.6.2)

where we have used the fuel as the reference species, and have set dp/dt = 0 for
simplicity. For the fuel–oxidizer reaction scheme of (5.4.20), the reaction rate wF is

wF = −B
(

ν ′
F WF

YF,B

)
c
ν ′

O
O cν ′

F
F T αe−Ea/RoT

= −BCỸ
ν ′

O
O Ỹν ′

F
F T̃

α−(ν ′
F +ν ′

O)
e−T̃a/T̃, (5.6.3)
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where

BC = B
(

ν ′
F WF

YF,B

) [
σO(pW̄)/(RoWO)

(qc/cp)

]ν ′
O

[
pW̄/(RoWF )

(qc/cp)

]ν ′
F

(YF,Bqc/cp)α, (5.6.4)

and the relation ci = ρYi/Wi = (pW̄Yi )/(RoTWi ) has been used. BC is thus a density-
weighted collision rate of the reaction, having the unit gm/cm3-sec. It may also be
noted that since wF varies more sensitively with the Arrhenius factor than with
T̃

α−(ν ′
F +ν ′

O), and since chemical reaction is frequently confined to the region of the
highest temperature characterized by the temperature Tmax, this term can be approx-
imated by T̃

α−(ν ′
F +ν ′

O)
max and hence absorbed in the definition of BC in Eq. (5.6.4), as

will be done from now on.

5.6.2. Nondimensional Numbers
Using �o as a reference length scale and ρo a reference density, we define

x̃ = x
�o

, T̃ = λ/cpρo

�2
o

t, ṽ = �o

λ/cpρo
v. (5.6.5)

Equations (5.6.1) and (5.6.2) then become[
∂ρ̃

∂ t̃
+ ∇̃·(ρ̃ṽ) − ∇̃2

]
h̃s = −w̃F , (5.6.6)

[
∂ρ̃

∂ t̃
+ ∇̃·(ρ̃ṽ) − 1

Lei
∇̃2

]
Ỹi = w̃F , (5.6.7)

where

w̃F = −DaCỸ
ν ′

O
O Ỹν ′

F
F e−Ea/RoT, (5.6.8)

and we have defined a collision Damköhler number

DaC = �2
oBC

λ/cp
, (5.6.9a)

which can also be expressed as

DaC = �2
o/(λ/cpρo)
(ρo/BC)

. (5.6.9b)

The numerator of DaC in Eq. (5.6.9b) is a characteristic diffusion time while the
denominator is a characteristic collision time. Thus the collision Damköhler number
represents the ratio of these two characteristic times,

DaC = Characteristic diffusion time
Characteristic collision time

. (5.6.10)

In certain problems a reference velocity vo instead of the reference length scale �o is
given. Then in (5.6.5) we have instead ṽ = v/vo such that �o = (λ/cpρo)/vo and the
numerator of DaC in Eq. (5.6.9b) becomes (λ/cpρo)/v2

o. Since bothλ/cp and Bdepend
on the collision processes between molecules, DaC/�2

o can be further expressed in
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terms of the fundamental parameters characterizing such collisions and described by
the kinetic theory of gases.

In a totally nondiffusive system such as the homogeneous flow mentioned in
Chapter 2,

DaC = Characteristic flow time
Characteristic collision time

(5.6.11)

in which the characteristic flow time is simply �o/vo.
From our studies on chemical kinetics we know that not every collision results in re-

action. Thus a more realistic measure of the time needed for reaction to consummate
should include the Arrhenius factor, exp(−Ea/RoT), which gives the probability of
reaction from collisions. Furthermore, because of the largeness of the activation en-
ergy, we know reaction is concentrated in the region of maximum temperature, Tmax,
which is frequently the flame temperature. Thus the Arrhenius factor should be eval-
uated at Tmax, giving exp(−Ea/RoTmax) = exp(−Ar), where Ar = Ea/RoTmax is the
Arrhenius number defined in Chapter 2. We can now define a reaction Damköhler
number as

Da = DaCexp(−Ar), (5.6.12)

which has the physical significance of

Da = Characteristic flow time or diffusion time
Characteristic reaction time

. (5.6.13)

Since Da is more relevant than DaC, the reaction rate given by Eq. (5.6.8) can now
be expressed as

w̃F = −DaỸ
ν ′

O
O Ỹν ′

F
F exp

[
Ar

(
1 − T̃max

T̃

)]
. (5.6.14)

The temperature-sensitive nature of the factor exp[Ar(1 − T̃max/T̃)] in Eq. (5.6.14)
has already been demonstrated in Figure 2.2.2. Specifically, for large values of Ar ,
the Arrhenius factor and thereby the reaction rate are exponentially small as long as
T̃ is not too close to T̃max. It assumes an O(1) value only when T̃ is sufficiently close
to T̃max such that Ar(1 − T̃max/T̃) = O(1), which is equivalent to

T̃max − T̃ = O(Ze−1), (5.6.15)

where we have defined a Zel’dovich number as

Ze = Ar

T̃max
= T̃a

T̃
2
max

. (5.6.16)

Thus for large Zel’dovich number reactions the reaction zone is concentrated within
a narrow region over which the temperature deviates from T̃max only by O(Ze−1).
As Ze → ∞, this region degenerates to a reaction sheet.

For a premixed flame, Tmax ≡ Tb = Tu + YF,uqc/cp such that T̃b = 1/(1 − α)
and T̃u = α/(1 − α), where α = Tu/Tb ≈ ρb/ρu is the upstream-to-downstream
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temperature ratio and 1/α can be interpreted as the thermal expansion ratio across
the flame. Then

Ze = (1 − α)Ar. (5.6.17)

Thus the implication that Ar � 1 corresponds to Ze � 1 simultaneously requires
α � 1. Since the upstream must be sufficiently cold to freeze the reaction, Ze ≈
Ar � 1 is usually satisfied. A similar consideration can be extended to nonpremixed
flames.

In summary, we have identified three nondimensional numbers that are of partic-
ular relevance to combustion phenomena. The first is the Lewis number, Le, which
measures the relative rates of thermal conduction to mass diffusion. Deviation of
Le from unity implies a local nonconservation of the total enthalpy, and can lead
to flame temperatures which are either smaller or larger than the adiabatic flame
temperature. This, in turn, affects the reaction rate in an Arrhenius manner.

The second is the Damköhler number, Da, which measures the residence time
available for a chemical reaction of certain rate to proceed. Thus Da → 0 for
a chemically frozen situation because the reaction time is excessively long relative
to the flow time available for the reaction to consummate. At the other extreme,
Da → ∞ in an equilibrium flow because reaction is completed instantly with van-
ishing reaction time. Finite values of Da indicate flow situations in which reaction
occurs with finite rate. In particular, we must have Da = O(1) in the reaction region
of a flame.

The third is the Zel’dovich number, Ze, which measures the combined effects of
the temperature sensitivity of the reaction, through Ar = T̃a/T̃max, and the extent
of heat release relative to the initial content of the mixture’s sensible energy, through
(1 − α). The Zel’dovich number assumes large values only when both the activation
energy and chemical heat release are sufficiently large, which is usually satisfied for
reactions of interest to combustion and for typical burning situations. A large Ze
is responsible for the spatially or temporally localized nature of reaction regions or
periods in combustion phenomena.

NOMENCLATURE

a Speed of sound
Ar Arrhenius number
BC Collision frequency factor
Bk Constant in the frequency factor for the kth reaction
c Progress variable
ci Molar concentration of species i (moles per unit volume)
cp,i Specific heat at constant pressure for species i
Da Reaction Damköhler number
DaC Collision Damköhler number
Di, j Binary diffusion coefficient for species i and j
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DT,i Thermal diffusion coefficient for species i
e Specific internal energy of the gas mixture
Ea,k Activation energy for the kth reaction
fi External body force per unit mass of species i
g Gravity acceleration vector
hi Specific enthalpy of species i
ho

i Specific standard heat of formation for species i at temperature To

hs
i Specific sensible enthalpy relative to To for species i

K Total number of chemical reactions
L Total number of elements
Le Lewis number
M Mach number
n Unit normal vector
N Total number of chemical species
p Hydrostatic pressure
P Pressure tensor
q Heat flux vector
qc Heat reaction per unit mass of fuel
qR Radiant heat flux vector
Ro Universal gas constant
T Temperature
Ta Activation temperature
To Standard, reference temperature
v Mass-averaged velocity of the gas mixture
Vi Diffusion velocity of species i
wi Mass production rate of species i (mass per unit volume per unit time)
W Average molecular weight
Wi Molecular weight of species i
Xi Mole fraction of species i
Yi Mass fraction of species i
Z Mixture fraction
Ze Zel’dovich number
Zk Mass fraction of element k
α Ratio of unburnt-to-burnt temperature
αk Temperature exponent of the frequency factor for the kth reaction
βi Coupling function for enthalpy and species i
βi, j Coupling function for species i and j
γ Specific heat ratio
κ Bulk viscosity coefficient
λ Thermal conductivity
µ Viscosity coefficient
ν ′

i,k Stoichiometric coefficient for species i appearing as a reactant in reaction k
ν ′′

i,k Stoichiometric coefficient for species i appearing as a product in reaction k
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ρ Density
σi Stoichiometric mass ratio of species i to fuel
φ Fuel-to-oxidizer equivalence ratio
φ∗ Equivalence ratio defined for nonpremixed flames
� Normalized equivalence ratio
ω Species-independent reaction rate
ψψ Ψ per unit volume
Ψ A general fluid property

Subscripts and Superscripts
F, O Fuel, oxidizer
u, b Unburned and burned states
f Flame; reaction zone
∼ Stoichiometrically weighted quantities
B Flow boundary
+, − Nonreactive regions separated by a reaction sheet

PROBLEMS

1. Consider a mixture of N species with the composition that, except for the Nth
species, all the (N − 1) species exist in trace amounts such that not only Xi � XN

and Yi � YN for i 	= N, but sums of the quantities weighted by either Xi or Yi

are also much smaller than the corresponding quantities involving N. Starting
from the simplified diffusion relation Eq. (5.2.14),

∇ Xi =
N∑

j=1

(
Xi Xj

Di, j

)
(V j − Vi ), (5.P.1)

show that the diffusion velocity of the ith species can be approximated by

Vi ≈ −Di,N∇ ln Xi ≈ −Di,N∇ ln Yi . (5.P.2)

2. Let us reconsider Problem 1, but be more precise with the assumption needed
to arrive at the diffusion velocity Vi given by Eq. (5.P.2). Let’s assume for
simplicity that the concentration of the trace species i is proportional to that of
N such that Xi ≈ bi XN and Yi ≈ bi YN, where bi � 1 and is a constant. Show that
Eq. (5.P.2) holds if

∑
j 	=N

bj � 1 (5.P.3)

∑
j 	=N

bj

(
Di,N − Dj,N

Di, j
+ Dj,N

Di,N

)
� 1. (5.P.4)

In deriving the above you may need to use Eq. (5.P.2). Note that more accurate
representation for Xi and Yi would be Xi ≈ ai + bi XN and Yi = a′

i + b′
i YN. The

final expressions would become quite involved.
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3. Starting from Eq. (5.2.14), show that the general solution for V is

V = A−1B, (5.P.5)

where V and B are the column vectors {Vi } and {∇lnXi } respectively, and A is
the matrix with the diagonal and off-diagonal elements being

ai,i = −
∑
j 	=i

Xj/Di, j , ai, j = Xj/Di, j .

4. For a stoichiometric amount of methane–air mixture calculate the mass fractions
and stoichiometrically weighted mass fractions (with the fuel being the reference
species and YF,B = 1) of O2 and CH4 before reaction, and of CO2 and H2O after
complete reaction without dissociation. What can you say about Ỹi and the
small value of YCH4 relative to YO2 in terms of the suitability of hydrocarbons as
transportation fuels?

5. (a) Starting from Eqs. (5.3.8) and (5.3.10), derive the appropriate coupling func-
tions for a two-step reaction scheme

N∑
i=1

ν ′
i,1Mi

k1→
N∑

i=1

ν ′′
i,1Mi

N∑
i=1

ν ′
i,2Mi

k2→
N∑

i=1

ν ′′
i,2Mi

in an open system. Assume Le = 1.

(b) Write down all the possible coupling functions for the following scheme
involving chlorine–hydrogen reactions:

Cl + H2 → HCl + H

H + Cl2 → HCl + Cl.

(c) Generalize the above results to a system of N species and K reactions. What
is the relation between N and K?

6. Show that the flame-sheet temperature for Le± = 1 but λ+ 	= λ− and (ρD)+ 	=
(ρD)− is still the adiabatic flame temperature.
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Either by nature or design, in most combustion systems fuel and oxidizer are initially
spatially separated. If the subsequent mixing between them is not sufficiently fast
before chemical reaction is initiated, then the mixing and reaction will take place
only in thin reaction zones that separate them. Examples are a wood panel on fire,
an oil spray burning in a furnace, a candle flame, and the sparks (i.e., burning metal
particles) generated when a metal surface is abraded.

The structure of a nonpremixed flame therefore consists of three zones, with a re-
action zone separating a fuel-rich zone and an oxidizer-rich zone. Figure 6.1.1a shows
a typical configuration for the model problem to be studied in the next section. As
the fuel and oxidizer are transported toward each other, through diffusion as well
as whatever convective motion the system may have, they become heated and even-
tually meet and mix within the reaction zone. Reaction between them subsequently
takes place rapidly. The combustion products together with the heat of combustion
are then transported away from the reaction zone in both directions. Since reaction
occurs at a finite rate and the reaction zone has a finite thickness, complete reaction
cannot be accomplished. Small amounts of fuel and oxidizer invariably leak through
the reaction zone, as shown in Figure 6.1.1b.

It is, however, frequently useful to assume that the reaction occurs infinitely fast
and thereby is confined to a reaction sheet. Fuel and oxidizer are each confined to
their respective regions of supply, and attain vanishing concentrations at the reaction
sheet. Consequently no leakage occurs. The reaction sheet then acts as a sink for the
reactants and a source of combustion heat and products. The situation is shown in
Figure 6.1.1c.

Since we have assumed an infinitely fast reaction rate, the relevant factors control-
ling the combustion phenomena here are the stoichiometric rates of transport of fuel
and oxidizer to the reaction sheet, which also determine the heat release rate. Thus
in this limit combustion is controlled by the slower process of diffusion as compared
to reaction, and its characteristics can therefore be predicted without knowing the
specific reaction mechanism and rate except the stoichiometry. It is for this reason
that the flame is conventionally called a diffusion flame. We shall, however, purposely

194
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Figure 6.1.1. Structure of the nonpremixed flame: (a) physical configuration of a one-dimensional,
purely diffusive system; (b) temperature and concentration profiles with finite flame thickness and
reactant leakage; (c) temperature and concentration profiles with reaction-sheet assumption.

avoid using this terminology because calling a nonpremixed flame a diffusion flame
could convey the erroneous impression that a premixed flame does not require
diffusion.

In the presence of finite-rate kinetics, the reaction sheet is broadened, the reactants
leak through it, and the burning rate is reduced. This reduction, however, is small
and burning is still diffusion controlled. When leakage and the reduction in flame
temperature become relatively severe, extinction occurs. Therefore, as long as the
flame is burning steadily, the bulk combustion characteristics can be satisfactorily
approximated by the reaction-sheet solution.

In this chapter, we shall therefore confine our study of nonpremixed combustion to
the reaction-sheet limit. This will be illustrated by four problems, namely a chambered
flame involving one-dimensional, planar, diffusive transport (Section 6.1); the classi-
cal Burke–Schumann flame as a simplified representation of jet combustion (Section
6.2); droplet vaporization and combustion (Section 6.4); and the counterflow flame
(Section 6.5). Through separate analysis of these configurationally different non-
premixed flames, we shall demonstrate that they share some fundamental features
such as the flame temperature and reaction-sheet location. In Section 6.3, the concept
of Stefan flow, which arises from the gasification of condensed fuels, is introduced
via the examples of a one-dimensional chambered flow and droplet vaporization and
condensation.

The critical phenomenon of extinction of nonpremixed flames will be analyzed in
Chapter 9. The problem of droplet and particle combustion is of sufficient funda-
mental and practical interest that it will be further studied via two-phase combustion
in Chapter 13.
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Before further discussion, we shall clarify the usage of the term “flame.” From the
fundamental viewpoint, a flame is a region within which the nonequilibrium processes
of diffusion and reaction take place, and as such should consist of the fuel and oxidizer
diffusion zones as well as the reaction zone shown in Figure 6.1.1. Conventionally,
however, the word “flame” has been used to indicate either the reaction zone or
more loosely the narrow, high temperature region in the flow. This has the potential
of causing confusion in, for example, specifying the thickness of laminar “flamelets”
in a turbulent flame brush. Thus in the following discussion, whenever possible, we
will be specific in distinguishing the reaction zone from the entire flame structure.
At the same time, however, we will also bow to tradition and sometimes use the
word “flame” to designate a narrow high temperature region, which invariably also
includes the reaction zone. Such designations are quite obvious and should not cause
confusion.

6.1. THE ONE-DIMENSIONAL CHAMBERED FLAME

In this problem, we have a chamber with a constant cross-sectional area and a constant
pressure throughout (Figure 6.1.1a). Two porous walls, situated at x = 0 and x = �,
maintain constant concentrations and temperatures according to

x = 0: YF = YF,o, YO = 0, YP = 0, T = To

(6.1.1)
x = �: YF = 0, YO = YO,�, YP = 0, T = T�.

For simplicity we shall also assume that there is no net flow through the chamber.
Fuel and oxidizer diffuse toward each other and react at a reaction-sheet located
at x f . The burning is steady and the combustion products are continuously elimi-
nated through the walls. We aim to determine the combustion characteristics such as
the temperature and species profiles, the temperature and location of the reaction
sheet, and the consumption rates of the reactants. Note that since the reaction-
sheet temperature is the highest in the flow field, it will be simply called the flame
temperature.

The problem will be solved using the coupling function formulation, the reaction-
sheet formulation, the mixture-fraction formulation, and the element conservation
formulation so as to demonstrate the usefulness of these four procedures.

6.1.1. Coupling Function Formulation
Since there is no net mass flow, we have u = 0. By further assuming Lei = 1, then
Eqs. (5.4.27) and (5.4.25) are reduced to their respective one-dimensional forms,

d2βi

dx2
= 0 (6.1.2)

(λ/cp)
d2T̃
dx2

= wF , (6.1.3)

where βi = T̃ + Ỹi and we have assumed cp = constant.
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The solution for Eq. (6.1.2) is straightforward, given by

βi = c1,i + c2,i x. (6.1.4)

The constants c1,i and c2,i can be determined by applying the boundary conditions
in (6.1.1). Thus for i = F, O, we have

βF = T̃ + ỸF = (ỸF,o + T̃o) + (T̃� − T̃o − ỸF,o)x̃ (6.1.5)

βO = T̃ + ỸO = T̃o + (T̃� − T̃o + ỸO,�)x̃, (6.1.6)

where x̃ = x/�. The above solutions are general, being valid for any wF . We now
apply the reaction-sheet assumption. Since there is no reactant leakage, we have

ỸF = 0, x̃ f ≤ x̃ ≤ 1; ỸO = 0, 0 ≤ x̃ ≤ x̃ f . (6.1.7)

Applying Eq. (6.1.7) to the expressions for βF and βO, we readily obtain the temper-
ature profile as

T̃
− = T̃o + (T̃� − T̃o + ỸO,�)x̃, 0 ≤ x̃ ≤ x̃ f (6.1.8)

T̃
+ = (T̃o + ỸF,o) + (T̃� − T̃o − ỸF,o)x̃, x̃ f ≤ x̃ ≤ 1, (6.1.9)

where T̃
− and T̃

+ respectively represent the temperature distributions in the fuel
and oxidizer sides of the reaction sheet. Knowing T̃, we can now substitute T̃

− into
βF for ỸF and T̃

+ into βO for ỸO, giving

ỸF = ỸF,o − (ỸF,o + ỸO,�)x̃, 0 ≤ x̃ ≤ x̃ f (6.1.10)

ỸO = −ỸF,o + (ỸF,o + ỸO,�)x̃, x̃ f ≤ x̃ ≤ 1. (6.1.11)

The reaction sheet location x̃ f is then given by setting, say, ỸF = 0 in Eq. (6.1.10),
yielding

x̃ f = ỸF,o

ỸF,o + ỸO,�

= 1
1 + ỸO,�

, (6.1.12)

in which we have noted that ỸF,o ≡ 1 because ỸF is defined as YF/YF,o. We never-
theless shall leave it in symbol form in most of the following derivations because of
its direct physical meaning. Equation (6.1.12) shows that in order to achieve stoi-
chiometry, the reaction sheet tends to be situated closer to the boundary at which the
reactant concentration is stoichiometrically lower; that is, x̃ f → 0 for ỸF,o � ỸO,�,
and x̃ f → 1 for ỸF,o � ỸO,�. Through this adjustment a steeper gradient and thereby
faster diffusion rate can be achieved to compensate for the lower concentration. By
the same reasoning, increasing the concentration at a boundary will cause the reac-
tion sheet to recede from it. For ỸF,o = ỸO,�, x̃ f = 1/2; that is, the reaction sheet is
situated midway between the boundaries.

Recognizing that ỸF,o/ỸO,� is simply the fuel-to-oxidizer equivalence ratio for
the nonpremixed system, as identified in Eq. (5.5.28), thus in terms of φ∗,
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Eq. (6.1.12) becomes

x̃ f = φ∗

1 + φ∗ , (6.1.13)

which shows that the scaled reaction sheet location depends only on the equivalence
ratio φ∗. Furthermore, in terms of the normalized equivalence ratio � = φ/(1 + φ)
given by Eq. (5.5.30), x̃ f is simply

x̃ f = �∗, (6.1.14)

which shows that the reaction sheet location varies linearly with �∗. This again
demonstrates that �, instead of φ, is the fundamental parameter representing the
equivalence ratio.

The flame temperature can be found by evaluating either Eq. (6.1.8) or Eq. (6.1.9)
at the reaction sheet, and by using Eq. (6.1.14), yielding

T̃f − T̃o = (T̃� − T̃o + ỸO,�)�∗. (6.1.15)

The flame temperature can also be expressed as

T̃f − T̃o

ỸF,o
+ T̃f − T̃�

ỸO,�

= 1, (6.1.16)

which is simply Eq. (5.5.26), previously derived for the flame temperature of a general
nonpremixed reaction sheet for Le = 1, as should be the case.

The final quantity of interest is the mass flux of the fuel, which indicates the fuel
consumption rate. By definition,

fF = −(λ/cp)
(

dYF

dx

)
x f

, (6.1.17)

and we also have fO = σO fF . Substituting Eq. (6.1.10) into Eq. (6.1.17), we get

fF = λ/cp

�

YF,o

�∗ . (6.1.18)

The maximum burning rate occurs when YF,o = YO,� = 1, or fF,max = (λ/cp�)
(1 + σ−1

O ), as is reasonable to expect.
We have thus determined most of the combustion characteristics of interest. The

expediency with which the coupling function formulation can lead to the final solution
is evident. It may also be noted that since the above solution is determined based on
the conservation of coupling functions, we need not even separately use the energy
conservation relation (6.1.3). Once the reaction-sheet assumption is invoked, wF in
Eq. (6.1.3) is suppressed to be zero in regions bounded away from the reaction sheet.

Frequently the problem is considered to be solved at this stage. However, if one
is also interested in the product and inert distributions, they can be easily deter-
mined. Thus, using Eq. (6.1.2) for the product coupling function βP, and applying the
boundary conditions that ỸP = YP = 0 at x = 0 and �, we find

βP = T̃ + ỸP = T̃o + (T̃� − T̃o)x̃. (6.1.19)
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With T̃
∓ given by Eqs. (6.1.8) and (6.1.9), the product distribution Ỹ

∓
P can be explicitly

expressed.
For the concentration of the inert, since it is a conserved scalar, YI satisfies

d2YI

dx̃2 = 0, 0 ≤ x̃ ≤ 1, (6.1.20)

throughout the flow field. The solution is

YI = YI,o + (YI,� − YI,o)x̃. (6.1.21)

Furthermore, since YI,� = 1 − YO,�, YI,o = 1 − YF,o, Eq. (6.1.21) can be written as

YI = (1 − YF,o) + (YF,o − YO,�)x̃. (6.1.22)

The problem is solved completely. The species and temperature profiles are shown
in Figure 6.1.1c. Note that in the absence of convection, all these functions vary
linearly in the purely diffusing regions in planar flows.

6.1.2. Reaction-Sheet Formulation
The main drawback of the coupling function formulation is that it cannot be applied
to systems with both convection and nonunity Lewis numbers because, as discussed in
Chapter 5, coupling functions cannot be formed. For these systems the reaction-sheet
formulation may be adopted.

To demonstrate the methodology, we shall solve the same problem with the under-
standing that the approach is really meant for the more complex situation of u �= 0
and Lei �= 1.

The methodology involves first separately solving the concentration and temper-
ature distributions in the two nonreactive regions separated by the reaction sheet.
These solutions are then matched at the reaction sheet through the jump relations
of (5.5.13) and (5.5.14).

Thus the governing equations become

0 ≤ x̃ < x̃ f :
d2ỸF

dx̃2 = 0,
d2T̃

−

dx̃2 = 0, (6.1.23)

x̃ f < x̃ ≤ 1:
d2ỸO

dx̃2 = 0,
d2T̃

+

dx̃2 = 0. (6.1.24)

Solving Eqs. (6.1.23) and (6.1.24) subject to the boundary conditions at the reac-
tion sheet (T̃− = T̃+ = T̃ f , ỸF = ỸO = 0 at x̃ = x̃ f ) and the respective porous
walls, we have

0 ≤ x̃ ≤ x̃ f : ỸF = ỸF,o

(
1 − x̃

x̃ f

)
, (6.1.25)

T̃
− = T̃o + (T̃f − T̃o)

(
x̃

x̃ f

)
, (6.1.26)
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x̃ f ≤ x̃ ≤ 1: ỸO = ỸO,�

(x̃ − x̃ f )
(1 − x̃ f )

, (6.1.27)

T̃
+ = T̃f − (T̃f − T̃�)

(x̃ − x̃ f )
(1 − x̃ f )

. (6.1.28)

Equations (6.1.25)–(6.1.28) are expressed in terms of x̃ f and T̃f , which are to be
determined from the jump relations across the reaction sheet. With Lei = 1, these
relations are (

dỸF

dx̃

)
x̃−

f

= −
(

dỸO

dx̃

)
x̃+

f

(6.1.29)

(
dỸF

dx̃

)
x̃−

f

=
(

dT̃
+

dx̃

)
x̃+

f

−
(

dT̃
−

dx̃

)
x̃−

f

. (6.1.30)

Thus substituting Eqs. (6.1.25) and (6.1.27) into Eq. (6.1.29), we readily obtain
x̃ f as given by Eq. (6.1.12). Further using Eqs. (6.1.25), (6.1.26), (6.1.28) and x̃ in
Eq. (6.1.30), we obtain Eq. (6.1.16) for T̃f .

To determine the product distribution, we note that YP separately satisfies
d2Y∓

p /dx̃2 = 0 for the two nonreactive regions. Hence, its solution is

Y−
P = YP, f

(
x̃

x̃ f

)
, 0≤ x̃ ≤ x̃ f , (6.1.31)

Y+
P = YP, f

(1 − x̃)
(1 − x̃ f )

, x̃ f ≤ x̃ ≤ 1. (6.1.32)

Equations (6.1.31) and (6.1.32) depend on the product concentration at the reaction
sheet, YP, f , which can be determined by analyzing the inert concentration and overall
mass conservation. Thus evaluating Eq. (6.1.22) at the reaction sheet, we have

YI, f = (1 − YF,o) + (YF,o − YO,�)x̃ f , (6.1.33)

which leads to YP, f = 1 − YI, f . It may be cautioned that in summing over the mass
fractions, Yi instead of its stoichiometry-weighted value Ỹi should be used.

6.1.3. Mixture Fraction Formulation
Using the formulation of Section 5.4.5, and identifying the boundaries B− and B+

as those corresponding to F and O, Eq. (5.4.44) readily yields the reaction-sheet
location in Z-space, with ỸO, f = ỸF, f = 0, as

Zf = ỸF,o

ỸF,o + ỸO,�

= �∗, (6.1.34)

which is simply x̃ f given by Eq. (6.1.14). Further evaluating Eq. (5.4.46) at the flame,
we have the expression for the flame temperatureT̃ f ,

T̃ f − T̃o = (T̃� − T̃o + ỸO,�)Zf , (6.1.35)

which is just Eq. (6.1.15) by using Eq. (6.1.34) for Zf .
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The fuel and oxidizer concentrations are simply obtained by respectively setting
ỸO and ỸF to zero in Eq. (5.4.44),

ỸF = ỸF,o − (ỸF,o + ỸO,�)Z = ỸF,o

(
1 − Z

Zf

)
, Z < Zf (6.1.36)

ỸO = −ỸF,o + (ỸF,o + ỸO,�)Z = ỸO,�

(
Z − Zf

1 − Zf

)
, Z > Zf , (6.1.37)

while the temperature profile obtained by setting ỸF and ỸO to zero in Eqs. (5.4.45)
and (5.4.46) respectively,

T̃− = T̃o + (T̃� − T̃o + ỸO,�)Z = T̃ f − (T̃ f − T̃o)
(

1 − Z
Zf

)
, Z < Zf , (6.1.38)

T̃+ = (T̃o + ỸF,o) + (T̃� − T̃o − ỸF,o)Z = T̃ f − (T̃ f − T̃�)
(

Z − Zf

1 − Zf

)
, Z > Zf .

(6.1.39)

The above results clearly demonstrate that T̃ f by itself, and the flame location and
all the scalar profiles inZ-space, are configurational independent and are therefore
general properties of nonpremixed flames, as discussed in Section 5.4.5.

To relate the above results to the specific flame configuration of interest, we need
to solve LD(Z) = 0 of Eq. (5.4.40). For the present case it is simply

d2 Z

dx̃2 = 0. (6.1.40)

For Z(0) = 0 and Z(1) = 1, the solution of Eq. (6.1.40) is

Z = x̃. (6.1.41)

Thus, for this problem, the mixture fraction Z is simply given by the physical co-
ordinate x̃. This is because all conserved scalars vary linearly with x̃ for this simple
problem. It also explains why Zf of Eq. (6.1.34) is identical to x̃ f given by Eq. (6.1.14).

6.1.4. Element Conservation Formulation
To demonstrate this approach, we first have to specify the fuel–oxidizer system. The
simplest system is that of hydrogen reacting with oxygen to produce water,

2H2 + O2 → 2H2O. (6.1.42)

Here we have three species:

i = 1, 2, 3 for H2, O2, H2O,

and two elements:

k = 1, 2 for H, O.
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Thus the element mass fraction Zk of element k can be expressed in terms of Yi and
the coefficients µi,k as

Z1 = µ1,1Y1 + µ3,1Y3, (6.1.43)

Z2 = µ2,2Y2 + µ3,2Y3. (6.1.44)

The Zks are governed by Eq. (5.4.38),

d2 Zk

dx̃2 = 0, (6.1.45)

with the boundary conditions,

x̃ = 0: Z1 = µ1,1Y1,o, Z2 = 0, T = To (6.1.46)

x̃ = 1: Z1 = 0, Z2 = µ2,2Y2,�, T = T�. (6.1.47)

The solution of Eq. (6.1.45) is then

Z1 = µ1,1Y1,o(1 − x̃), (6.1.48)

Z2 = µ2,2Y2,� x̃, (6.1.49)

which holds throughout the flow field. At the reaction sheet, we haveY1, f = Y2, f = 0,
which, when substituted into Eqs. (6.1.43), (6.1.44), (6.1.48), and (6.1.49), yields

x̃ f = (µ1,1/µ3,1)Y1,o

(µ1,1/µ3,1)Y1,o + (µ2,2/µ3,2)Y2,�

(6.1.50)

and an expression for Y3, f . Recognizing from (6.1.42) that (µ1,1/µ3,1)=(ν ′′
3 W3/ν

′
1W1),

and that i = 1, 2 are respectively the fuel (F) and oxidizer (O) of the present system,
we retrieve from Eq. (6.1.50) the flame location expression of Eq. (6.1.14).

Finally, energy conservation is given by

d2h

dx̃2 = 0. (6.1.51)

Using the definition h = ∑N
i=1 Yi hi = cpT + ∑N

i=1 Yi ho
i , the boundary conditions

ho = cpTo + Y1,oho
1, h� = cpT� + Y2,�ho

2, and the definition of the heat of combustion,

qc = ho
1 +

(
µ1,1

µ3,1

) (
µ3,2

µ2,2

)
ho

2 −
(

µ1,1

µ3,1

)
ho

3, (6.1.52)

the flame temperature expression, Eq. (6.1.16), can be readily derived.

6.2. THE BURKE–SCHUMANN FLAME

In 1928 Burke and Schumann presented the first detailed analysis of nonpremixed
flames. The situation studied is the steady-state coaxial flow of a fuel gas issuing
into an oxidizing gas, as shown schematically in Figure 6.2.1 and as photographic
images in Figure 6.2.2. It is obvious on physical grounds that the resulting flame can
be either closed or open at its tip, depending on the ratio of the inner to the outer
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Figure 6.2.1. Schematic of the Burke–Schumann flame, with overventilated and underventilated
configurations.

tube diameters, the fuel and oxidizer concentrations in their respective streams, and
the fuel–oxidizer stoichiometric ratio. These flames are respectively known as over-
ventilated (Figure 6.2.2a, c, d) and underventilated (Figure 6.2.2b) flames, depending
on whether the rate of the oxidizer supply is stoichiometrically more or less than that
of the fuel.

(a)       (b)       (c) (d)

Figure 6.2.2. Photographic images of the various Burke–Schumann flame configurations, obtained
by issuing diluted methane into coflowing air of equal momentum: (a) overventilated flame with
moderate Pe(∼ 50), (b) underventilated flame with moderate Pe(∼ 50), (c) overventilated flame
with highPe(∼ 200), and overventilated flame with low Pe(∼ 1). Inner tube diameter is 0.635 cm
for (a) to (c), and 0.25 cm for (d). Outer tube diameter is 4 cm.
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For simplicity in illustration, we shall study the two-dimensional slot geometry
instead of the usual cylindrical geometry. There is no loss in physical insight with the
use of the mathematically simpler rectangular configuration.

The problem is governed in general by diffusion and convection in the stream-
wise (y) and transverse (x) directions (Figure 6.2.1). To simplify the analysis, we
first assume that the mass flux is in the streamwise direction everywhere, imply-
ing that the x-flux, ρu, is zero. This is a reasonable assumption because, with the
flow bounded by the outer walls, movement in the x-direction is restricted, being
mainly induced by thermal expansion. Thus for the present steady flow, continuity
given by Eq. (5.2.1) becomes

∂

∂y
(ρv) = 0. (6.2.1)

Equation (6.2.1) shows that ρv is only a function of x. For further simplification, such
a dependence is also suppressed by assuming that

ρv = constant. (6.2.2)

Equation (6.2.2) is probably the most restrictive assumption in the analysis. It limits
the analysis to situations in which the freestream momentum fluxes of the oxidizer
and fuel flows are the same.

In the original Burke–Schumann formulation diffusion in the streamwise direction
is neglected. The analysis is therefore not applicable to flows with small velocities for
which streamwise convection can be of the same order, if not smaller than, streamwise
diffusion. From the analytical viewpoint this restrictive assumption is not necessary
and therefore will not be made in our analysis (Chung & Law 1984a). It must, how-
ever, also be recognized that since the present analysis neglects body force, it still
becomes inaccurate for very small flow rates for which buoyancy effects can domi-
nate the flow. Furthermore, there is also an upper limit for the flow rate at which the
flow becomes turbulent. The transition Reynolds number is around 2,300 for tube
flows.

Thus following the same approach as that of the previous section, the coupling
function βi = T̃ + Ỹi for Lei = 1 is governed by

∂(ρvβi )
∂y

− ∂

∂x

[
(λ/cp)

∂βi

∂x

]
− ∂

∂y

[
(λ/cp)

∂βi

∂y

]
= 0. (6.2.3)

Because ρv = constant and if we assume (λ/cp) = constant, then Eq. (6.2.3) becomes

Pe
∂βi

∂ ỹ
−

(
∂2βi

∂ x̃2 + ∂2βi

∂ ỹ2

)
= 0, (6.2.4)

where x̃ = x/xout, ỹ = y/xout, and

Pe = ρvxout

λ/cp

is the Peclet number of the flow, measuring the relative intensities of convective to
diffusive transports.
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The boundary conditions for Eq. (6.2.4) are

0 < x̃ < x̃in, ỹ = 0: ỸF = ỸF,o, T̃ = T̃o (6.2.5)

x̃in < x̃ < 1, ỹ = 0: ỸO = ỸO,o, T̃ = T̃o (6.2.6)

x̃ = 0, ỹ > 0: ∂(·)/∂ x̃ = 0 (symmetry) (6.2.7)

x̃ = 1, ỹ > 0: ∂(·)/∂ x̃ = 0 ( adiabatic wall) (6.2.8)

ỹ → ∞: boundedness. (6.2.9)

In writing Eq. (6.2.8) it is assumed that the wall is adiabatic and nonpermeable
such that ∂ T̃/∂ x̃ = 0 and ∂Ỹi/∂ x̃ = 0 respectively. Furthermore, by specifying the
temperature and reactant concentrations at the slot exit, we are suppressing back
diffusion into the slot. This can be achieved experimentally by placing a porous plate
at the slot exit.

The solution will be sought using the method of separation of variables. Thus let

βi (x̃, ỹ) = 
(x̃)�(ỹ), (6.2.10)

which, upon substitution into Eq. (6.2.4), yields

Pe�′ − �′′

�
= 
̈



, (6.2.11)

where �′ = d�/dỹ, 
̇ = d
/dx̃, etc. For simplicity of notation we have omitted the
subscript i for 
 and � and the quantities associated with them.

Since the LHS of Eq. (6.2.11) is only a function of ỹ while the RHS only a function
of x̃, they can be equal only if they are both equal to a constant, −k2. Thus 
(x̃) and
�(ỹ) individually satisfy the following equations:


̈ + k2
 = 0 (6.2.12)

�′′ − Pe�′ − k2� = 0, (6.2.13)

which have the solutions


 = c1 + c2 x̃, k = 0
(6.2.14)= c1 cos kx̃ + c3 sin kx̃, k �= 0,

� = d1 exp
{[

Pe +
√

Pe2 + 4k2
]

ỹ/2
}

+ d2 exp
{[

Pe −
√

Pe2 + 4k2
]

ỹ/2
}

. (6.2.15)

Since c2 = c3 = 0 due to symmetry at x̃ = 0, and d1 = 0 due to boundedness as ỹ →
∞, βi assumes the functional form

βi = c(cos kx̃) exp
{[

Pe −
√

Pe2 + 4k2
]

ỹ/2
}

. (6.2.16)

Applying Eq. (6.2.8) to Eq. (6.2.16), we have sin k = 0, which implies k = nπ ,
n = 0, 1, 2, . . . . Therefore βi becomes

βi = c0 +
∞∑

n=1

cn(cos nπ x̃) exp
{[

Pe −
√

Pe2 + 4π2n2
]

ỹ/2
}
. (6.2.17)
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To determine the coefficients cn, we note that at ỹ = 0,

βi = c0 +
∞∑

n=1

cn cos nπ x̃, i = O, F, (6.2.18)

while the boundary conditions at ỹ = 0, Eqs. (6.2.5) and (6.2.6), give

βF = T̃o + ỸF,o, 0 < x̃ < x̃in
(6.2.19)

= T̃o, x̃in < x̃ < 1,

βO = T̃o, 0 < x̃ < x̃in
(6.2.20)

= T̃o + ỸO,o, x̃in < x̃ < 1.

Hence, first equating and integrating βF in Eqs. (6.2.18) and (6.2.19) from x̃ = 0 to
1, we have

∫ 1

0
βF dx̃ =

∫ x̃in

0
(T̃o + ỸF,o)dx̃ +

∫ 1

x̃in

T̃odx̃

=
∫ 1

0
c0dx̃ +

∞∑
n=1

cn

∫ 1

0
cos nπ x̃dx̃,

which gives

c0 = T̃o + x̃inỸF,o, (6.2.21)

where we have used the result
∫ 1

0 cos nπ x̃dx̃ = 0. Next, we multiply βF by cos mπ x̃
and integrate it from x̃ = 0 to 1 to obtain

∫ 1

0
βF cos mπ x̃dx̃ = (T̃o + ỸF,o)

∫ x̃in

0
cos mπ x̃dx̃ + T̃o

∫ 1

x̃in

cos mπ x̃dx̃

= c0

∫ 1

0
cos mπ x̃dx̃ +

∞∑
n=1

cn

∫ 1

0
cos mπ x̃ cos nπ x̃dx̃,

which gives

cn = 2ỸF,o

(
sin nπ x̃in

nπ

)
, (6.2.22)

where we have used ∫ 1

0
cos mπ x̃ cos nπ x̃dx̃ = 0, m �= n

= 1/2, m = n.

Thus βF = T̃ + ỸF is finally given by

βF = T̃o + x̃inỸF,o + 2ỸF,o

∞∑
n=1

Gn(x̃, ỹ; Pe), (6.2.23)
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where

Gn(x̃, ỹ; Pe) =
(

sin nπ x̃in

nπ

)
(cos nπ x̃) exp

{[
Pe −

√
Pe2 + 4π2n2

]
ỹ/2

}
. (6.2.24)

Similarly it can be shown that βO = T̃ + ỸO is given by

βO = T̃o + (1 − x̃in)ỸO,o − 2ỸO,o

∞∑
n=1

Gn(x̃, ỹ; Pe). (6.2.25)

Evaluating βF and βO at the reaction sheet, we obtain

T̃f = T̃o + ỸF,o

[
x̃in + 2

∞∑
n=1

Gn(x̃ f , ỹ f ; Pe)

]
(6.2.26)

T̃f = T̃o + ỸO,o

[
(1 − x̃in) − 2

∞∑
n=1

Gn(x̃ f , ỹ f ; Pe)

]
. (6.2.27)

From Eqs. (6.2.26) and (6.2.27), the reaction sheet location and temperature are given
by

(1 − x̃in) − 2
∞∑

n=1

Gn(x̃ f , ỹ f ; Pe) = �∗ (6.2.28)

(T̃f − T̃o) = ỸO,o�
∗, (6.2.29)

where φ∗ = ỸF,o/ỸO,o. Equation (6.2.28) shows that the relation defining the reaction
sheet location and the physical aspects of the problem, namely x̃in and Pe, is again
given by the stoichiometry parameter �∗, in conformity with Eq. (6.1.14) for the
chambered flame. Furthermore the flame temperature expression also is in the same
form as Eq. (6.1.15), recognizing that the freestream temperatures for the fuel and
oxidizer are the same for the present problem.

Equation (6.2.28) shows that the transition between the underventilated and over-
ventilated flames, when ỹ f → ∞ and therefore Gn → 0, occurs at

1 − x̃in = �∗, (6.2.30)

which provides a unique relation between the dimension of the burner, the stoichiom-
etry of the fuel–oxidizer mixture, and the freestream concentrations, as anticipated
earlier. Specifically, it shows that for reduced (increased) fuel concentration, a larger
(smaller) inner slot is needed to achieve tip opening.

The flame temperature can also be expressed as

T̃f − T̃o

ỸF,o
+ T̃f − T̃o

ỸO,o
= 1, (6.2.31)

yielding the equivalent of Eq. (6.1.16), as it should. Thus the flame temperature is
again the adiabatic flame temperature, and is independent of the nature of the flow
field characterized by Pe. As mentioned in Chapter 5, this result holds for general,
three-dimensional reaction sheets.
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Figure 6.2.3. Variation of the flame height with the Peclet number for the Burke–Schumann flame
with and without streamwise diffusion.

Figure 6.2.3 shows the variation of the nondimensional flame height, ỹ f (x̃ f = 0),
with Pe for an overventilated flame and various values of x̃in and φ∗. It is seen that, for
large values of Pe, convection dominates over diffusion in the streamwise direction
such that the flame height increases linearly with Pe. Since Pe ∼ ρv/(λ/cp), the flame
height increases linearly with the mass flux ρv, but decreases with increasing diffusiv-
ity, λ/cp = ρD. Furthermore, since ρD is pressure insensitive, the flame height is also
pressure insensitive. This behavior is basically that of the original Burke–Schumann
flame, shown as the dashed lines in Figure 6.2.3, as should be the case. However,
with decreasing Pe the flame height asymptotes to a constant value, signifying the
progressive dominance of streamwise diffusion.

Figures 6.2.2c and 6.2.2d show photographs of overventilated Burke–Schumann
flames with high and low Pe flows respectively. Specifically, the somewhat hemi-
spherical flame shape of the low-Pe flame suggests the nearly equal importance
of streamwise and transverse diffusion when streamwise convection is very weak,
while the highly elongated shape of the high-Pe flame indicates the dominance of
convection in the streamwise direction.

6.3. CONDENSED FUEL VAPORIZATION AND THE STEFAN FLOW

For the Burke–Schumann flame the convective motion is specified. Convection is
usually induced by externally applied pressure gradients, and is controlled by the
fluid mechanical aspects of the problem. However, as mentioned in Chapter 4, there
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Figure 6.3.1. Schematic of vaporization from a one-dimensional chamber.

is another kind of convection, called the Stefan flow, which is internally generated
and can be present even in the absence of any externally imposed flow. Such a flow
frequently arises as a consequence of the gasification of a condensed fuel. Here a
fuel vapor source is present at the surface of the condensed fuel, and the ambience,
or the flame, which is located away from the surface, is typically low in the fuel va-
por concentration and thus represents a sink for the fuel vapor. The fuel vapor then
continuously diffuses from the surface to either the ambience or the flame. Since the
consequence of this diffusion is a net transport of mass, a convective motion, that is,
the Stefan flow, is induced. This motion can be quite significant and has to be ac-
counted for, especially for rapid rates of vaporization when the condensed fuel is
volatile, or when it is placed in a hot environment or undergoes combustion. This
phenomenon is also particularly relevant for nonpremixed combustion because prac-
tical fuels are frequently present in the condensed phase, for example fuel droplets
and coal particles.

To demonstrate this phenomenon we consider the following chemically nonreac-
tive example. Here a pool of pure liquid, say water, designated by i = 1, undergoes
vaporization in an open container (Figure 6.3.1), with its height � fixed. Its vapor
concentration at the surface is Y1,o. There is a constant breeze over the container
such that at its edge the gas composition is the same as that of the environment,
consisting of Y1,� of species 1 and Y2,� = 1 − Y1,� of a noncondensable species, say air.
We aim to determine the mass vaporization flux, f = (ρu)o.

From continuity, d(ρu)/dx = 0, we have

ρu = f = constant, (6.3.1)

which shows that this internally generated convection is a constant, and as such
directly yields the mass vaporization flux.

From species conservation, Eq. (5.3.14), we have

f
dYi

dx
− d

dx

(
ρD

dYi

dx

)
= 0. (6.3.2)
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In writing Eq. (6.3.2) we have used Yi instead of Ỹi because the stoichiometry pro-
portionality constant between them is irrelevant for the present nonreactive case.
Furthermore, since we now have a two-component system, the binary diffusion co-
efficient is uniquely defined, that is, Di ≡ D.

Integrating Eq. (6.3.2) once, we have

f Yi − ρD
dYi

dx
= fi , (6.3.3)

where the constant of integration is simply the constant mass flux of species i , fi ,
which is the sum of its convective and diffusive fluxes. Since species 2 is assumed to
be noncondensable, its net mass flux vanishes, implying

f2 ≡ 0 (6.3.4)

such that

f Y2 − ρD
dY2

dx
= 0. (6.3.5)

Applying the relation Y1 + Y2 = 1 into Eq. (6.3.5) then readily yields

f Y1 − ρD
dY1

dx
= f = f1, (6.3.6)

which shows that the net mass flux of the system is that of species 1.
Integrating Eq. (6.3.6), assuming that ρD = constant, and applying the boundary

condition Y1(0) = Y1,o and Y1(�) = Y1,� yields the vaporization rate,

f = ρD
�

ln (1 + Bm,v) , (6.3.7)

where we have defined a mass transfer number for vaporization,

Bm,v = Y1,o − Y1,�

1 − Y1,o
, (6.3.8)

and the subscript v designates vaporization. For the ln(·) term to be defined, we
require Bm,v > −1 or Y1,� < 1, which is always satisfied. Equation (6.3.7) shows that
the vaporization flux f increases with increasing mass diffusivity D and decreasing
diffusion distance �, as should be the case. Furthermore, for Y1,o > Y1,�, we have
Bm,v > 0 and therefore f > 0; this is the vaporization case. On the other hand, when
Y1,o < Y1,�, we have Bm,v < 0 and therefore f < 0; this is the condensation case.

It is significant to note the logarithmic dependence of the mass flux for the
present Stefan flow problem. For the special case of Y1,o � 1 and Y1,� � 1, we have
|Bm,v| � 1. Thus expanding Eq. (6.3.7) we obtain

f ≈ ρD
�

Bm,v, (6.3.9)

which shows a linear dependence of f on Bm,v for slow rates of vaporization and con-
densation. This result can be similarly obtained by carrying out the above derivation
without the convection term in the governing equation (6.3.2).
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It is perhaps somewhat surprising that we seem to be able to determine the liquid
vaporization rate without considering energy conservation, even though it is physi-
cally obvious that heat transfer must be involved to effect vaporization. The linkage
to energy conservation is the vapor concentration at the surface, Y1,o, which is not
known a priori and has to be determined through energy conservation and certain
information regarding the phase change process. Physically, in order to ensure that
the vapor concentration at the surface is maintained at Y1,o in the presence of its
continuous transport to the ambience, the liquid needs to be continuously gasified.
This gasification is effected through heat transfer from the ambience to the surface.

Heat transfer is described by the energy conservation equation (5.3.12), which, for
constant cp, is

f cp
dT
dx

− d
dx

(
λ

dT
dx

)
= 0. (6.3.10)

Equation (6.3.10) is in the same form as the species conservation relation, Eq. (6.3.2).
Integrating it once yields

f cpT − λ
dT
dx

= constant. (6.3.11)

An independent statement regarding the vaporization process at the liquid surface
can also be made. If we assume the container is well insulated such that all the heat
conducted to the liquid surface is used to vaporize a certain amount of the liquid,
and if qv is the latent heat of vaporization for unit mass of liquid, then

λ

(
dT
dx

)
0

= f qv, (6.3.12)

where qv is the specific latent heat of vaporization. Evaluating Eq. (6.3.11) by using
Eq. (6.3.12), we have

f cp(T − To) − λ
dT
dx

= − f qv. (6.3.13)

Integrating Eq. (6.3.13), assuming λ = constant, and applying the boundary condi-
tions T(0) = To and T(�) = T� yields

f = λ/cp

�
ln(1 + Bh,v), (6.3.14)

where Bh,v is a heat transfer number for vaporization, defined as

Bh,v = cp(T� − To)
qv

. (6.3.15)

Equation (6.3.15) shows that vaporization occurs when T� > To such that there
is a continuous supply of heat from the environment to the liquid in order to sus-
tain vaporization; on the other hand condensation occurs when T� < To such that
the condensation heat generated is continuously dissipated to the ambience. The
heat transfer number represents the ratio of the “driving potential” for gasification,
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namely the enthalpy difference between the two boundaries, to the “resistance” to
gasification, which is the latent heat of vaporization.

We again note the logarithmic variation of f . Thus, except for very slow rates of
vaporization, an increase in the ambient temperature, relative to the surface temper-
ature, does not lead to a corresponding fractional increase in the gasification rate. In
fact, the influence becomes progressively weaker at higher temperatures.

We have therefore derived an alternate expression for the mass vaporization flux
by considering energy conservation alone. In equilibrium the two expressions for f ,
Eqs. (6.3.7) and (6.3.14), must agree. Furthermore if for simplicity we assume unity
Lewis number, λ/(cpρD) = 1, then we have Bm,v = Bh,v , or

Y1,o − Y1,�

1 − Y1,o
= cp(T� − To)

qv

= Bh,v. (6.3.16)

Thus Y1,o can be solved as

Y1,o(To) = Y1,� + Bh,v

1 + Bh,v

, (6.3.17)

where Bh,v = Bh,v(To) is given by Eq. (6.3.15).
Since the container is insulated, the liquid temperature To is not given but is rather

a parameter to be determined. To do so we need the final piece of information to fully
describe the system. One may realize that so far we have not said anything about the
volatility of the liquid. Obviously rubbing alcohol would vaporize much faster than
lubricating oil! Now, if we assume that the phase change reaction

M(liquid) ⇀↽ M(gas) (6.3.18)

at the surface occurs so fast, as compared to the gas-phase mass diffusion rate, and
that the vapor concentration at the surface is saturated, then equilibrium vaporization
occurs such that a definite relation exists between the surface temperature and vapor
concentration. The most frequently used relation is the Clausius–Clapeyron relation,
Eq. (1.2.28), developed for ideal gases,

pi (T) = pn exp
[

Qv

Ro

(
1

Tb,n
− 1

T

)]
, (6.3.19)

where pi is the partial pressure of the vaporizing liquid, Tb,n the boiling point of the
liquid at the reference pressure pn, Qv(≡ q̄v) the molar latent heat of vaporization,
and T ≡ To for the present problem. Usually pn is the normal atmospheric pressure
such that Tb,n is the normal boiling point. Since Xi = pi/p, where p is the prevailing
pressure, Eq. (6.3.19) can also be expressed as

Xi (T) =
(

pn

p

)
exp

[
Qv

Ro

(
1

Tb,n
− 1

T

)]
. (6.3.20)

Equation (6.3.20) provides an additional relation between the surface concentra-
tion and the surface temperature, X1,o(To). Together with Eq. (6.3.17), To and X1,o

can be iteratively determined. The value of To so determined is called the wet-bulb
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Figure 6.3.2. Normalized wet-bulb temperature of water as a function of the normalized ambient
temperature and water vapor concentration.

temperature (Figure 6.3.2). It increases with the ambient temperature, pressure, and
vapor concentration Y1,�, and asymptotically approaches the boiling point of the
liquid with increasing ambient temperature.

The problem just studied exemplifies the situation of simultaneous heat and mass
transfer, which are coupled through some thermodynamic or chemical processes
dependent on both temperature and species concentrations.

6.4. DROPLET VAPORIZATION AND COMBUSTION

6.4.1. Phenomenology
There are many technological processes in which it is desired to gasify and possibly
also combust a given mass of liquid in a gaseous medium at either a very fast or a
controlled rate. Since the heat and mass exchange rates between the liquid mass and
the gaseous medium increase with increasing interfacial area, a standard technique to
increase the overall gasification rate is to disperse the liquid mass into an ensemble of
liquid fragments such that the total surface area of the fragments is much greater than
that of the original liquid mass. The act of dispersal is called spraying or atomization.
Since these fragments are typically very small, they contract under surface tension
to form droplets that are nearly spherical in shape. Therefore in order to understand
the overall spray behavior, it is necessary to study how a single droplet exchanges
heat, mass, and momentum with its gaseous medium.

Droplet vaporization and combustion are rich in problems related to fluid dy-
namics and heat and mass transfer. For example, in realistic situations a nonradial
velocity usually exists between the droplet and the ambience. This can be caused ei-
ther by the inertia of the droplet acquired during spraying, or by its slower response,
compared to the gas, to changes in the flow velocity and configuration. Even in a
stagnant environment, buoyancy alone can induce a relative velocity. Such a relative
velocity, when coupled to the Stefan flow resulting from surface gasification, can
lead to interesting considerations regarding the net fuel gasification rate, the drag
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experienced by the droplet, and the generation of internal circulatory motion within
the droplet.

Since droplet gasification is basically a two-phase flow problem, a complete analysis
will involve the four interacting processes consisting of liquid-phase transport, gas-
phase transport, phase change at liquid–gas interface, and chemical reactions in the
gas phase. The last component is absent for pure vaporization. In this section we shall
confine ourselves to study only the simplest possible situation of droplet gasification,
namely the d2-law of droplet vaporization and combustion. In this situation the
droplet is treated as a constant source of single-component fuel vapor, implying that
we do not need to be concerned with the heat and mass transfer processes within the
droplet interior. Furthermore, external forced and natural convection is absent such
that spherical symmetry prevails. Finally, because of the significant density disparity
between liquid and gas, the liquid possesses great inertia such that its properties
at the droplet surface, for example, the regression rate as well as the temperature
and species concentrations in more complicated situations, change at rates much
slower than those of the gas-phase transport processes. Since the ambience is also
assumed to be constant, the gas-phase processes can therefore be treated as steady,
with the boundary variations occurring at longer time scales. This is called the quasi-
steady assumption, which is frequently invoked in problems involving gasification
and combustion of condensed-phase materials.

The d2-law model embodies much of the essential physics governing droplet gasi-
fication and yields rough estimates of the gasification rate. Formulation of this model
and the experimental verifications were first reported by Spalding (1953), Godsave
(1953), Goldsmith and Penner (1954), and Wise, Lorell, and Wood (1955). Further
developments on droplet combustion can be found in Faeth (1977), Law (1982), Law
and Law (1993), and Sirignano (1999). In Chapter 13, we shall revisit droplet com-
bustion and study such topics as modifications of the d2-law, multicomponent droplet
combustion, droplet dynamics and convection effects, high-pressure combustion, and
droplet interaction.

6.4.2. d2-Law of Droplet Vaporization
The problem to be studied is shown in Figure 6.4.1. Here a droplet of radius rs vapor-
izes in an environment of temperature T∞ and mass fraction Y1,∞ of the vaporizing
species 1, which we shall designate as the fuel; the rest is air. The vaporization process
is basically the same as that of the previous section. Thus in the case of vaporization
the relatively cold droplet receives heat from the hot ambience and gasifies. The
gasified fuel is transported to the ambience, which has a lower concentration of the
fuel vapor. The transport is through both diffusion and Stefan convection, causing
the continuous “shrinking” of the droplet. The reverse holds for condensation. We
aim to determine the vaporization or condensation rate.

Analysis of the problem is analogous to the previous one, except now the system
is spherically symmetric and the cross-sectional area of the flow field, 4πr2, contin-
uously increases in the flow direction, where r is the radial coordinate. We have also
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Figure 6.4.1. Schematic showing spherically symmetric droplet vaporization.

changed the subscript for the surface from o to s, and that for the outer boundary
from � to ∞. The liquid surface is now situated at a finite location, rs .

Continuity, d(r2ρu)/dr = 0, yields the constant mass flow rate

mv = 4πr2ρu, (6.4.1)

where u is the radial velocity.
Taking a slightly different approach from that of the last section, integrating twice

the fuel conservation equation,

d
dr

(
r2ρuY1 − ρDr2 dY1

dr

)
= 0, (6.4.2)

subject to the boundary conditions Y1(rs) = Y1,s and Y1(∞) = Y1,∞ yields

Y1 = Y1,s + (Y1,∞ − Y1,s)

[
em̃v(1−r̃−1) − 1

em̃v − 1

]
, (6.4.3)

where we have defined the nondimensional quantities m̃v = mv/[4π(λ/cp)rs] and
r̃ = r/rs .

Applying Y1 given by Eq. (6.4.3) to the condition that the mass flow rate of com-
ponent 1 constitutes the total mass flow rate,

m̃vY1 − r̃2 dY1

dr̃
= m̃v, (6.4.4)

the mass vaporization rate is given by

m̃v = ln(1 + Bm,v), (6.4.5)

where the mass transfer number is identical to Eq. (6.3.8),

Bm,v = Y1,s − Y1,∞
1 − Y1,s

. (6.4.6)

This shows that the mass transfer number so identified is a universal parameter
independent of the geometry of the system.

Working with energy conservation it can also be shown that

m̃v = ln(1 + Bh,v), (6.4.7)
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where the heat transfer number is identical to Eq. (6.3.15),

Bh,v = cp(T∞ − Ts)
qv

. (6.4.8)

Since Bm,v and Bh,v are system-independent, the droplet temperature Ts is identical
to that determined in the previous problem and as such is also system independent.

Expressing Eq. (6.4.7) in dimensional form,

mv = 4π(λ/cp)rs ln(1 + Bh,v), (6.4.9)

we see that the mass vaporization rate increases linearly with the droplet radius rs .
Furthermore, the mass flux at the surface, given by

fv,s = mv

4πr2
s

= λ/cp

rs
ln(1 + Bh,v), (6.4.10)

has the same form as Eq. (6.3.14) by identifying rs and � as the characteristic lengths
for the respective problems.

Finally, we need to determine the instantaneous droplet size, rs . By definition mv

is the rate of change of the droplet mass,

mv = − d
dt

(
4
3
πr3

s ρ�

)
, (6.4.11)

where ρ� is the liquid density. Assuming ρ�= constant, Eq. (6.4.11) can be expressed
as

mv = −2πρ�rs
dr2

s

dt
. (6.4.12)

Equating Eqs. (6.4.9) and (6.4.12), we have

dr2
s

dt
= −2(λ/cp)

ρ�

ln(1 + Bh,v). (6.4.13)

Noting that the quantity on the RHS of Eq. (6.4.13) is independent of the droplet
size, a vaporization rate constant can be defined as

Kv = 2(λ/cp)
ρ�

ln(1 + Bh,v), (6.4.14)

which is also called the surface regression rate when it is multiplied by 4π . Equation
(6.4.13) can be readily integrated, using the initial condition that rs = rs,o at t = 0,
yielding the instantaneous droplet size

r2
s = r2

s,o − Kvt. (6.4.15)

Equation (6.4.15) shows that the square of the droplet radius decreases linearly with
time (Figure 6.4.2). This is the d2-law of droplet vaporization, where d stands for the
droplet diameter. This result is physically reasonable because the phenomenon of
interest is a spherically symmetric, diffusion-controlled process in which quantities
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Figure 6.4.2. d2-Law behavior of droplet vaporization and combustion.

vary with the surface area of the propagating sphere of influence. The d2-variation
has been repeatedly shown through experimentation to be largely correct.

The time τv needed to completely vaporize a droplet of initial size rs,o is obtained
by setting rs = 0 in Eq. (6.4.15),

τv = r2
s,o

Kv

, (6.4.16)

which illustrates the importance of fine atomization in that the time to achieve com-
plete vaporization decreases quadratically with the initial droplet size.

6.4.3. d2-Law of Droplet Combustion
Figure 6.4.3 shows the spherically symmetric droplet combustion process. The droplet
gasification mechanism is basically the same as that of droplet vaporization, except
now the heat source is the flame instead of the ambience. The flame also serves as
the sink for the outwardly transported fuel vapor and inwardly transported oxidizer
gas. Figure 6.4.4 shows representative temperature and concentration profiles.
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Figure 6.4.3. Schematic showing spherically symmetric droplet combustion.
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Figure 6.4.4. Concentration and temperature profiles for the reaction-sheet combustion of a
droplet.

Continuity yields the constant mass burning rate mc, given by

mc = 4πr2ρu. (6.4.17)

Conservation of coupling function βi = T̃ + Ỹi is

d
dr

[
r2ρuβi − (λ/cp)r2 dβi

dr

]
= 0, i = O, F. (6.4.18)

Assuming (λ/cp) = constant, and defining m̃c = mc/ [4π(λ/cp)rs], Eq. (6.4.18)
becomes

d
dr̃

(
m̃cβi − r̃2 dβi

dr̃

)
= 0, i = O, F, (6.4.19)

whose first and second integrals are

r̃2 dβi

dr̃
= −c1,i + m̃cβi (6.4.20)

βi (r̃) = c1,i

m̃c
+ c2,i exp

(
−m̃c

r̃

)
, (6.4.21)

where c1,i and c2,i are the integration constants to be evaluated by applying the
boundary conditions,

r̃ → ∞ : ỸO = ỸO,∞, ỸF = 0, T̃ = T̃∞, (6.4.22)

r̃ = 1: m̃cỸO,s −
(

dỸO

dr̃

)
1

= 0, m̃cỸF,s −
(

dỸF

dr̃

)
1

= m̃c,

(
dT̃
dr̃

)
1

= m̃cq̃v, T̃ = T̃s, (6.4.23)

where q̃v = qv/qc, ỸF ≡ YF , and ỸO = YO/σO. The first three relations in (6.4.23)
respectively state that, at the droplet surface, the net oxidizer convective–diffusive
transport vanishes because there is no oxidizer penetration into the liquid, the net
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fuel vapor transport is the fuel gasification rate, and the heat conduction from the
flame is used to effect fuel gasification.

Applying the boundary conditions of (6.4.22) and (6.4.23) to Eqs. (6.4.20) and
(6.4.21) respectively, for i = O, F , we obtain

βO = T̃ + ỸO = (T̃s − q̃v) + {[
T̃∞ − (T̃s − q̃v)

] + ỸO,∞
}

e−m̃c/r̃ , (6.4.24)

βF = T̃ + ỸF = [
1 + (T̃s − q̃v)

] + {
T̃∞ − [1 + (T̃s − q̃v)]

}
e−m̃c/r̃ . (6.4.25)

Equations (6.4.24) and (6.4.25) show that (T̃s − q̃v) appears as a group, providing an
indication of the energy levels of the problem. In particular, it implies that the need
for gasification is equivalent to lowering the droplet enthalpy T̃s by the latent heat
of gasification q̃v . This is physically reasonable.

To determine the mass burning rate m̃c, the reaction sheet standoff ratio r̃f , and
the flame temperature T̃f , we now apply the reaction sheet requirements,

ỸO(r̃f ) = 0, ỸF (r̃f ) = 0. (6.4.26)

Furthermore, as a consequence of ỸO(r̃ f ) = 0, the relation

ỸO(1) = 0 (6.4.27)

obviously also holds because if there is no leakage of the oxidizer across the reaction
sheet, the oxidizer concentration in the inner region to the reaction sheet, in particular
that at the droplet surface, must also vanish. Applying Eqs. (6.4.26) and (6.4.27) to
Eqs. (6.4.24) and (6.4.25), we obtain three relations from which m̃c, r̃f , and T̃f can
be solved as

m̃c = ln (1 + Bh,c) , (6.4.28)

r̃f = m̃c

ln
(
1 + ỸO,∞

) = 1 + ln
[
1 + (T̃f − T̃s)/q̃v

]
ln(1 + ỸO,∞)

, (6.4.29)

and

qc = qv + cp(Tf − Ts) + cp(Tf − T∞)
(

σO + 1 − YO,∞
YO,∞

σO

)
. (6.4.30)

In the above,

Bh,c = (T̃∞ − T̃s) + ỸO,∞
q̃v

= cp(T∞ − Ts) + (YO,∞/σO)qc

qv

(6.4.31)

is the heat transfer number for combustion. Compared to the heat transfer number
for pure vaporization, Bh,v given by Eq. (6.3.15), we see that the driving potential for
gasification now consists of an additional source, (YO,∞/σO)qc, representing chemical
heat release. For combustion of practical fuels, the chemical contribution is usually
much larger than the thermal contribution, cp(T∞ − Ts), especially when the envi-
ronment is cold such that T∞ is close to Ts . Numerical values of Bh,c typically range
between 1 and 10.

The flame temperature is deliberately expressed in the dimensional, implicit form
of Eq. (6.4.30) in order to demonstrate the fact that it is again the stoichiometric
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adiabatic flame temperature of the system. Specifically, Eq. (6.4.30) shows that the
heat release qc by unit mass of fuel is equal to the amount needed to first gasify it
and then heat it from the droplet temperature Ts to the flame temperature Tf , plus
the amount needed to heat the stoichiometric, σO unit of oxidizer and the remaining
[(1 − YO,∞)/YO,∞]σO unit of inert from the ambient temperature T∞ to the flame
temperature Tf . This is equivalent to the interpretation of Eq. (5.5.27), now extended
to include condensed phase gasification.

The above expressions are defined to within T̃s . Following the same procedure as
discussed in Section 6.3 for pure vaporization, T̃s can be determined by evaluating
Eq. (6.4.25) at r̃ = 1 to yield an expression for YF,s = YF,s(T̃s),

YF,s = 1 − q̃v + [
T̃∞ − (1 + T̃s − q̃v)

]
e−m̃c . (6.4.32)

From Eq. (6.4.32), a mass transfer number Bm,c can be defined through m̃c =
ln(1 + Bm,c) such that by equating Bh,c and Bm,c, and by using the Clausius–Clapeyron
relation, T̃s can be iteratively solved.

An accurate knowledge of T̃s , however, is frequently not necessary in the evalu-
ation of the bulk combustion parameters m̃c, r̃f , and T̃f because the enthalpy con-
tribution from Ts is usually much smaller than the chemical source term, as just
mentioned. Furthermore, realizing that the droplet is expected to be close to its
boiling state under the situation of intense heating during steady burning, it is then
frequently adequate to assume that

Ts = Tb, (6.4.33)

where Tb is the liquid’s boiling point under the prevailing pressure. Using Eq. (6.4.33),
the bulk combustion parameters can be obtained through straightforward evaluation.
It is, however, also important to recognize that the adoption of Eq. (6.4.33) falsifies
the phase-change process and thereby necessitates the abandonment of the proper
phase change description, for example the Clausius–Clapeyron relation, and all of
its physical implications. Indeed, because of the presence of species other than fuel
vapor at the droplet surface, for example nitrogen from the air and the combustion
products generated at the reaction zone, the state of boiling can never be attained
for the droplet, theoretically as well as in realistic situations.

It is also of interest to note that the present results specialize to those of pure
vaporization, in an environment free of fuel vapor, by simply setting YO,∞ = 0 in
Eqs. (6.4.28) to (6.4.31). This yields the result that the heat source, namely the reaction
zone, is now simply the ambience, with r̃f → ∞ and T̃f = T̃∞.

It is appropriate to recognize at this point the similarity between droplet vapor-
ization and droplet combustion. Apart from the gas-phase reactions, the gasification
process at the droplet surface is qualitatively the same in both cases. Thus during com-
bustion, the droplet simply perceives the flame as a hot “ambience” located at r̃ f .
Consequently, understanding gained from studying droplet combustion frequently
can be applied to the modeling of droplet vaporization. Indeed, from an experimen-
tal design point of view, droplet vaporization in a high temperature environment can
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be usefully simulated by studying droplet burning in a cold environment. The flame
now conveniently serves as a high-temperature, constant-pressure “chamber” within
which vaporization takes place.

It is reasonable to ask whether the flame location and temperature for the present
problem still conform to the canonical expressions for the chambered as well as
the Burke–Schumann flames, given by Eqs. (6.1.14) and (6.1.15) for the former and
Eqs. (6.2.28) and (6.2.29) for the latter. This is indeed the case and can be expediently
demonstrated by using the set of alternate boundary conditions at r̃ = 1, as ỸO = ỸO,s ,
ỸF = ỸF,s = 1, and T̃ = T̃s . This yields the alternate expressions for the coupling
functions,

T̃ + ỸO = (T̃∞ + ỸO,∞) − [
(T̃∞ + ỸO,∞) − (T̃s + ỸO,s)

] 1 − e−m̃c/r̃

1 − e−m̃c
, (6.4.34)

T̃ + ỸF = T̃∞ − [T̃∞ − (T̃s + ỸF,s)]
1 − e−m̃c/r̃

1 − e−m̃c
. (6.4.35)

Evaluating the above at the reaction sheet, for which ỸO,s = 0, we obtain

e−m̃c/r̃f − e−m̃c

1 − e−m̃c
= �∗, (6.4.36)

T̃f − T̃s = (T̃∞ − T̃s + ỸO,∞)�∗, (6.4.37)

where φ∗ = ỸF,s/ỸO,∞ = 1/ỸO,∞. The above results are determined to within YF,s ,
which is given by Eq. (6.4.32). The burning rate m̃c is also readily given by evaluating
Eq. (6.4.34) at r̃ = 1.

To relate m̃c to the rate of decrease of the droplet size, by definition the droplet
gasification rate m̃v is given by Eq. (6.4.11). If we now assume that the instantaneous
rate of fuel gasification at the droplet surface is equal to that of fuel consumption at
the reaction sheet, or

mv = mc, (6.4.38)

and since in dimensional form

mc = 4π(λ/cp)rs ln(1 + Bh,c), (6.4.39)

equating Eqs. (6.4.11) and (6.4.39) yields

dr2
s

dt
= −Kc, (6.4.40)

where

Kc = 2(λ/cp)
ρ�

ln(1 + Bh,c) (6.4.41)

is the droplet burning rate constant.
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Integrating Eq. (6.4.40) with the initial condition rs(t = 0) = rs,o yields

r2
s = r2

s,o − Kct, (6.4.42)

which is the analogue of the d2-law for droplet vaporization given in Eq. (6.4.15) and
shown in Figure 6.4.2. Setting t = τc for rs = 0 at complete burnout, we obtain the
total time for combustion as

τc = r2
s,o

Kc
. (6.4.43)

It is also of interest to note that since (λ/cp)g ∼ (ρD)g , and since Bc = O(1 ∼ 10)
such that ln(1 + Bh,c) = O(1), Eq. (6.4.41) shows that

Kc

Dg
∼ ρg

ρ�

, (6.4.44)

where the subscript g designates gas-phase property. Under atmospheric pressure
(ρg/ρ�) = O(10−3 ∼ 10−2), therefore the rate of surface regression is much slower
than that of gas-phase diffusion. This is in agreement with the assumption of gas-phase
quasi-steadiness, as it should be. Furthermore, if we take Dg = O(100 cm2/sec), then
Kc = O(10−3 ∼ 10−2 cm2/sec), which is the typical order of the burning rate constants
for fuel droplets determined experimentally. For the pure vaporization case, the
above estimates need to be modified by the factor ln(1 + Bh,v) ≈ Bh,v because it is
usually less than unity.

Summarizing the above results, the d2-law states that, during quasi-steady droplet
combustion, the droplet surface regression rate, the reaction sheet standoff ratio
(r f /rs), and the flame temperature (Tf ), remain as constants, and that Tf is also the
stoichiometric adiabatic flame temperature of the fuel–oxidizer system.

6.4.4. Experimental Results on Single-Component Droplet Combustion
We shall briefly discuss the experimental observations on the combustion characteris-
tics of single-component droplets, and show that certain aspects can be substantially
different from predictions of the d2-law. Discussion of the experimental method-
ologies as well as detailed explanations of these differences will be conducted in
Chapter 13.

Figures 6.4.5 and 6.4.6 show the experimental data (Law, Chung & Srinivasan
1980) on the temporal variations of the square of the normalized droplet radius,
R2

s = (rs/rs,o)2, the nondimensional flame radius, Rf = (r f /rs,o), and the flamefront
standoff ratio, r̃f = (r f /rs), for the spark-ignited, nearly spherically symmetric burn-
ing of an octane droplet in air and pure oxygen environments, respectively. The
experiments were conducted under reduced pressure and thereby reduced buoy-
ancy situations. The flame location was taken to be the midpoint of the luminous
zone.

The experimental results show that after ignition a period exists during which
the burning rate is very slow as indicated by the almost lack of variation in R2

s in
Figure 6.4.5. This period is generally quite short, spanning about 5 to 10 percent of



P1: JZP
0521870526c06 CUFX045/Law Printer: cupusbw 0 521 87052 6 July 19, 2006 16:34

6.4. Droplet Vaporization and Combustion 223

40 6020 10080 120
0

2

4

10

8

6

0.8

0.4

0.6

1.0

0.2

0
0

t /4rso   (sec/cm2)2

R
s2

O2 /N2 :  21/79

Rf

rf

Rs~
2

r f
, R

f
~

Figure 6.4.5. Experimental measurements of the droplet and flame sizes for an octane droplet
burning in the air environment at 0.1–0.15 atm pressure (Law, Chung & Srinivasan 1980).

the droplet lifetime depending on the fuel boiling point and the ignition duration.
After this initial period R2

s varies almost linearly with time. In the pure oxygen
environment it is so short that it falls within the period during which the droplet has
not resumed its spherical shape from the disturbance caused by the spark discharge.

The flamefront standoff ratio exhibits two distinct behaviors. At low oxygen con-
centrations, r̃f continuously increases, with the increase being actually faster to-
wards the end of the droplet lifetime. For high oxygen concentrations, the increase
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Figure 6.4.6. Experimental measurements of the droplet and flame sizes for an octane droplet
burning in the pure oxygen environment at 0.1–0.15 atm pressure (Law, Chung & Srinivasan 1980).
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instead levels off. The actual flame size, Rf , first increases and then decreases for
both cases.

The experimental results show a number of inadequacies of the d2-law that, how-
ever, have all been satisfactorily explained. The presence of the short, initial period
during which the droplet size hardly changes, indicating very slow rate of droplet
gasification, signifies the need to heat up the initially cold droplet to close to the
liquid boiling point for steady burning. Thus much of the heat arriving the droplet
surface is used for droplet heating instead of liquid gasification. This feature is not
captured by the d2-law which does not describe influences due to initial conditions
except the initial droplet size.

The movement of the flamefront is also a consequence of suppressing the initial
condition. Here the d2-law prescribes that upon ignition, the flame instantaneously
assumes its quasi-steady value of r̃f . However, in order to support a flame of this
size, considerable amount of fuel vapor needs to be present in the inner region to
the flame in accordance to the d2-law fuel vapor concentration profile. This amount
of fuel vapor is not present initially and therefore needs to be gradually built up,
leading to the corresponding gradual increase in the flame size. In a low-oxygen
environment the amount of fuel vapor that needs to be accumulated is large because
of the larger flame size; hence the continuous increase of r̃f as observed recognizing,
of course, that rs also continuously decreases. By the same reasoning r̃f levels off in
a high-oxygen environment because of the smaller r̃f .

A corollary of this fuel vapor accumulation phenomenon is that because part of
the fuel gasified is accumulated in the inner region to the flame instead of being
instantaneously reacted, mv is actually not equal to mc. Thus the heat release rate
from the droplet flame cannot be directly related to the droplet size in the man-
ner of Eq. (6.4.42). This can have significant implications in the modeling of spray
combustion.

The d2-law prediction of the flamefront standoff ratio has also been found to be
much larger than experimentally observed value. For example, for an alkane droplet
burning in air, the observed r̃f is less than 10, whereas the predicted value is around
40. Such a large discrepancy has been found to be caused by the unity Lewis number
assumption in the d2-law. A much smaller flame size is predicted by allowing for
unequal rates of heat and mass diffusion, especially for the slow diffusion rate of the
large fuel molecules in the inner region. Physically, it is reasonable to expect that a
slower fuel diffusion rate would lead to the flame located closer to the fuel region.

6.5. THE COUNTERFLOW FLAME

The various flame configurations that we have studied actually cannot be readily
established in the laboratory. First, attempt has been made only recently to establish
a chambered flame (Lo Jacono et al. 2005). Furthermore, the Burke–Schumann flame
and the droplet flame are both susceptible to buoyancy effects that can be minimized
only under very restricted conditions. The Burke–Schumann flame is also affected



P1: JZP
0521870526c06 CUFX045/Law Printer: cupusbw 0 521 87052 6 July 19, 2006 16:34

6.5. The Counterflow Flame 225

Oxidizer

Flame

Fuel

Stagnation
surface

Flame

Stagnation
surface

(x,u)

(y,v)
Oxidizer

Inert, guard 
flow

Fuel

(a) (b)

R

Figure 6.5.1. Schematics showing counterflow flame generated by: (a) opposing nozzles and
(b) porous burner in uniform flow.

by the stabilization process at the burner rim. The flame, which has actually been
extensively used in the study of nonpremixed as well as premixed flames, is one
situated in a counterflow, which can be generated by impinging a uniform oxidizer
jet against a uniform fuel jet, as shown in Figure 6.5.1a. An alternate arrangement
is to eject the fuel stream from a porous cylinder or sphere, of radius R, which is
immersed in a uniform flow of the oxidizer gas (Figure 6.5.1b). Since such a flow is
usually dominated by forced convection, buoyancy effect is small and the resulting
flame is quite steady. This is especially the case for the porous burner arrangement
because of the presence of a rigid boundary in the flow. Stability can be further
facilitated by adding a guard flow of inert gas (Figure 6.5.1a) and adjusting its flow
velocity. This guard flow also isolates the reactant jets from the environment.

There are three additional desirable characteristics of a counterflow. First, the flow
velocity along the centerline near the stagnation region varies linearly with distance.
The flow can therefore be characterized by a single parameter, namely its velocity
gradient a, which constitutes the local strain rate. Second, due to symmetry the flame
is either planar or with a well-defined curvature, as in Figures 6.5.1a and 6.5.1b
respectively. Thus detailed experimental and computational resolution of the flame
structure can be conducted in the direction normal to it along the centerline. Third,
the inverse of the velocity gradient, 1/a, represents a characteristic flow time, which,
when compared to the characteristic reaction time, yields the system Damköhler
number.
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The counterflow and the associated velocity gradient can be described at vari-
ous levels of rigor (Kee, Coltrin & Glarborg 2003). The simplest is to assume that
the flow is potential, with the oxidizer and fuel streams approaching from ±∞ and
having a single strain rate a throughout the flow. However, in the laboratory the
flows are usually generated by aerodynamically shaped nozzles that produce uni-
form flows. The strain rate is then approximated by (UO + UF )/L, where UO and
UF are the uniform velocities from the oxidizer and fuel nozzles respectively, and
L is the separation distance between the nozzles. The analogous expressions for the
porous sphere and cylinder cases are (UO + UF )/2R and (UO + UF )/R, respectively.
However, if we want to take into account of the different densities of the two streams,
and the fact that the flows gradually change from being uniform at the nozzle exit to
stagnating at the stagnation surface, then a can be approximated for the counterflow
(Seshadri & Williams 1978) as

aO = UO

L

(
1 + UF

√
ρF

UO
√

ρO

)
, aF = UF

L

(
1 + UO

√
ρO

UF
√

ρF

)
, (6.5.1)

for the oxidizer and fuel sides of the flow field, respectively.
The flow field, and thereby the strain rate, are modified from the above cold flow

expressions by the presence of the flame. Thus an accurate specification of the flow
would require either computational simulation or nonintrusive experimental map-
ping, and the subsequent determination of the local value of a upstream of the thermal
layer constituting the flame. Since the strain rates on the oxidizer and fuel sides of the
flame could be different, the appropriate strain rate to use is the one corresponding
to the fuel or oxidizer side of the stagnation surface in which the flame is situated.

To demonstrate the reaction-sheet solution of the counterflow flame, we shall use
the simple potential flow description, with v = −ay, as shown in Figure 6.5.1a. Then
conservation of the coupling function βi is

ρay
dβi

dy
+ (λ/cp)

d2βi

dy2
= 0, (6.5.2)

which in nondimensional form is

ỹ
dβi

dỹ
+ d2βi

dỹ2
= 0, (6.5.3)

where ỹ = y/(λ/cpρa)1/2, indicating that spatial quantities scale with a1/2. Integrating
Eq. (6.5.3) subject to the boundary conditions,

ỹ → −∞: ỸF = ỸF,∞, ỸO = 0, T̃ = T̃−∞
(6.5.4)

ỹ → +∞: ỸF = 0, ỸO = ỸO,∞, T̃ = T̃∞,

we obtain the coupling functions,

T̃ + ỸF = (ỸF,−∞ + T̃−∞) + [T̃∞ − (ỸF,−∞ + T̃−∞)]I(ỹ)/I(∞) (6.5.5)

T̃ + ỸO = T̃−∞ + [(ỸO,∞ + T̃∞) − T̃−∞]I(ỹ)/I(∞), (6.5.6)
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where

I(ỹ) =
∫ ỹ

−∞
e−ỹ2/2dỹ.

Evaluating Eqs. (6.5.5) and (6.5.6) at the reaction sheet, we find that the reaction
sheet location ỹ f is implicitly given by

I(ỹ f )
I(∞)

= �∗, (6.5.7)

where φ∗ = ỸF,−∞/ỸO,∞ is the equivalence ratio, while the flame temperature is

T̃f − T̃−∞ = (ỸO,∞ + T̃∞ − T̃−∞)�∗, (6.5.8)

which are in the canonical forms identified before.
Systematic computational and experimental studies have been conducted for coun-

terflow nonpremixed flames. Tsuji (1982) initiated systematic experimental studies
by using the porous burner and with intrusive sampling. Recent investigations (Law
et al. 1994) have favored the use of opposed nozzles because of the symmetry of the
configuration and the ability to seed both sides of the flow with particles for LDV
(laser Doppler velocimetry) or PIV (particle image velocimetry) mapping of the
flow field. Other laser diagnostic techniques have also been employed to determine
the temperature and concentration profiles. Furthermore, it is now a routine mat-
ter to computationally simulate quasi-one-dimensional variable-density counterflow
flames.

The largest uncertainty in such studies is the quantification and specification of the
strain rate of the flow. It has nevertheless been found that, by using the local strain
rate determined just upstream of the thermal boundary of the flame, description of
the flame structure becomes quite insensitive to that of the outer flow field. This
point is demonstrated in Figure 6.5.2 for the computed temperature and velocity
profiles of a symmetric counterflow flame, obtained by using potential flow, plug
flow, and an arbitrary intermediate flow boundary condition (Sung, Liu & Law 1995).
The comparison is based on collating the local axial velocity gradients immediately
upstream of both sides of the thermal structure of the flame. It is seen that, despite the
differences in the outer flows, the corresponding velocity and temperature profiles
are surprisingly identical within the thermal mixing layer.

Figure 6.5.3 then compares the computed and measured temperature and major
species profiles for the flame of Figure 6.5.2, with the experimental measurements
conducted by using spontaneous Raman spectroscopy. The comparison is seen to
be very favorable. At the present state of the art, this is the level of quantitative
predictability for such a simple and well-characterized flow with reasonably well
established chemistry, at least for the major species.

Figure 6.5.4 shows the computed and measured temperature profiles for different
local strain rates. It is seen that the flame becomes thinner with increasing strain rate.
This is reasonable because of the reduced residence time of the flow. Furthermore,
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from scaling considerations, we would expect that the flame thickness should scale
inversely with

√
a. Thus if we characterize the flame thickness by its full width at half

maximum (FWHM) value, then its product with
√

a should be a constant with respect
to a. Figure 6.5.5 shows that not only this is the case, but the same also holds if the
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flame thickness is alternately defined as the full width at 25 percent and 75 percent
of the maximum temperature. It is also seen that there is a slight decrease in the
“constant” value at higher strain rates, up to the state of extension. This is due to
the reduction in the maximum temperature with increasing strain rate (Figure 6.5.4).
This in turn is a consequence of the reduced residence time within the flame, and,
hence, an increased amount of the reactant leakage, indicating departure from the
reaction-sheet behavior.

PROBLEMS

1. Rework the chambered flame problem of Figure 6.1.1 using the coupling function
formulation, allowing for nonunity Lewis numbers for all species.

2. Rework the chambered flame problem of Figure 6.1.1, allowing for a constant
mass flux m = ρu and constant values of (ρDF )−, (ρDO)+, c±

p and λ±. Derive
and discuss the solution for very small flow rate m.

3. Show that for the chambered flame problem of Figure 6.1.1 with constant mass
flux m = ρu, the final results should be identical to the m = 0 case if we iden-
tify a new spatial coordinate ξ = (em̃x̃ − 1)/(em̃ − 1), which replaces x̃, where
m̃ = (ρu�)/(ρD).

4. For a second-order ordinary differential equation with linear differential
operator,

a1(x)
d2 f
dx2

+ a2(x)
df
dx

= a3(x, f )

and with boundaries at (x1, x2), show that the transformation of the independent
variable to

ξ =
∫ x

x1

F(x′)dx′/
∫ x2

x1

F(x′)dx′

eliminates the first-order differential such that the transformed equation is

d2 f
dξ 2

=
[

1
F(x)

∫ x2

x1

F(x′)dx′
]2

[a3(x, f )/a1(x)],

and the boundaries are now at (0,1). The function F(x) is

F(x) = exp
[
−

∫ x

x1

a2(x′)
a1(x′)

dx′
]

.

Relate this result to Problem 3.

5. In the presence of Soret diffusion, with appropriate simplifications the conser-
vation equations for the species i and enthalpy can be expressed as

∇ · [
ρvỸi − ρDi Ỹi − ρDiαT,i Ỹi∇lnT

] = −w

∇ · [
ρvT̃ − (λ/cp)∇T̃

] = qcw,

where αT,i = DT,i/(ρDi ) and DT,i is the thermal diffusion coefficient. For the
chambered flame problem of Figure 6.1.1, derive expressions for the flame
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Figure 6.P.1 Flame structure for Problem 6.

temperature, flame location, and the fuel consumption rate in the limit of
flame-sheet combustion. What can you say about the change in the burning
characteristics in the presence of Soret diffusion when the oxidizer is air, and
the fuel is: (a) hydrogen, and (b) heptane.

6. For the one-dimensional chambered flame problem, let the fuel and oxidizer
gases be respectively represented by F2 and O2, which undergo a two-step re-
action

F2 + O → F O + F

F + O2 → F O + O

occurring at two distinct infinitesimally thin flame fronts as shown in Figure 6.P.1.
Consider initial dissociation of F2 occurs so that both F2 and F exist with known
mass fractions at x = 0. Derive the fuel burning rate fF2 , the flame locations x f,1

and x f,2, and the flame temperatures Tf,1 and Tf,2. Assume Le = 1.

7. For the Burke–Schumann flame: (a) Show that if LeO = LeF = Le �= 1, the
nonunity Lewis number effect on the species profiles and the flame shape is
equivalent to modifying the Pe by a factor Le for the situation of Le = 1.
(b) Show that as Pe → ∞, the height of the Burke–Schumann flame scales
with Pe, and that as Pe → 0, the height becomes independent of Pe, as shown
in Figure 6.2.1.

8. For the Burke–Schumann flame, the initial condition for the species concen-
trations, at ỹ = 0, while correct, are not predictive because Yi,o is not the mass
fraction of i , Yi,−∞, in the supply. With the porous plate defining the nozzle exit,
the proper initial condition for the species concentrations should be

ρvYi − (λ/cp)
∂Yi

∂y
= (ρv)i ,

where (ρv)i is the mass flux of i in its supply. Solve this problem in the same
manner as that in the text.

The flame also loses heat to the porous plate. Derive an expression for the
heat-loss rate.

9. Solve the Burke–Schumann flame in cylindrical coordinate. Use r and z to rep-
resent radial and streamwise coordinates, and rin and rout for the inner and outer
tube radii.
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10. Show that for Le = 1 systems the relation given by Eq. (6.3.16)

Y1,o − Y1,�

1 − Y1,o
= cp(T� − To)

qv

is geometry independent and holds for the general vaporization problem de-
scribed by

∇ · (ρvYi − ρD∇Yi ) = 0

∇ · (ρvcpT − λ∇T) = 0,

subject to the boundary conditions

x = xo : Y1 = Y1,o, T = To,

λ∇T = f qv, f Y1 − ρD∇Y1 = f ;

x = x� : Y1 = Y1,�, T = T�;

where 1 is the vaporizing species and xo the location of the vaporizing surface.
From this problem we can also conclude that the wet-bulb temperature To de-
termined in conjunction with the Clausius–Clapeyron relation is also a general
result. (Hint: Review Section 5.5.2 on the general result for Tad.)

11. Derive a relation that is analogous to that of Problem 10 but for the case of
nonpremixed burning.

12. This is a variation of the Stefan flow problem treated in Section 6.3. Here the liq-
uid in the container is a low-molecular weight, volatile, alcohol (say methanol)
that tends to absorb water. Hygroscopic chips are placed in the alcohol to ab-
sorb the dissolved water such that the water vapor concentration at the alcohol
surface is zero. A moist air with water vapor concentration YW,� breezes over
the container. Because of the high volatility of alcohol, it vaporizes with fA and
also maintains a low temperature To. The water vapor in the air, then, will tend
to condense onto the alcohol surface with a rate fW because of the low To and
the presence of the chips. Determine f̃ A, f̃ W, and T̃o, where f̃ i = fi/(ρD/�).
Discuss the conditions determining whether f̃ = f̃A + f̃ W > or < 0. Assume
Le = 1 for simplicity. This is an interesting heat transfer system in that part of
the heat needed for alcohol vaporization comes from the condensation heat
release of the water vapor.

13. Show that for slow rates of droplet vaporization:

(a) The mass vaporization rate mv is almost independent of the specific heat cp,
provided Ts is given. Explain why this is so by considering the energy conserva-
tion equation.

(b) The effect of nonunity Lewis number (Le) on the liquid temperature To is
equivalent to a modification of the specific heat cp by a factor Le.

14. For a water droplet vaporizing in dry air with T∞ = 372 K and Y1,∞ = 0, what
is the droplet temperature Ts and the nondimensional vaporization rate m̃v if
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the pressure is 1 atm? 5 atm? What is the boiling point at 5 atm? Take qv = 540
cal/gm, cp = 0.3 cal/gm-K, and Wair = 29.

15. A gasoline droplet is inducted at the beginning of the intake stroke into the
cylinder of a four-stroke single-cylinder engine running at 1,000 rpm. The droplet
subsequently vaporizes. Calculate the initial radius of the droplet that can just
achieve complete vaporization at the end of the compression stroke. Assume
for simplicity that the cylinder temperature and pressure remain constant at
1,500 K and 1 atm, respectively, and that the droplet temperature is at its
boiling point of 370 K. Take ρ = 10−3 gm/cm3, ρ� = 0.8 gm/cm3, D = 1 cm2/sec,
cp = 0.3 cal/gm-K, and qv = 70 cal/gm.

16. Show that the droplet combustion problem can be reformulated from the very
beginning by defining a scaled temperature T̂ = T̃ − (T̃s − q̃v) such that T̃s and
q̃v do not appear explicitly in the governing equations and boundary conditions.
Then state the entire problem, that is, the governing equations and boundary
conditions, in terms of the new coupling function β̂ = T̂ + Ỹi .

17. Consider a fuel droplet burning in a reactive environment consisting of both an
oxidizing gas and the fuel gas with concentrations ỸO,∞ and ỸF,∞, respectively.
Assume ỸF,∞ � ỸO,∞ and that the ambient temperature is very low such that
reaction is still confined at a reaction sheet. Derive the burning rate and the
flame size, and discuss their dependence with increasing ỸF,∞.

18. When the reaction rate is not infinitely fast, a diffusion flame is broadened and
both fuel and oxidizer will leak through it and remain unreacted. For the droplet
problem this leakage will result in a finite oxidizer concentration at the droplet
surface, ỸO,s , contrary to the boundary condition (6.4.27) used to derived the
flame-sheet solution. With increasing leakage the reduction in the burning rate
will eventually lead to flame extinction. Show that for small amount of leakage,
ỸO,s � 1, the reduction in the burning rate is given by

m̃o
c − m̃c ≈ ỸO,s

q̃v

,

where m̃o
c is the flame-sheet solution.

19. For the stagnation flame studied, show that in the limit of ỸO,∞ � 1, the flame
is located at

ỹ f ≈
√

2lnφ → ∞.
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We now begin the study of premixed combustion. As we have learned from Chapter 6,
a nonpremixed flame is supported by the stoichiometric, counterdiffusion of fuel
and oxidizer. Thus, once ignited, a nonpremixed flame will situate itself somewhere
between the fuel and oxidizer sources in order to satisfy this stoichiometry require-
ment. However, once ignition is achieved in a combustible fuel–oxidizer mixture,
the resulting premixed flame tends to propagate into and consume the unburned
mixture, if unrestrained through some aerodynamic means. Thus a premixed flame
is a wave phenomenon.

In this chapter we shall study the simplest, idealized mode of wave propagation,
namely the steady propagation of a one-dimensional, planar, adiabatic, wave rela-
tive to a stationary, combustible mixture in the doubly infinite domain. We shall call
such a wave a standard wave or standard flame. In Section 7.1 we shall identify all
such possible waves by constraining, through the conservation of mass, momentum,
and energy, the states far upstream and downstream of the wave where the nonequi-
librium processes of diffusion and reaction both vanish. Such an analysis yields the
Rankine–Hugoniot relations, which show that two classes of waves can propagate in
a combustible mixture, namely subsonic deflagration waves and supersonic, detona-
tion waves. These waves have distinctively different properties.

Since the wave structure is not described at the level of the Rankine–Hugoniot
analysis, the problem is not closed in that the crucial parameter of the wave response,
namely the wave propagation speed, needs to be given. It can be determined only by
analyzing the wave structure. In this and several subsequent chapters, we shall first
analyze the structure and propagation of deflagration waves, commonly called lami-
nar premixed flames. Detonation waves will be studied under supersonic combustion
in Chapter 14.

In Section 7.2 we shall present a phenomenological description of the standard
premixed flame, resulting in an approximate derivation of its propagation speed,
designated by s o

u or s o
L, with the superscript o indicating this particular mode of

propagation. This parameter is usually called the laminar flame speed or the laminar
burning velocity. It is a unique property of a mixture, indicating its reactivity and

234
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Figure 7.1.1. Schematic of the one-dimensional planar combustion wave in a premixture; the wave
structure is governed by the nonequilibrium processes of diffusion and reaction.

exothermicity in a given diffusive medium. Furthermore, since it contains the physico-
chemical information of the mixture, many premixed flame phenomena, such as
extinction, flash back, blowoff, and turbulent flame propagation, can be characterized
with so

u being a reference parameter.
The mathematical formulation of the standard premixed flame is stated in Section

7.3. This will be followed by approximate and then rigorous analyses of the flame
structure in Sections 7.4 and 7.5. In Sections 7.6 and 7.7, we shall discuss the experi-
mental and computational techniques used in determining so

u , and the dependence of
s o

u on the various system parameters. In Section 7.8, the detailed chemical structures
of representative flames are studied.

We note in passing that while we shall use “laminar flame speed” and “laminar
burning velocity” interchangeably throughout the text, whenever possible we shall
use the former when referring to flame motion and the latter to flame property.

7.1. COMBUSTION WAVES IN PREMIXTURES

7.1.1. Rankine–Hugoniot Relations
Consider a steady, one-dimensional planar wave propagating into a quiescent com-
bustible gaseous mixture with velocity uu (Figure 7.1.1). Since diffusion and reaction
vanish far upstream and downstream of the wave, in the wave-stationary frame we
have the following conservation relations:

Mass:

ρuuu = ρbub = f (7.1.1)

Momentum:

ρuu2
u + pu = ρbu2

b + pb (7.1.2)

Energy:

hu + 1
2

u2
u = hb + 1

2
u2

b , (7.1.3)
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where f is the constant mass flux through the wave, and the subscripts u and b
designate the unburned and burned equilibrium states of the gas far upstream and
downstream of the wave, as defined previously in Chapter 5. We shall now examine
all the possible solutions given by Eqs. (7.1.1)–(7.1.3), recognizing nevertheless that
such a solution is only a possible one, in terms of its physical realization, in that it may
also have to satisfy other auxiliary constraints such as stability, history and system
effects, and entropy consideration.

7.1.1.1. Rayleigh Lines: From Eqs. (7.1.1) and (7.1.2) we have

(pb − pu) = −(ρuuu)2
(

1
ρb

− 1
ρu

)
= − f 2(vb − vu), (7.1.4)

where v = 1/ρ is the specific volume.
If we define p̂ = pb/pu, v̂ = vb/vu, and flow Mach number M = u/a, where a =√
γ p/ρ is the speed of sound and γ the specific heat ratio, then Eq. (7.1.4) can be

expressed in nondimensional form in terms of either M2
u or M2

b = M2
u v̂/ p̂ as

M2
u = − p̂ − 1

γ (v̂ − 1)
, (7.1.5)

M2
b = − ( p̂ − 1)v̂

γ (v̂ − 1) p̂
, (7.1.6)

where γ M2
u = f 2/(puρu) is a nondimensional expression of the square of the mass

flux through the wave.
Curves satisfying Eq. (7.1.5) are called Rayleigh lines. They are straight lines pass-

ing through the ( p̂, v̂) = (1, 1) point with a negative slope of γ M2
u . Furthermore,

since γ M2
u > 0, they exist only for values of ( p̂ > 1, v̂ < 1) or ( p̂ < 1, v̂ > 1). There-

fore in crossing the wave either the pressure increases, specific volume decreases, and
density increases, or the pressure decreases, specific volume increases, and density
decreases. Waves with simultaneous increase or decrease in both the pressure and
the specific volume are not possible. Figure 7.1.2 illustrates this situation.

7.1.1.2. Hugoniot Lines: From Eq. (7.1.3) we have

hb − hu = −1
2

(ρuuu)2
(

1
ρ 2

b

− 1
ρ 2

u

)
= −1

2
f 2(vb − vu)(vb + vu). (7.1.7)

Using Eq. (7.1.4), Eq. (7.1.7) becomes

hb − hu = 1
2

(vb + vu)(pb − pu), (7.1.8)

which is called the Hugoniot relation. Equation (7.1.8) is general in that it is indepen-
dent of the equation of state and therefore the nature of the material within which
the wave propagates.
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Figure 7.1.2. Schematic identifying the Rankine–Hugoniot solutions.

To be more specific, for qc amount of heat release per unit mass flux and constant
cp, we have

hb − hu = −qc + cp(Tb − Tu). (7.1.9)

Furthermore, using the equation of state p = ρRT for an ideal gas with constant
molecular weight, and the relation cp/R = cp/(cp − cv) = γ /(γ − 1), Eq. (7.1.9)
becomes

hb − hu = −qc + γ

γ − 1

(
pb

ρb
− pu

ρu

)
. (7.1.10)

Equating (7.1.8) and (7.1.10), and rearranging, we obtain

(
p̂ + γ − 1

γ + 1

) (
v̂ − γ − 1

γ + 1

)
= 4γ

(γ + 1)2
+ 2q̂c

(
γ − 1
γ + 1

)
, (7.1.11)

where q̂c = (ρu/pu)qc. Curves satisfying Eq. (7.1.11), shown in Figure 7.1.2, are called
Hugoniot curves. These are hyperbolas with asymptotes of p̂ → −(γ − 1)/(γ + 1)
and v̂ → (γ − 1)/(γ + 1) respectively. For q̂c = 0, the Hugoniot curve passes
through the ( p̂, v̂) = (1, 1) point.

The problem is now reduced to the simultaneous solution of Eqs. (7.1.5) and
(7.1.11), which are called the Rankine–Hugoniot relations. The solution and its im-
plications are discussed next.
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7.1.2. Detonation and Deflagration Waves
From Eqs. (7.1.5) and (7.1.11), after some algebraic manipulation it can be shown that

v̂± − 1 = (1 − M2
u )

(γ + 1)M2
u

{
1 ±

[
1 − 2(γ 2 − 1)

γ

M 2
u

(1 − M2
u )2

q̂c

]1/2
}

, (7.1.12)

p̂± − 1 = − (1 − M2
u )γ

(γ + 1)

{
1 ±

[
1 − 2(γ 2 − 1)

γ

M2
u

(1 − M2
u )2

q̂c

]1/2
}

. (7.1.13)

Equations (7.1.12) and (7.1.13) show that the system is characterized by three
parameters, namely γ , q̂c, and Mu, which respectively represent the mixture’s
compressibility, exothermicity, and the wave propagation speed. The fact that Mu

is a parameter that needs to be supplied, instead of determined, is because analysis
at the present level does not include consideration of the wave structure, as noted
earlier.

Thus for a given set of (γ, q̂c, Mu), Eqs. (7.1.12) and (7.1.13) show that two solutions
are possible. Furthermore, the characteristics of the solutions also change for Mu ≷ 1.
That is, since the term within the curly bracket is always positive, the signs of (v̂± − 1)
and ( p̂± − 1) are determined by the sign of (1 − M2

u ). Thus for Mu ≷ 1, we have
( p̂± − 1) ≷ 0 and (v̂± − 1) ≶ 0. We call solutions of the supersonic branch, Mu > 1,
detonation waves, and those of the subsonic branch, Mu < 1, deflagration waves.
These solutions are now separately discussed by using Figure 7.1.2, in which the
Rayleigh line and Hugoniot curve are plotted. It is seen that for a given Hugoniot
curve, two sets of Rayleigh lines can be drawn, respectively satisfying ( p̂ > 1, v̂ < 1)
and ( p̂ < 1, v̂ > 1). The intersections of the Rayleigh line with the Hugoniot curve
yield the solutions defined by Eqs. (7.1.12) and (7.1.13).

7.1.2.1. Detonation Waves: Detonation waves travel supersonically with pb > pu

and vb < vu, implying that in crossing such a wave the pressure and density increase
while the velocity decreases. The possible increases in the pressure are bounded
by 1 + (γ − 1)q̂c ≤ p̂ ≤ ∞, with the lower limit corresponds to v̂ = 1 in Eq. (7.1.12).
The possible reduction in the specific volume is bounded by (γ − 1)/(γ + 1) ≤ v̂ ≤ 1,
with the lower limit corresponds to p̂ = ∞.

The solutions with the higher and lower values of the pressure jump are respec-
tively known as strong detonation and weak detonation. There also exists a minimum
Rayleigh line, tangent to the Hugoniot line, beyond which no solution exists. The
point of tangency is called the upper Chapman–Jouguet (CJ) point and the corre-
sponding wave is called a Chapman–Jouguet detonation. It is the “weakest” strong
detonation that can exist. For q̂c = 0, which corresponds to the hydrodynamic shock
wave, only the strong solution exists.

By considering the wave structure, Chapter 14 will show that weak detonations with
exothermic reactions do not normally exist. Furthermore, under most experimental
conditions detonations propagate at the Chapman–Jouguet wave speed.
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7.1.2.2. Deflagration Waves: Deflagration waves travel subsonically with pb < pu

and vb > vu, implying that in crossing such a wave, both pressure and density decrease
while the velocity increases. The possible reduction in pressure is bounded by 0 ≤ p̂ ≤
1, whereas the possible increase in specific volume is bounded by 1 + q̂c(γ − 1)/γ ≤
v̂ ≤ 2q̂c + (γ + 1)/(γ − 1), with the lower and upper limits respectively correspond
to p̂ = 1 and p̂ = 0.

The solutions with higher and lower values of pressure reduction are respectively
known as strong and weak deflagrations. There also exists a maximum Rayleigh line
beyond which no solution exists. The point of tangency is called the lower CJ point
and the corresponding wave is called a CJ deflagration.

It can be argued that strong deflagrations do not exist. That is, if we take the
limit of a hydrodynamic discontinuity, with qc ≡ 0, then Figure 7.1.2 shows that there
is only one intersection between the Rayleigh and Hugoniot curves, yielding the
strong deflagration solution. However, it can be readily shown (Liepmann & Roshko
1957) that entropy decreases in crossing such a wave, implying its nonexistence.
Consequently, it is reasonable to expect that in the presence of heat release, with
qc > 0, strong deflagration also does not exist.

For weak deflagrations, p̂
∼
< 1, which implies that the pressure change across the

wave is very small. Therefore the wave structure can be treated as approximately
isobaric in this case. For very slow flows (M2

u � 1) only the weak deflagration in-
tersection exists because the strong deflagration will have p̂ < 0, which further rules
out its existence.

7.1.3. Chapman–Jouguet Waves
Chapman–Jouguet waves have some special properties that provide insight into the
general structure of detonation and deflagration waves. We first note that while Mu

of a general detonation or deflagration wave is indeterminable from the Rankine–
Hugoniot relations, the propagation velocities of the upper and lower Chapman–
Jouguet waves are uniquely defined for given values of (γ, q̂c) because of the addi-
tional tangency requirement. To determine the properties of the CJ waves, we first
evaluate the slopes of the Rayleigh line and Hugoniot curves from Eqs. (7.1.6) and
(7.1.11) respectively, yielding

(
d p̂
dv̂

)
Rayleigh

= p̂ − 1
v̂ − 1

(7.1.14)

(
d p̂
dv̂

)
Hugoniot

= − [(γ + 1)/(γ − 1)] p̂ + 1
[(γ + 1)/(γ − 1)]v̂ − 1

. (7.1.15)

It can then be readily shown that the relation

(
d p̂
dv̂

)
Hugoniot

≷
(

d p̂
dv̂

)
Rayleigh

(7.1.16)
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is equivalent to

( p̂ − 1)v̂
γ (1 − v̂) p̂

<
> 1. (7.1.17)

However, the LHS of (7.1.17) is simply M2
b , given by Eq. (7.1.6). Thus the relation

(7.1.16) is equivalent to

M2
b ≷ 1. (7.1.18)

Equation (7.1.18) then implies that the downstream flow is sonic (Mb = 1) for the CJ
wave. Furthermore, since, in general, the Hugoniot curve has a greater slope than
the Rayleigh line for strong detonation and weak deflagration, as is evident from
Figure 7.1.2, while the opposite holds for weak detonation and strong deflagration,
we conclude that Mb < 1 for the former and Mb > 1 for the latter.

The propagation speed of the CJ wave can be readily determined by setting the
radical term in Eq. (7.1.12) to zero, yielding

(Mu,CJ)2
± = 1 + (γ 2 − 1)q̂c

γ

{
1 ±

[
1 + 2γ

(γ 2 − 1)q̂c

]1/2
}

, (7.1.19)

which shows that

(Mu,CJ)+ > 1 and (Mu,CJ)− < 1,

as they should be. Knowing Mu,CJ, v̂CJ and p̂CJ are given by Eqs. (7.1.12) and (7.1.13)
as

v̂CJ,± − 1 = q̂c
(γ − 1)

γ

{
1 ∓

[
1 + 2γ

(γ 2 − 1)q̂c

]1/2
}

(7.1.20)

p̂CJ,± − 1 = q̂c(γ − 1)

{
1 ±

[
1 + 2γ

(γ 2 − 1)q̂c

]1/2
}

. (7.1.21)

Note that the (±) signs in Eqs. (7.1.19) to (7.1.21) designate the upper and lower
Chapman–Jouguet states, while those in Eqs. (7.1.12) and (7.1.13) represent the
two possible solutions for a given Mu. Substituting Eqs. (7.1.20) and (7.1.21) into
Eq. (7.1.6) again results in the sonic condition for Mb,CJ. Furthermore, the fact that
Mu < 1 and Mb > 1 for the strong deflagration indicates that the flow becomes more
ordered in crossing the wave. This again supports the notion that such waves do not
exist because of the decreased entropy.

7.1.4. Preliminary Discussion of Detonation Waves
Since we shall be concerned primarily with deflagration waves starting in Section
7.2, and will return to detonations only in Chapter 14, it is informative to give a brief
overview of the formation, propagation, and structure of detonation waves here.

A detonation wave can be formed through either direct or indirect initiation. In
the direct mode of initiation, sufficient energy is rapidly deposited in a small volume
of a mixture, resulting in an almost immediate emergence of the detonation wave
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without passing through an intermediate stage of a deflagration wave. The minimum
amount of energy deposition should be at least equal to that needed to maintain a
detonation wave structure, for a period at least as long as the chemical reaction time.
However, detailed considerations of other effects such as the curvature of the blast
wave that is formed from spherical or cylindrical sources will show that the actual
energy required is substantially larger than this estimate.

In most of the indirect mode of initiation the ignition source is weaker, producing
a deflagration wave that accelerates to a detonation wave. This mode of generation
is called deflagration-to-detonation transition (DDT). The transition mechanism in-
volves generation of compression waves by the hot combustion products and their
subsequent coalescence to form shock waves, development of turbulence ahead of
and within the flame, and interactions with solid boundaries that could further desta-
bilize the flow.

A detonation wave can also be formed in a mixture that has, for example, a tem-
perature or reactant concentration gradient such that successive autoignition along
the gradient coincides with the arrival of the compression waves generated earlier.
This synchronized mode of amplification can also be present during DDT, leading to
rapid development of the detonation wave.

Gaseous detonations typically travel at O(103) m/s, as compared to O(1 − 102)
cm/s for deflagration waves. The basic detonation wave structure consists of a lead-
ing shock that instantly heats and compresses the reactive gas to a state of high
temperature and pressure. This is followed by an induction period and then a rapid
state of reaction and, hence, heat release, generating compression waves that sus-
tain the detonation propagation. Earlier studies were based on the one-dimensional
interpretation of this model. However, it was subsequently realized that detonation
waves are usually unstable, and that the structure is intrinsically three-dimensional,
involving complex shock and rarefaction wave interactions. On the other hand, it has
also been found that the propagation velocity of an established wave, well removed
from limit situations, is very close to that of the Chapman–Jouguet wave. The reason
being that since propagation of the CJ wave is defined without considering the wave
structure, the detailed wave structure therefore should have minimum influence on
its propagation. This is a remarkable result in that the detonation velocity can be
calculated from thermodynamic and hydrodynamic considerations alone, without
regard to the details of chemical kinetics and wave interactions.

7.2. PHENOMENOLOGICAL DESCRIPTION OF THE STANDARD FLAME

7.2.1. Flame Structure
We shall now restrict our study to the structure and propagation of the standard
premixed flame. In the flame-stationary frame (Figure 7.2.1a) the upstream mixture
approaches the flame with velocity uu = so

u and temperature Tu, and leaves the flame
with velocity uo

b and temperature To
b . If we assume that the mixture is sufficiently

off-stoichiometric, such that the reaction is governed by the concentration Y of the
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Figure 7.2.1. Schematic showing the premixed flame structure at successive levels of detail: (a) The
hydrodynamic, flame-sheet level; (b) the transport, reaction-sheet level; and (c) detailed structure
including the reaction zone.

deficient reactant, then a one-reactant reaction with

Reactant → Products (7.2.1)

can be used, with Yu being the concentration of the fresh mixture and Yo
b ≡ 0 indi-

cating its complete consumption upon crossing the flame. Furthermore, since so
u is

much smaller than the speed of sound, the combustion process can be assumed to be
isobaric in accordance with the previous discussion in Section 5.2.4 on the properties
of low-speed, subsonic flows, and in the previous section on the small pressure change
across a weak deflagration wave.
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The flame structure can be considered at three levels of detail. At the hydrody-
namic level of the Rankine–Hugoniot relations (Figure 7.2.1a), the flame is simply
an interface separating two fluid dynamical states of unburned and burned gases that
are in thermodynamic equilibrium. They are related by the overall conservation of
mass, species concentrations, and energy. At this flame sheet, the temperature and
reactant concentration change discontinuously from Tu to To

b , and from Yu to Yo
b = 0,

respectively.
At the next, more detailed, transport-dominated level of description, the flame

sheet of Figure 7.2.1a is expanded to reveal a preheat zone, of characteristic thickness
�o

D and governed by heat and mass diffusion processes, as shown in Figure 7.2.1b.
Here, as the mixture approaches the flame, it is gradually heated up by the heat
conducted forward from the chemical heat release region, resulting in a continuously
increasing temperature profile until To

b is reached. The profile is not linear due to
the presence of convective transport. The continuous heating of the mixture will
eventually lead to its ignition and subsequent reaction. From large activation energy
consideration, we expect that the reaction is activated only when the gas temperature
is close to its maximum value. Furthermore, once reaction is initiated, it is completed
rapidly as the deficient reactant is depleted. Thus at the transport level, the reaction
zone can be considered to be concentrated at an interface—a reaction sheet, which
serves as a source of heat and a sink for the reactant. At this surface, the temperature
and reactant concentration are continuous and assume their respective burned values
in the downstream. Their slopes, however, change discontinuously.

Vanishing of the reactant concentration at the reaction sheet establishes a concen-
tration gradient in the preheat zone. Furthermore, for mixtures whose Lewis number
is close to unity, the similar values of the heat and mass diffusivities imply that the
rate of temperature increase should be correspondingly similar to the rate of concen-
tration decrease. For a Le = 1 mixture, the two profiles, when properly normalized,
are mirror images of each other (Figure 7.2.1b).

Description of the premixed flame at the diffusive transport level is similar to
that of the reaction-sheet limit of a nonpremixed flame. However, while the global
properties of a nonpremixed flame can be completely determined at this level
through the requirement of stoichiometric reaction, this condition does not ex-
ist for a premixed flame. Thus a complete global characterization of a premixed
flame cannot be achieved at this level and description of the reaction process is
needed.

This then brings us to the third, and most detailed level of flame description. Here
(Figure 7.2.1c) the reaction sheet is expanded to reveal the reaction rate profile, which
has a characteristic thickness �o

R � �o
D and is a highly peaked function, consisting of

a rapidly increasing portion due to activation of the reaction, followed by a rapidly
decreasing portion due to depletion of the reactant. This rapid rate of property change
within a narrow region then implies that diffusive transport, which is described by a
second-order differential, has a greater influence than convective transport, which is
described by a first-order differential.
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The flame structure can therefore be considered to consist of two distinct zones,
namely the preheat zone in which convection and diffusion dominate and balance,
and the reaction zone in which reaction and diffusion balance. Since �o

R � �o
D, the

entire flame thickness representing the nonequilibrium processes of reaction and
diffusion can be basically identified as �o

D. Across this flame, the overall conservation
of mass and energy holds. Thus, from continuity, d(ρu)/dx = 0, we have

f o = ρu = ρuuo
u = ρo

buo
b, (7.2.2)

where f o is the constant mass flux and will be referred to as the laminar burning
flux. Equation (7.2.2) demonstrates that the fundamental parameter characterizing
the rate of flame propagation is the mass flux f o instead of the propagation velocity
uo

u, or so
u , by itself.

From energy conservation across the flame, since all the deficient reactant is con-
sumed, and if we further assume that there is no heat loss, then for constant cp we
have

cp (To
b − Tu) = qcYu. (7.2.3)

Equation (7.2.3) simply states that all the chemical heat liberated is used to heat the
incoming gas. Therefore the downstream temperature To

b is just the adiabatic flame
temperature Tad, given by

To
b = Tad = Tu + qcYu/cp. (7.2.4)

We have already identified this relation in Section 5.5.2.
In order to determine the laminar burning flux f o and the characteristic flame

thickness �o
D, we need to consider the nonequilibrium processes of diffusion and

reaction within the flame structure. Derivations with increasing mathematical rigor
will be presented in the following sections, although their dominant dependence on
the diffusive and reactive nature of the flame structure can be readily assessed from
a simple phenomenological analysis, to be discussed next.

7.2.2. Laminar Burning Flux and Flame Thickness
We first note that the characteristic temperature change across the reaction
zone can be estimated by [To

b − T(x−
f )] ∼ [w/(dw/dT)]To

b
= (To

b )2/Ta , using w ∼
exp(−Ta/T). Then from continuity of the heat flux through the preheat and reac-
tion zones, (dT/dx)�o

R
= (dT/dx)�o

D
, or �o

R/�o
D ∼ [To

b − T(x−
f )]/(To

b − Tu), �o
R can be

related to �o
D through

�o
R

�o
D

∼ (To
b )2

(To
b − Tu)Ta

= Ze−1. (7.2.5)

Thus the reaction zone is thinner than the preheat zone by a factor Ze−1 � 1, which
is to be expected.
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We next note that since convection and diffusion balance in the preheat zone, we
have

f o ∼ λ/cp

�o
D

. (7.2.6)

Furthermore, since all the reactant mass flux Yu f o entering the flame is reacted at
the same rate in passing through the reaction zone, we have the statement for overall
mass conservation that

f o ∼ wo
b�

o
R, (7.2.7)

where wo
b = w(To

b ) is the reaction rate evaluated at the temperature of the thin
reaction zone, and we have set Yu = 1 for simplicity in expression. Using Eqs. (7.2.5)
to (7.2.7), the burning flux f o and flame thickness �o

D can be solved, given by

( f o)2 ∼ (λ/cp)wo
b

Ze
, (7.2.8)

(�o
D)2 ∼ (λ/cp)

wo
b

Ze. (7.2.9)

Relations (7.2.6) and (7.2.7) can be alternately expressed as

f o�o
D ∼ λ/cp, (7.2.10)

f o

�o
D

∼ wo
b

Ze
, (7.2.11)

which show that f o�o
D and f o/�o

D are respectively described by the transport and
reactive aspects of the flame.

Relations (7.2.8) and (7.2.9) show that the laminar flame responses depend on the
reaction kinetics through the characteristic reaction rate wo

b, and on the transport
processes through the density-weighted transport coefficient λ/cp. Compared to the
nonpremixed flame of Chapter 6 whose burning rate varies with λ/cp, the burning
flux for the premixed flame shows a weaker, square-root dependence. The results that
f o increases with increasing transport and reaction rates, while �o

R increases with the
transport rate but decreases with the reaction rate, are physically reasonable.

The above discussion illustrates the fact that since laminar flame propagation is
governed by two process, its complete description also requires two representative
parameters, whether they are λ/cp and wo

b, or f o and �o
D, or f o�o

D and f o/�o
D. The fun-

damental importance of �o
D in characterizing laminar flame propagation, in addition

to f o, is to be noted. Thus when �o
D is evaluated through the frequently used rela-

tion �o
D ∼ (λ/cp)/ f o, it does not imply that �o

D is inherently a derivable quantity. It is
derivable in this case because λ/cp has been selected as an independent parameter
that relates �o

D to f o. It is also of interest to note that the burning flux result given
by (7.2.8) can be alternately interpreted as the geometric average of the rates of the
two processes that control the phenomenon, that is, f o ∼ √

(λ/cp)wo
b.
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The dependence of f o on the various chemical kinetic parameters can be demon-
strated by noting that

wo
b ∼ pne−Ta/To

b , (7.2.12)

where n is a general overall reaction order. Thus, from (7.2.8), we have

f o ∼ [(λ/cp)wo
b]1/2 ∼ [pn(λ/cp)be−Ta/To

b ]1/2. (7.2.13)

Furthermore, since ρu ∼ p, we have uu ∼ f o/p, or

so
u ∼ p( n

2 −1)[(λ/cp)be−Ta/To
b ]

1/2
, (7.2.14)

which shows that for a second-order reaction, with n = 2, so
u is independent of pres-

sure. Physically, this result reflects the compensatory effect that while the reaction
rate increases with pressure, the upstream gas also becomes denser for the flame to
heat up and pass through.

Since the flame thickness �o
D varies inversely with f o, then it should also vary in-

versely with pressure for n > 0, which is usually the case. This is physically reasonable
because with increasing pressure, the rates of molecular collision and thereby reac-
tion are facilitated, resulting in faster completion of the reaction as the mixture flows
downstream. At the same time, the tendency for heat and mass diffusion to affect the
flame is minimally influenced by changes in pressure because λ/cp and ρD are in-
sensitive to pressure variations, as shown in Chapter 4. The net effect is that pressure
affects the flame thickness primarily through its influence on the reaction rate. This
result forms the basis for conducting experimental flame structure studies under low
pressures. That is, by stretching the flame thickness, the detailed flame structure can
be mapped by using various experimental probes that have finite dimensions. The
important point to note here is that flame thickening with decreasing pressure is due
to reduced reaction rate instead of increased diffusive transport rates.

The upstream laminar flame speed so
u is related to the downstream laminar flame

speed by the density ratio ρu/ρ
o
b ≈ To

b /Tu, which is substantially greater than unity.
Thus, care needs to be exercised in either defining or identifying the particular flame
speed under study. Most reported experimental values are so

u . Typical values of so
u

and flame thickness (�o
D) of hydrocarbon–air mixtures at atmospheric pressure are

O(1 − 102) cm/sec and O(0.1 − 1) mm respectively.

7.3. MATHEMATICAL FORMULATION

7.3.1. Governing Equations
In the following, we shall formulate the mathematical problem for the standard
premixed flame as governed by the situation of Figure 7.2.1. However, instead of
directly using the nondimensional heat and mass conservation equations of the model
system defined in Section 5.6, for illustrative purpose we shall start our derivation
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from the original dimensional equations (5.3.12) and (5.3.14),

f ocp
dT
dx

− λ
d 2T
dx 2

= qcw, (7.3.1)

f o dY
dx

− ρD
d 2Y
dx 2

= −w, (7.3.2)

where w = BcYe−Ta/T , and BC is given by Eq. (5.6.4). The dependence of w on the
preexponential parameters and the concentration of the abundant species are ab-
sorbed in BC, which can be considered to be a constant.

We next define T̃ = (cpT)/(qcYu) and Ỹ = Y/Yu such that Ỹu = 1, and scale x
in units of the characteristic flame thickness (λ/cp)/ f o such that a nondimensional
distance can be defined as

x̃ = f o

λ/cp
x. (7.3.3)

Thus Eqs. (7.3.1) and (7.3.2) become, after linear combination of them to eliminate
the reaction term in the latter,

d 2T̃
dx̃ 2

− dT̃
dx̃

= −Dao
CỸe−T̃a/T̃, (7.3.4)

d 2T̃
dx̃ 2

+ 1
Le

d 2Ỹ
dx̃ 2

− d(T̃ + Ỹ)
dx̃

= 0, (7.3.5)

where

Dao
C = λ/cp

( f o)2
BC (7.3.6)

is the collision Damköhler number based on f o. From the grouping of the parameters
in Dao

C, we anticipate that f o ∼ (λ/cp)1/2, as shown previously.
The boundary conditions for Eqs. (7.3.4) and (7.3.5) are

x̃ = −∞: T̃ = T̃u, Ỹ = 1, (7.3.7)

x̃ = ∞: T̃ = T̃
o
b, Ỹ = 0. (7.3.8)

Since T̃ and Ỹ attain constant and uniform values at x̃ = ±∞, it is obvious that
Eqs. (7.3.7) and (7.3.8) also imply

x̃ = ±∞:
dT̃
dx̃

= dỸ
dx̃

= 0. (7.3.9)

Integrating Eq. (7.3.5) once and applying the boundary conditions at x̃ = −∞
yields

(T̃ + Ỹ) −
(

dT̃
dx̃

+ 1
Le

dỸ
dx̃

)
= (T̃u + 1). (7.3.10)

By further evaluating Eq. (7.3.10) at x̃ = ∞, we obtain

T̃
o
b = 1 + T̃u, (7.3.11)
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Reaction zone

exp( ˜ −Ta / ˜ T )

( ˜ T b
˜ −  T )   exp(  ̃−T a /  ̃T )

˜ Y ~ ( ˜ Tb ˜ − T )

˜ T u
 ̃ T b

T̃ 

o
o

o

Figure 7.3.1. Schematic showing the dependence of the reaction rate on temperature.

which in dimensional form is Eq. (7.2.3) for the adiabatic flame temperature. Fur-
thermore, according to the present nondimensionalization, (T̃

o
b − T̃u) assumes the

value of unity in the expression for energy conservation, representing the temper-
ature increase across the flame. It is also significant to note that for this particular
flame, the flame temperature remains at T̃ad even for Le 
= 1 because all the reactants
are consumed for the same amount of the mixture flux.

For Le = 1, Eq. (7.3.10) can be further integrated with (T̃ + Ỹ) as a group to yield

T̃ + Ỹ = T̃
o
b + c1ex̃,

where c1 is an integration constant. Since the solution has to be bounded as x̃ → ∞,
c1 must vanish, resulting

T̃ + Ỹ = T̃
o
b. (7.3.12)

This allows Ỹ to be explicitly expressed in terms of T̃ as Ỹ = T̃
o
b − T̃. Substituting Ỹ

into Eq. (7.3.4), its dependence on Ỹ is decoupled, yielding

d 2T̃
dx̃ 2

− dT̃
dx̃

= −Dao
C

(
T̃

o
b − T̃

)
e−T̃a/T̃, (7.3.13)

which is the equation to be solved subject to the boundary conditions for T̃ given by
Eqs. (7.3.7) and (7.3.8).

Figure 7.3.1 shows the behavior of the reaction rate term (T̃
o
b − T̃) exp(−T̃a/T̃)

as a function of T̃, as the mixture is heated from T̃u to T̃
o
b. The factor (T̃

o
b − T̃)

represents the reactant concentration Ỹ for Le = 1, which decreases linearly with T̃
and vanishes at T̃

o
b. The temperature-sensitive Arrhenius factor, exp(−T̃a/T̃), starts

to rapidly increase only when T̃ is close to T̃
o
b. Thus the product of these two factors

gives the highly peaked reaction rate profile spanning over a narrow temperature
range neighboring T̃

o
b. This narrow temperature region directly translates to a narrow

spatial region in x̃.
Before solving either Eqs. (7.3.4) and (7.3.5) for Le 
= 1, or Eq. (7.3.13) for Le = 1,

we shall first mention an important fundamental mathematical property of these
equations.
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7.3.2. The Cold Boundary Difficulty
Early attempts at solving either Eqs. (7.3.4) and (7.3.5), or their decoupled form
Eq. (7.3.13), encountered what is known as the “cold boundary difficulty,” which
arises from the fact that the governing equations posed above are actually ill-defined
mathematically at the cold boundary, x̃ = −∞. This point can be demonstrated by
evaluating Eq. (7.3.4) at x̃ = −∞. Since

(
dT̃
dx̃

)
−∞

=
(

d 2T̃
dx̃ 2

)
−∞

≡ 0,

the LHS of Eq. (7.3.4) is zero. However, substitution of Ỹ = 1 and T̃ = T̃u into its RHS
yields a finite value, −Dao

C exp(−T̃a/T̃u). Therefore the equation is not balanced at
the cold boundary. A straightforward solution will yield meaningless results.

This cold boundary difficulty manifests the fact that since the one-step, irreversible
reaction takes place at a finite temperature (Tu 
= 0) and hence a finite rate at x = −∞,
and since it also has an infinite time to proceed as it flows toward the flame, the
reactant is completely reacted even at the freestream. Thus the concept of a steadily
propagating flame of finite thickness becomes meaningless. The same difficulty does
not exist for the hot boundary because Y → 0 as T → To

b such that w → 0 for the
assumed one-step overall reaction.

The cold boundary difficulty can be removed by simply freezing the chemical
reaction at a distance sufficiently far upstream of the flame. Such an approach can
be interpreted on the basis of an ignition temperature, Tig. That is, we simply set

w = 0 for T < Tig (7.3.14)

in Eq. (7.3.1) such that reaction at the cold boundary is automatically suppressed.
This assumption is physically realistic because from large activation energy consid-
erations the reaction rate is negligibly small except in the reaction region. Therefore,
computationally, as long as the assumed Tig is not close to either Tu or To

b , the solution
obtained is insensitive to Tig.

The cold boundary difficulty frequently arises in the steady-state formulation of
phenomena in which a finite-rate process proceeds in one direction in the ambience.
Another example is the combustion of a fuel droplet in an oxidizing environment
consisting of a small amount of fuel vapor, as for the situation of fuel droplets in the
interior of a spray.

In the next two sections, several solutions based on the concept of Tig will be
presented. The first solution (Chung & Law 1988) utilizes an integral approach com-
monly adopted in heat and mass transfer problems. We shall also use this opportunity
to include the Le 
= 1 feature in the derivation. The second and third solutions are
similar in their approaches, involving the separate analysis of the preheat, reaction,
and equilibrium zones of the flame structure of Figure 7.2.1c, and matching the sep-
arate solutions at their respective common boundaries to assure continuity of their
values and gradients. The second solution (Zel’dovich & Frank-Kamenetskii 1938)
is physically more illuminating but mathematically less rigorous. The third solution
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Figure 7.4.1. Schematic showing the definitions of the effective thicknesses of the heat and mass
diffusion zones.

(Bush & Fendell 1970), given in Section 7.5, is based on activation energy asymptotic
analysis and is mathematically more formal. The bulk response of many premixed
flame phenomena can be analyzed by any of these three methods, with the results
differing by at most some nonessential constant multiplicative factors. We shall have
occasion to use all of them in subsequent studies. Further discussion on the analysis
of the standard laminar flame can be found in Williams (1985).

7.4. APPROXIMATE ANALYSES

7.4.1. Integral Analysis
The configuration most suitable for visualizing this analysis is Figure 7.2.1b, which
is reproduced in Figure 7.4.1, but with more precise definitions of the thicknesses of
the various zones of the flame structure. The thin reaction zone is located at x f when
viewed from the broad diffusion and equilibrium zones, and the gradients of T̃ and
Ỹ change discontinuously from finite values at x−

f to zero at x+
f .

We start with Eqs. (7.3.4) and (7.3.10). Integrating Eq. (7.3.4) from x̃ = −∞ to
x̃−

f , and recognizing that the reaction term is negligibly small in this region, that
(dT̃/dx̃)u = 0, and that T̃(x̃−

f ) ≈ T̃
o
b, we have

(
dT̃
dx̃

)
x̃−

f

= T̃
o
b − T̃u = 1. (7.4.1)

By also evaluating Eq. (7.3.10) at x̃−
f where Ỹ ≈ 0 and T̃ ≈ T̃

o
b, we obtain

(
dT̃
dx̃

)
x̃−

f

+ 1
Le

(
dỸ
dx̃

)
x̃−

f

= T̃
o
b − (T̃u + 1) = 0. (7.4.2)

We next define effective thicknesses of the thermal and mass diffusion zones, �o
T

and �o
M, as

�o
T = To

b − Tu

(dT/dx)x−
f

, �o
M = − Yu

(dY/dx)x−
f

. (7.4.3)
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The parameters �o
T and �o

M are simply alternate expressions for (dT/dx)x−
f

and
(dY/dx)x−

f
, and, hence, are properties of the flame to be determined from the analysis.

No approximation is involved in writing these expressions.
Expressing �o

T and �o
M in nondimensional forms, we have

�̃
o
T = 1

(dT̃/dx̃)x̃−
f

, �̃
o
M = − 1

(dỸ/dx̃)x̃−
f

. (7.4.4)

Substituting (7.4.4) into Eqs. (7.4.1) and (7.4.2) yields

�̃
o
T = 1, (7.4.5)

�̃
o
T

�̃
o
M

= Le. (7.4.6)

Equation (7.4.5) shows that the characteristic flame thickness �o
D = (λ/cp)/ f o is

simply the definition of �o
T in Eq. (7.4.3), representing one thermal thickness, and that

f o�o
T = λ/cp. Equation (7.4.6) shows that the ratio of the characteristic thicknesses

for heat and mass diffusion is equal to Le, which is a reasonable outcome.
We next integrate Eq. (7.3.4) across the reaction zone, from x̃−

f to x̃+
f , yielding

(
dT̃
dx̃

)
x̃+

f

−
(

dT̃
dx̃

)
x̃−

f

−
[
T̃(x̃+

f ) − T̃(x̃−
f )

]
= −Dao

C

∫ x̃+
f

x̃−
f

Ỹe−T̃a/T̃dx̃. (7.4.7)

Since (dT̃/dx̃)x̃+
f
= 0, (dT̃/dx̃)x̃−

f
= 1, and T̃ ≈ T̃

o
b at x̃−

f and x̃+
f , Eq. (7.4.7) becomes

1 = Dao
C

∫ x̃+
f

x̃−
f

Ỹe−T̃a/T̃dx̃. (7.4.8)

The cancelling of the convection terms in Eq. (7.4.7) indicates that convective
transport is negligible in the reaction zone, resulting in a balance between diffu-
sion and reaction. This is the consequence of the large activation energy nature of
the reaction, which confines the reaction to a narrow, high temperature region within
which the temperature does not change much. Equation (7.4.8) then clearly shows
that the chemical energy generated is totally conducted upstream. Since this amount
is directly transferred to the preheat zone, and since convection and diffusion bal-
ance there, the net effect of the chemical heat generation is to heat the fresh mixture
from the unburned temperature to the burned temperature as it is convected from
the freestream to the reaction zone. This point can also be readily demonstrated
by integrating Eq. (7.3.4) from x̃ = −∞ to x̃+

f . Since gradients at both boundaries
vanish, we obtain a convective–reactive balance for the entire system, which turns
out to be identical to Eq. (7.4.8).

It is worth noting that out of the three terms governing Eq. (7.3.4), only two
independent relations can be obtained. Each of these relations represents a balance
between two processes, whether it is convection and diffusion in the preheat zone,
Eq. (7.4.1), or reaction and diffusion in the reaction zone, Eq. (7.4.8), or an overall
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convection and reaction conservation, which is again given by Eq. (7.4.8) through
Eq. (7.4.1).

Using average values Ỹav and T̃av in Eq. (7.4.8), we have

Dao
CỸave−T̃a/T̃av�o

R = 1, (7.4.9)

where �̃o
R = x̃+

f − x̃−
f . To evaluate Eq. (7.4.9), we approximate T̃av by T̃

o
b such that

e−T̃a/T̃av ≈ e−Ar . (7.4.10)

For Ỹav, we note from Figure 7.4.1 that, based on simple geometrical considerations,

Ỹ(x̃−
f ) ≈ �̃

o
R

�̃
o
M

, (7.4.11)

which can be considered as a characteristic Ỹav. Similarly, for �̃
o
R/�̃

o
T we have, from

Eq. (7.2.5),

�̃
o
R

�̃
o
T

= �̃
o
R ≈ 1

Ze
. (7.4.12)

Substituting the above into Eq. (7.4.9), we have

LeDao
Ce−Ar

Ze 2
= 1. (7.4.13)

Writing out Dao
C, we obtain the laminar burning flux as

( f o)2 = (λ/cp)LeBCe−Ar

Ze 2
, (7.4.14)

which exhibits the same functional dependence as Eq. (7.2.8) derived through the
phenomenological analysis, but with a general Lewis number and Ze 2 instead of
Ze. The factor Le comes from the modification of the concentration in the reaction
zone, given by Eq. (7.4.11) as (�̃o

R/�̃
o
M) = (�̃o

R/�̃
o
T)(�̃o

T/�̃
o
M) = Ze−1Le. Thus for fixed

thermal and reaction zone thicknesses, a larger Le implies a smaller mass diffusivity,
a shorter diffusion length �o

M, a steeper diffusion gradient, a higher concentration
in the reaction zone, and therefore a higher burning flux. The opposite holds for a
smaller Le.

The factor Ze−2 is simply (�̃o
R)2 as given by Eq. (7.4.12). Here one of the �̃

o
Rs

represents reduction in the reactant concentration in the reaction zone from the
freestream value, as shown in Eq. (7.4.11). The second �̃

o
R represents the fact that

the reaction takes place in the reaction zone of thickness �̃R, as shown in Eq. (7.4.9).
This was captured in Eq. (7.2.8), although the first factor was missed.

Finally, we note that since

f o(Le) =
√

Le f o(Le = 1), (7.4.15)



P1: JZP
0521870526c07 CUFX045/Law Printer: cupusbw 0 521 87052 6 July 19, 2006 17:12

7.4. Approximate Analyses 253

Eq. (7.4.14) shows that the dependence of the laminar burning flux on transport
properties is actually

f o ∼ λ/cp√
ρD

. (7.4.16)

Thus f o has a stronger dependence on thermal diffusion than mass diffusion.

7.4.2. Frank-Kamenetskii Solution
The analysis is again based on Eqs. (7.3.4) and (7.3.10). Referring to Figure 7.2.1c,
we shall respectively designate the three zones constituting the flame structure by
the superscript −, subscript in, and superscript +. We shall locate the origin, x̃ = 0,
at the boundary between the reaction zone and the downstream equilibrium zone.
The boundary between the preheat and reaction zones is located at an ignition point,
xig, at which T̃ = T̃ig. We shall now separately obtain the solution for each of these
three zones, and then match them at their respective interfacial boundaries.

Thus in the preheat zone we have w = 0, and

d 2T̃
−

dx̃ 2
− dT̃

−

dx̃
= 0, (7.4.17)

subject to the boundary conditions

T̃
− = T̃u,

dT̃
−

dx̃
= 0 at x̃ = −∞. (7.4.18)

Integrating Eq. (7.4.17) once and applying Eq. (7.4.18) yields

dT̃
−

dx̃
= T̃

− − T̃u. (7.4.19)

In the downstream equilibrium zone, the solution is simply

T̃
+ = T̃

o
b,

dT̃
+

dx̃
= 0, (7.4.20)

because of complete uniformity here.
In the reaction zone, the convection term is negligible as demonstrated earlier.

Equation (7.3.4) then becomes

d 2T̃in

dx̃ 2
= −Dao

CỸine−T̃a/T̃in , (7.4.21)

while Eq. (7.3.10), with T̃in ≈ T̃
o
b and Ỹin ≈ 0, simplifies to

dT̃in

dx̃
+ 1

Le
dỸin

dx̃
= 0. (7.4.22)

Integrating Eq. (7.4.22) and applying the downstream boundary condition that T̃in =
T̃

o
b at Ỹin = 0, we have

Ỹin = Le
(
T̃

o
b − T̃in

)
, (7.4.23)
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which shows the role of Le in modifying the reactant concentration in the reaction
zone. Substituting Ỹin into Eq. (7.4.21), using the identity

d 2T̃in

dx̃ 2
= d

dx̃

(
dT̃in

dx̃

)
=

(
dT̃in

dx̃

)
d

dT̃in

(
dT̃in

dx̃

)
= 1

2
d

dT̃in

(
dT̃in

dx̃

)2

, (7.4.24)

and integrating Eq. (7.4.21) once, from T̃
o
b to T̃in, we obtain

(
dT̃in

dx̃

)2

= −2LeDao
C

∫ T̃in

T̃o
b

(T̃
o
b − T̃)e−T̃a/T̃dT̃, (7.4.25)

where we have applied the matching condition

(
dT̃in

dx̃

)
0

=
(

dT̃
+

dx̃

)
0

= 0. (7.4.26)

A straightforward integration of Eq. (7.4.25) is not possible because of the functional
form of the Arrhenius factor. However, since in this region T̃ig ≤ T̃ ≤ T̃

o
b, and since

T̃ig is only slightly smaller than T̃
o
b, the temperature variation in the reaction zone

should be very small compared to the overall temperature variation, (T̃
o
b − T̃u) = 1.

Thus by defining

τ = T̃
o
b − T̃in

T̃
o
b − T̃u

= T̃
o
b − T̃in � 1, (7.4.27)

we have

exp
(

− T̃a

T̃in

)
= exp

(
− T̃a

T̃
o
b − τ

)
= exp

(
− Ar

1 − τ/T̃
o
b

)

≈ exp

[
−Ar

(
1 + τ

T̃
o
b

)]
= e−Ar e−Zeτ . (7.4.28)

Substituting τ and Eq. (7.4.28) into Eq. (7.4.25), we have

(
dT̃in

dx̃

)2

= 2LeDao
∫ τ

0
τ ′e−Zeτ ′

dτ ′, (7.4.29)

where Dao = Dao
Ce−Ar is the reaction Damköhler number, as identified in Section

5.6. Integrating Eq. (7.4.29) by parts yields

(
dT̃in

dx̃

)2

= 2LeDao

Ze 2

[
1 − (1 + Zeτ ) e−Zeτ ] . (7.4.30)

If we evaluate Eq. (7.4.30) at the upstream boundary of the reaction zone, x̃ = x̃ig,
then we should insist that the Arrhenius, exponential term representing chemical
reactivity must vanish there because this is the boundary with the preheat zone
within which reaction is negligible. That is, although Ze is very large and τ very
small such that the product Zeτ is not obviously large as to make the exponen-
tial term vanish, the problem has been posed in such a way that it should vanish.
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Equation (7.4.30) then becomes
[(

dT̃in

dx̃

)
x̃ig

]2

= 2LeDao

Ze 2
. (7.4.31)

We next evaluate the temperature gradient in the preheat zone, Eq. (7.4.19), at x̃ig,
yielding (

dT̃
−

dx̃

)
x̃ig

= T̃ig − T̃u ≈ T̃
o
b − T̃u = 1. (7.4.32)

Since the temperature gradients in the preheat and reaction zones must match at x̃ig

because of the continuity of the heat fluxes across their boundary, we have
(

dT̃in

dx̃

)
x̃ig

=
(

dT̃
−

dx̃

)
x̃ig

= 1. (7.4.33)

Thus Eq. (7.4.31) becomes

2LeDao

Ze 2
= 1, (7.4.34)

from which the laminar burning flux f o, defined through Dao in Eq. (7.3.6), can be
determined. Comparing Eq. (7.4.34) with Eq. (7.4.13) obtained from the integral
analysis, it is seen that the two results differ by only a factor of 2.

7.5. ASYMPTOTIC ANALYSIS

In the Frank-Kamenetskii derivation we have to make the physically motivated as-
sumption that the Arrhenius term vanishes at the upstream boundary of the reaction
zone. We now present the activation energy asymptotic analysis through which such
an assumption is a natural consequence of the analysis. Before doing so, it is necessary
to first introduce the concept of distinguished limit in activation energy asymptotics.

7.5.1. Distinguished Limit
As discussed earlier, a particular feature of the laminar flame structure that leads to
the Frank-Kamenetskii solution is the narrowness of the reaction zone relative to the
preheat zone. For fixed amount of heat release, cp(To

b − Tu), the key parameter that
controls this property is the activation energy—the larger the activation energy, the
thinner is the reaction zone. To clearly demonstrate this property, let us consider the
dependence of the reaction rate on temperature,

w̃ ∼ DaCỸe−T̃a/T̃,

and examine the effect of increasing T̃a , with a fixed order of w̃, on the reaction rate
profile. Since we are interested in the properties of the reaction zone, this reaction
term must be of leading-order importance. Without loss of generality, we let w̃ ∼
O(1) with the understanding that the following discussion can be conducted for w̃
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having any fixed order of magnitude. Thus in order to maintain this O(1) intensity, an
increase in T̃a , which leads to a decrease in the Arrhenius factor exp (−T̃a/T̃), must
necessitate a corresponding increase in DaC when interpreting the effect of varying
T̃a on the reaction zone. The larger the T̃a , the larger must also be DaC. In the
(distinguished) limit of T̃a → ∞, we also require DaC → ∞. Increasing T̃a without
correspondingly increasing DaC will rapidly suppress the reaction. The concentration
term Ỹ ≈ (T̃

o
b − T̃) has minimal influence on this consideration because it varies

algebraically, and therefore insensitively, with T̃.
To relate an algebraic increase in T̃a to an exponential increase in DaC in order to

maintain an O(1) reaction rate, DaC can be expressed as

DaC ∼ DaeT̃a/T̃o
b,

where To
b is the characteristic temperature in the reaction zone, and Da, the reaction

Damköhler member, is an O(1) proportionality constant and is actually the relevant
Damköhler number in the reaction zone. Consequently, the reaction rate can now
be expressed as

w̃ ∼ Da exp

[
T̃a

(
1

T̃
o
b

− 1
T̃

)]
≈ Da exp

[−Ze
(
T̃

o
b − T̃

)]
,

where we have used the property that T̃ is very close to T̃
o
b in the reaction zone.

The effect of increasing T̃a , or rather Ze, on the flame thickness is now clear.
Thus in order for w̃ to remain an O(1) quantity, the exponent Ze(T̃

o
b − T̃) also has

to remain as O(1). Consequently an increase in Ze would demand a corresponding
decrease in (T̃

o
b − T̃). In other words the temperature in the reaction zone becomes

closer to the final flame temperature, which also implies that the region that can
be identified as the reaction zone becomes narrower. In the limit of Ze → ∞, the
reaction zone collapses into a reaction sheet with a temperature T̃

o
b. Alternatively,

for a fixed, large, value of Ze, reaction is significant only in the region within which
(T̃o

b − T̃) = O(Ze−1). Reaction is frozen in neighboring regions in which T̃ is smaller
than To

b by more than O(Ze−1).
This discussion provides an alternate interpretation to that used in identifying the

Zel’dovich number in Section 5.6.

7.5.2. Asymptotic Solution
The asymptotic analysis is based on the concept of large Zel’dovich number, Ze. For
Ze → ∞, we have the leading-order, structureless reaction-sheet solution of Figure
7.2.1b. For large but finite values of Ze, the reaction sheet is broadened, and the
resulting reaction zone has a structure, as shown in Figure 7.2.1c. The structures
of the neighboring upstream preheat zone and downstream equilibrium zones are
correspondingly modified from those of the reaction-sheet limit by small amounts.
All these changes are described as perturbations to the leading order solution. The
asymptotic solution will therefore be sought in ascending powers of a small parameter
ε(� 1), which for the time being is unspecified but will be systematically identified
later as Ze−1. Solutions will be separately obtained in the three zones constituting
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the flame structure, and then asymptotically matched. The reaction sheet is set at
x̃ f = 0 because of the doubly infinite nature of the problem. It may also be noted
that for simplicity in notation we have not attached the superscript o to ε and Ze in
this deviation.

Further studies on the mathematical technique of asymptotic analysis and its ap-
plication to combustion problems can be found in Buckmaster and Ludford (1982,
1983), and Williams (1985).

7.5.2.1. Upstream Preheat Zone: Since low temperature and high activation energy
freeze the reaction to all orders, solution in this outer zone satisfies the chemistry-free
form of Eq. (7.3.4),

d 2T̃
−
out

dx̃ 2
− dT̃

−
out

dx̃
= 0, x̃ ≤ 0, (7.5.1)

subject to the single boundary condition T̃out(−∞) = T̃u. The second boundary con-
dition, at the downstream boundary of this zone, is to be identified through matching
with the inner solution. Let

T̃
−
out(x̃) = T̃

−
0 (x̃) + εT̃

−
1 (x̃) + O(ε 2), (7.5.2)

for which we expect that the maximum values of T̃−
0 and T̃−

1 are O(1) quantities.
Substituting Eq. (7.5.2) into Eq. (7.5.1) and the boundary condition yields the leading
and first-order governing equations and boundary conditions,

O(1):
d 2T̃

−
0

dx̃ 2
− dT̃

−
0

dx̃
= 0, T̃

−
0 (−∞) = T̃u, (7.5.3)

O(ε):
d 2T̃

−
1

dx̃ 2
− dT̃

−
1

dx̃
= 0, T̃

−
1 (−∞) = 0. (7.5.4)

Solutions of (7.5.3) and (7.5.4) are

T̃
−
0 (x̃) = T̃u + c−

0 ex̃, (7.5.5)

T̃
−
1 (x̃) = c−

1 ex̃, (7.5.6)

where c−
0 and c−

1 are the integration constants to be determined through matching
with the inner solution.

We next expand the outer solution for Ỹ
−(x̃) as

Ỹ
−
out(x̃) = Ỹ

−
0 (x̃) + εỸ

−
1 (x̃) + O(ε 2), (7.5.7)

where it is again assumed that the maximum values of Ỹ−
0 and Ỹ−

1 are O(1) quanti-
ties. Substituting Ỹ

−
out(x̃) and T̃

−
out(x̃) into Eq. (7.3.10) and the boundary conditions

Ỹ
−
out(−∞) = 1, and solving the resulting O(1) and O(ε) equations with T̃

−
0 (x̃) and

T̃
−
1 (x̃) given by Eqs. (7.5.5) and (7.5.6), yield

Ỹ
−
0 (x̃) = 1 + d−

0 eLex̃, (7.5.8)

Ỹ
−
1 (x̃) = d−

1 eLex̃, (7.5.9)

where d−
0 and d−

1 are the integration constants.
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7.5.2.2. Downstream Equilibrium Zone: Since all reactants are consumed in crossing
the reaction zone, solution in this outer zone again satisfies the chemistry-free form
of Eq. (7.3.4),

d 2T̃
+
out

dx̃ 2
− dT̃

+
out

dx̃
= 0, x̃ ≥ 0, (7.5.10)

subject to the single boundary condition T̃
+
out(∞) = T̃

o
b. Substituting

T̃
+
out(x̃) = T̃

+
0 (x̃) + εT̃

+
1 (x̃) + O(ε 2) (7.5.11)

in Eq. (7.5.10) and the boundary condition, we have

O(1):
d 2T̃

+
0

dx̃ 2
− dT̃

+
0

dx̃
= 0, T̃

+
0 (∞) = T̃

o
b, (7.5.12)

O(ε):
d 2T̃

+
1

dx̃ 2
− dT̃

+
1

dx̃
= 0, T̃

+
1 (∞) = 0. (7.5.13)

The solutions of (7.5.12) and (7.5.13) are

T̃
+
0 (x̃) = T̃

o
b, (7.5.14)

T̃
+
1 (x̃) = 0, (7.5.15)

because they must be bounded as x̃ → ∞.
Similarly, the outer solution

Ỹ
+
out(x̃) = Ỹ

+
0 (x̃) + εỸ

+
1 (x̃) + O(ε 2) (7.5.16)

satisfying Eq. (7.3.10) and the boundary condition Ỹ
+
out(∞) = 0 is

Ỹ
+
0 (x̃) = 0, (7.5.17)

Ỹ
+
1 (x̃) = 0. (7.5.18)

7.5.2.3. Reaction Zone: Since the region here is exceedingly thin, in order to ade-
quately resolve its structure the spatial coordinate is magnified, or “stretched,” by
defining a stretched inner variable

χ = x̃/ε, (7.5.19)

such that χ = O(1). We let the inner solution assume the general forms

T̃in(x̃) = θ0 − εθ1(χ) + O(ε 2), (7.5.20)

Ỹin(x̃) = φ0 + εφ1(χ) + O(ε 2), (7.5.21)

where θ0 and φ0 are the leading-order solutions, while θ1(χ) and φ1(χ) are the O(1)
perturbation functions to be determined. Furthermore, since the inner zone is not
in contact with either the upstream or the downstream boundaries, all boundary
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conditions for the inner solutions θ and φ are to be determined through matching
with the outer solutions.

7.5.2.4. Matching: To match the inner and outer solutions at the downstream bound-
ary of the reaction zone, where χ = x̃/ε → ∞ for fixed x̃ > 0 and ε → 0, we require

lim
χ→∞ T̃in(χ) = lim

χ→∞ T̃
+
out(χ), (7.5.22)

lim
χ→∞ Ỹin(χ) = lim

χ→∞ Ỹ
+
out(χ). (7.5.23)

Evaluating Eqs. (7.5.22) and (7.5.23) by using Eqs. (7.5.11), (7.5.16), (7.5.20), and
(7.5.21) for T̃+

out, Ỹ+
out, T̃in, and Ỹin respectively, we have

lim
χ→∞ [θ0 − εθ1(χ)] = T̃

o
b, (7.5.24)

lim
χ→∞ [φ0 + εφ1(χ)] = 0. (7.5.25)

Matching at the leading order yields the obvious solution θ0 = T̃
o
b and φ0 = 0. Match-

ing the next order solution and its derivatives yields

θ1(∞) = 0, (7.5.26)

(
dθ1

dχ

)
∞

= 0, (7.5.27)

φ1(∞) = 0, (7.5.28)

(
dφ1

dχ

)
∞

= 0. (7.5.29)

It may be noted that according to the principle of asymptotic matching, the limit of
χ = x̃/ε → ∞ in Eqs. (7.5.22) and (7.5.23) is effected by letting ε → 0 for finite x̃,
such that the expansion is most accurate, instead of letting x̃ → ∞.

At the upstream side the matching is obtained by first expressing the outer solution
in the inner variable for x̃ → 0, where the two solutions are supposed to match.
Hence,

lim
x̃→0

T̃
−
out = T̃u + c−

0 ex̃ + εc−
1 ex̃ + · · · ,

= T̃u + c−
0 (1 + x̃) + εc−

1 (1 + x̃) + · · · ,
= T̃u + c−

0 (1 + εχ) + εc−
1 (1 + εχ) + · · · ,

= (T̃u + c−
0 ) + ε(c−

0 χ + c−
1 ) + O(ε 2). (7.5.30)

Similarly,

lim
x̃→0

Ỹ
−
out = (1 + d−

0 ) + ε(d−
0 Leχ + d−

1 ) + O(ε 2). (7.5.31)
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To achieve matching, we let ε → 0, or χ → −∞, for fixed x̃ < 0; that is,

lim
χ→−∞ T̃in(χ) = lim

χ→−∞ T̃
−
out(χ), (7.5.32)

lim
χ→−∞ Ỹin(χ) = lim

χ→−∞ Ỹ
−
out(χ). (7.5.33)

Evaluating Eqs. (7.5.32) and (7.5.33), we have

lim
χ→−∞

[
T̃

o
b − εθ1(χ) + · · ·] = lim

χ→−∞[(T̃u + c−
0 ) + ε(c−

0 χ + c−
1 ) + · · ·], (7.5.34)

lim
χ→−∞ εφ1(χ) = lim

χ→−∞ [(1 + d−
0 ) + ε(d−

0 Leχ + d−
1 ) + · · ·]. (7.5.35)

Matching to the leading order for Eqs. (7.5.34) and (7.5.35) yields c−
0 = T̃

o
b − T̃u = 1

and d−
0 = −1, which completes the solutions for T̃

−
0 and Ỹ

−
0 of Eqs. (7.5.5) and (7.5.8)

respectively. Matching to O(ε) yields

lim
χ→−∞ (θ1 + χ) = −c−

1 , (7.5.36)

(
dθ1

dχ

)
−∞

= −1, (7.5.37)

lim
χ→−∞ (φ1 + Leχ) = d−

1 , (7.5.38)

(
dφ1

dχ

)
−∞

= −Le. (7.5.39)

The above results also confirm that the maximum values of T̃−
0 and Ỹ−

0 , which are
respectively T̃o

b = 1 + T̃u ≈ 1 and 1, as well as θ0 = T̃o
b ≈ 1, are all O(1) quantities.

Consequently θ1 is O(1) because it has the same order as θ0.

7.5.2.5. Structure Equation and Solution: We are now ready to solve for the inner
solution θ1(χ) and φ1(χ). First, substituting χ , T̃in and Ỹin, given respectively by
Eqs. (7.5.19) to (7.5.21), into Eq. (7.3.10), we have to O(ε),

dθ1

dχ
− 1

Le
dφ1

dχ
= 0, (7.5.40)

which identically satisfies the gradient boundary condition at χ → ±∞. Integrating
Eq. (7.5.40) and applying the boundary conditions θ1(∞) = φ1(∞) = 0 yield

θ1 − Le−1φ1 = 0, (7.5.41)

which is the perturbed, local coupling function in the inner region. Equation (7.5.41)
shows that φ1 is of the same order as θ1, being O(1). Consequently Ỹ

−
1 is O(1).
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We next substitute T̃in, Ỹin, and χ into Eq. (7.3.4), expand and use Eq. (7.5.41) to
get

−d 2θ1

dχ 2
+ ε

dθ1

dχ
= −(ε 2LeDao)θ1e−εZeθ1 . (7.5.42)

The following observations can be made regarding Eq. (7.5.42). Since the diffusive
term is the highest order derivative, it has to be important and is of order unity as
shown. This then immediately implies that the convective term is O(ε) and therefore
can be neglected. Physically, since properties change very rapidly within the thin
reaction zone, a second order derivative will have a larger value than a first-order
derivative. This result is equivalent to the reason in neglecting the convective term in
developing the Frank-Kameneskii solution because a narrow reaction zone implies
a small change in the temperature.

Next let us inspect the reaction term. Here, even though it has a multiplicative
factor ε 2, we cannot say that it is O(ε 2) and again drop it. This is because we are now
in the reaction zone and the reaction term has to be important. In particular, it must
be O(1). What this implies is that the rest of the factors in the reaction term will have
to be O(ε−2).

Furthermore, we also cannot linearize the exponential factor for small ε. This
factor is essential in describing the intrinsically nonlinear dependence of the reaction
rate on temperature; an expansion in the form of e−εx  1 − εx  1 will completely
falsify the chemical kinetics. Therefore in order for this factor to be effective, we
must require that the exponent be O(1). Since θ1 is O(1), we must have εZe = O(1).
Thus we have now identified our small parameter of expansion, ε, as

ε = Ze−1. (7.5.43)

Having established that the reaction term is O(1) and θ1e−θ1 = O(1), we also have
the result that Dao = O(ε−2).

We have therefore demonstrated that the inner zone is diffusive–reactive in nature,
being governed by

d 2θ1

dχ 2
= 
o

2
θ1e−θ1 , (7.5.44)

where we have defined a laminar burning flux “eigenvalue”


o = 2LeDao

Ze 2
. (7.5.45)

The parameter 
o can be identified as the final, reduced Damköhler number based
on the characteristic flow time in the reaction zone. Since diffusion and reaction are
balanced in Eq. (7.5.44), we expect that 
o is an O(1) quantity.

To solve Eq. (7.5.44), we first express it as

d
dθ1

(
dθ1

dχ

)2

= 
oθ1e−θ1 (7.5.46)
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in accordance with Eq. (7.4.24). Integrating Eq. (7.5.46), we have
(

dθ1

dχ

)2

= 
o
∫

θ1e−θ1 dθ1 + cin = −
o(1 + θ1)e−θ1 + cin. (7.5.47)

Evaluating Eq. (7.5.47) at χ → ∞, where θ1 = dθ1/dχ = 0 according to Eqs. (7.5.26)
and (7.5.27), we have cin = 
o. Therefore Eq. (7.5.47) becomes

(
dθ1

dχ

)2

= 
o [
1 − (1 + θ1)e−θ1

]
. (7.5.48)

We next evaluate Eq. (7.5.48) at χ → −∞ by using Eqs. (7.5.36) and (7.5.37). Noting
that

lim
χ→−∞ (1 + θ1)e−θ1 = lim

χ→−∞
[
1 − (c−

1 + χ)
]

e(c−
1 +χ) = 0 (7.5.49)

because of the dominance of the exponential term, eχ → 0 as χ → −∞, we have


o = 1. (7.5.50)

Thus Eq. (7.5.45) becomes

2LeDao

Ze 2
= 1, (7.5.51)

which is identical to Eq. (7.4.34) derived using the Frank-Kamenetskii solution. Note
that had we not retained the nonlinear, exponential nature of the reaction rate term
in the derivation between Eqs. (7.5.42) to (7.5.44), Eq. (7.5.48) would have become
unbounded when taking the limit of χ → −∞.

We have been able to determine 
o by integrating the inner structure equation
only once, which allows a balance in the heat fluxes between the inner and outer
zones. Since we are mainly interested in the laminar burning flux f o or, equivalently,
the laminar flame speed so

u , the problem can be considered to be solved at this stage.
A second integration, which mathematically is slightly more complicated, is needed
only if we wish to determine the temperature profile through the solution for θ1. This
fortunate convenience exists for many problems.

It is important to emphasize that the physical concepts underlying the Frank-
Kamenetskii and asymptotic analyses are the same. Furthermore, the mathematical
analysis for the reaction zone is also basically the same, although coordinate stretch-
ing is not used in the Frank-Kamenetskii solution. The only major difference between
the two analyses is that the upstream outer solution is not perturbed in the Frank-
Kamenetskii approach. This difference, however, turns out to be of no consequence
as far as the determination of the laminar burning flux eigenvalue 
o is concerned.
That is, since this determination involves matching of the perturbed temperature
gradient of the inner zone with the leading-order temperature gradient in the pre-
heat zone, as shown in Eqs. (7.5.34) and (7.5.37), the perturbed outer solution is not
needed. Based on these considerations, it is therefore reasonable that the expres-
sion for 
o is identical for both analyses. It further implies that frequently only the
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leading-order outer solution is needed in determining the most important, bulk flame
responses such as the burning flux.

7.5.3. Dependence of Burning Flux on Flame Temperature
The above analyses show that the laminar burning flux f o varies with the flame
temperature To

b ≡ Tad through

( f o)2 ∼ Ze−2e−T̃a/T̃ad ∼ T4
ade−T̃a/T̃ad . (7.5.52)

As discussed earlier, the quadratic variation of f o with the reaction rate is due to
the diffusive-reactive nature of the problem, while the Ze−2 factor accounts for the
diminished fuel concentration in the reaction zone (∼ Ze−1) and the small reaction
zone thickness (∼ Ze−1).

The standard premixed flame is an idealized, conservative, system. In the presence
of nonidealities, it is reasonable to expect that the relevant burning flux f could
deviate from f o, and that such a deviation would be most significant when the flame
temperature is affected. Recognizing the fairly general manner in which Eq. (7.5.52)
is identified, we anticipate that, for a nonconservative system with the flame temper-
ature being Tf , the burning flux of the flame should vary with Tf in the same manner
as Eq. (7.5.52), or

f 2 ∼ T 4
f e−Ta/Tf . (7.5.53)

Consequently, we have the relation

f̃
2 =

(
Tf

Tad

)4

exp
[
−Ta

(
1

Tf
− 1

Tad

)]
, (7.5.54)

where f̃ = f/ f o. Furthermore, we can also extend the result of, say, Eq. (7.2.6),
f o�o

T ∼ λ/cp to f �T ∼ λ/cp, such that

f̃ �̃T = 1, (7.5.55)

where �̃T = �T/�o
T . We shall show in due course the usefulness of the above results.

7.6. DETERMINATION OF LAMINAR FLAME SPEEDS

Because of the fundamental significance of the laminar burning velocities of pre-
mixed flames, a considerable amount of effort has been expended toward their de-
termination. A major difficulty in their determination is that a planar, stationary,
and adiabatic flame rarely can be achieved. Frequently the upstream flow is nonuni-
form while the flame is also either propagating and/or curved. It is therefore useful to
speak of an instantaneous, local flame speed, su, which, however, may not necessarily
be so

u . Thus for an infinitesimal segment of the flame we can draw an instantaneous
flow line as shown in Figure 7.6.1 for a Bunsen flame, without the flame structure.
Here the upstream unburned mixture approaches the flame front with velocity uu

and at an angle αu. After passing through the flame the flow is refracted and the
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uo

ub

su

su

uo

r

αu

αb

Figure 7.6.1. Definitions of the upstream and downstream laminar flame speeds of an instantaneous,
quasi-planar flame segment as part of a Bunsen flame.

burned mixture leaves the flame with velocity ub and at an angle αb. Therefore if
we assume that, in crossing the flame, continuity of mass flux holds in the normal
direction whereas continuity of velocity holds in the tangential direction, then the
laminar flame speed can be defined as the normal component of uu, pointed in the
direction away from the flame.

Another difficulty in flame speed measurement is the definition of the flame front
and how it can be determined. Geometrically, since the flame itself has a finite thick-
ness and structure, it becomes quite uncertain to define either the upstream boundary
of the preheat zone for su or the downstream boundary of the reaction zone for sb.
If the flame is also curved, then there is the additional uncertainty of defining a local
tangential plane for the evaluation of the flow velocities. Uncertainty also arises in
the specific parameter selected to represent a flame surface. The most obvious ones
are the constant temperature and density surfaces. For the latter the flame thick-
ness and structure recorded photographically also depend on the optical method
used, whether it is shadowgraph, schlieren, or interferometry, as discussed in, for
example, Gaydon and Wolfhard (1970). Using laser diagnostics, surfaces of constant
concentration of certain key radicals (e.g., CH and OH) have also been determined
to represent flame surfaces of particular characteristics.
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Measurements of flame speeds have employed either stationary burner flames held
fixed by an upstream flow, or propagating flames in open and closed chambers. In the
following we discuss several techniques that have proven to be quite versatile and
accurate.

7.6.1. Bunsen Flame Method
In this method a premixture flows up a circular or two-dimensional tube and burns
after it exits from the tube. If the tube is sufficiently long and its cross-sectional
area constant, then the velocity profile at the exit is parabolic. This implies that
the inclination of the flame surface changes along the flame, which therefore must be
curved. The flame curvature and its thickness make it difficult to accurately determine
the local inclination angle, and therefore the local burning velocity.

An averaging method has been used to determine su. Here it is assumed that su

is constant over the flame surface whose total area is Af . Therefore if the mass flow
rate of the gas is m, then from mass conservation we have m = f Af = ρusu Af , or

su = m
ρu Af

. (7.6.1)

The area of the photographed flame front can be easily determined graphically. This
method is useful for rough estimations.

A more accurate determination of su can be achieved by using an aerodynamically
contoured nozzle, which gives a uniform exit velocity profile. Then a nearly straight
flame cone can be obtained over the shoulder region of the flame. Thus if the velocity
at the nozzle exit is uo and the half cone angle is α = αu, the flame speed is given by

su = uo sin αu. (7.6.2)

Local flame speeds along a flame segment can be determined by seeding the gas
mixture with fine ceramic particles and measuring the particle velocity using either
laser Doppler velocimetry, particle image velocimetry, or simply intermittent illumi-
nation, with the photographed particle tracks giving both the speed and direction of
the streamlines. Figure 7.6.2 shows the flame speed of a flame of natural gas and air
mixture determined by intermittent illumination (Lewis & von Elbe 1987). It is seen
that su is a constant over most of the flame cone. For large radial distances the flame is
close to the burner exit and su is reduced due to heat loss to the burner rim. Since the
burner rim is invariably very cold relative to the flame, there is always a “dead” space
between the flame and the rim. It is further seen that, for small radial distances, close
to the flame tip, su increases. This increase is to be expected because, instead of being
the apex of a sharp cone, the flame tip is rounded off. Consequently, α = π/2 at the
centerline, such that su ≡ uo. The subtlety here is that, while we expect su to be only
a function of the thermochemical properties of the mixture and therefore should be
independent of the location over the flame surface as long as it is sufficiently far away
from the burner rim, the behavior at the tip clearly shows that this is not the case.
Mechanistically, while the flame segment at the shoulder region has the freedom to
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Figure 7.6.2. Measured flame speeds over the surface of a Bunsen flame (Lewis & von Elbe 1987).

adjust its inclination angle αu in order to accommodate changes in uo, for a given
mixture of so

u , this flexibility is absent at the tip. Consequently, the flame structure
there must qualitatively deviate from what we have learned about planar premixed
flames. We shall show, in Chapter 10, that in this situation the flame curvature has a
strong influence on the structure and thereby burning rate of the flame through what
is collectively known as flame stretch effects.

It is noted that in the above discussion we have used su instead of so
u to designate

the flame speed in order to distinguish the fact that the flame configuration here does
not conform to that of the adiabatic, one-dimensional planar situation.

7.6.2. Flat and One-Dimensional Flame Methods
A major difficulty with the use of Bunsen flames is the identification of the flame
surface, which is inclined to the freestream flow. This can be circumvented by using a
flat-flame burner as shown in Figure 7.6.3. Here after ignition is achieved, the mixture
flow rate is adjusted to produce a flat flame which is normal to the upstream flow
direction. Environment effects can also be minimized by passing an inert shroud
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Flame

Porous plug

Screens and
beads

Nitrogen

Premixture

Figure 7.6.3. Schematic showing a typical design of the flat-flame burner.

gas around the burner. This gives a well-defined surface area of the flame, which
when divided into the volumetric flow rate of the mixture yields the laminar burning
velocity.

The primary limitation of this method is that because heat transfer to the burner is
the mechanism through which the flame is stabilized over it, the flame is inherently
nonadiabatic relative to the enthalpy of the freestream. The preheat zone starts im-
mediately at the burner surface and consequently the flame has a finite temperature
gradient at the burner surface, signifying the presence of heat transfer. The burning
velocity determined by this method is therefore lower than so

u based on the freestream
properties. Efforts to reduce heat loss by increasing the flow discharge rate could lead
to severe distortion of the flame surface.

Botha and Spalding (1954) were able to manipulate the heat loss rate by cooling
the porous plug. Thus by continuously varying the mixture flow rate and noting
the corresponding cooling rate needed to obtain a flat flame, the burning velocity
without heat loss can be estimated by extrapolating the cooling rate to zero, as shown
in Figure 7.6.4. This method has been recently improved through manipulation and

Heat Loss

u
os

F
la

m
e 

S
pe

ed

Figure 7.6.4. Determination of the laminar flame speed, so
u , through linear extrapolation to zero

heat loss by using the flat-burner flame.
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Flame

Flame

rf
rf

R
R

(a) (b)

Figure 7.6.5. Schematic showing a cylindrical/spherical flame stabilized through: (a) heat loss to the
burner surface (r f ≈ R), and (b) flow divergence (r f > R).

more accurate measurement of the heat-loss rate to yield data of enhanced accuracy
(De Goey, van Maaren & Quax 1993; Bosschaart & De Goey 2003).

The flat-flame burner method has been extended to that of the one-dimensional
burner (Eng, Law & Zhu 1994), in which the combustible is ejected with a given
mass flow rate m from either a porous tube or a sphere of radius R (Figure 7.6.5). For
m < mo = f o As , where As is the surface area of the burner, the ejected mass flux is
smaller than that of the adiabatic planar flame, and the flame is stabilized over the
burner surface through heat loss to the burner. However, when m > mo, the flame
detaches from the burner surface and is subsequently stabilized by the divergent flow,
without heat loss to the burner. Neglecting the influence of flame curvature on the
flame burning intensity, the stabilization requirement of m = f o Af yields the laminar
burning velocity given by Eq. (7.6.1) for the measured flame radius r f and, hence,
flame surface area Af . The method is rather straightforward. The main drawback
is the requirement of either cylindrical or spherical symmetry for the flame, which
requires that the experiments be conducted in buoyancy-free environments.

In Chapter 8, we shall study the influence of heat transfer at the burner surface
on the burning intensity, stabilization of the burner-attached flame, and the essential
nature with which it differs from the freely propagating adiabatic flame considered
in this chapter.

7.6.3. Outwardly Propagating Spherical Flame Method
In this method a spherical chamber of radius R is filled with a combustible mixture
and is centrally ignited by a spark. A spherical flame is developed and propagates
outward with the laminar flame speed. As the amount of product in the chamber
increases, the chamber pressure also uniformly increases while the unburned gas
upstream of the flame is simultaneously heated through compression. If the data
are taken when the flame size is not too large, then the chamber pressure and the
temperature ahead of the flame can be considered to be those of the initial state.
Otherwise they need to be measured separately.
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Figure 7.6.6. Numerically calculated downstream flame speeds of outwardly propagating lean and
rich hydrogen–air flames at 1 atm pressure, demonstrating the determination of laminar flame speed
through linear extrapolation to zero stretch rate.

Since the combustion product is stationary in the laboratory frame, the measured
rate of increase of the flame radius, dr f /dt , can be identified as the flame speed of the
burned state, sb. Thus from continuity and assuming that the flame is quasi-steady
and quasi-planar, we have

su = sb(ρb/ρu). (7.6.3)

Since this method is static in operation, the design can be relatively simple and the
amount of gas consumed is small. It is also well suited for the determination of flame
speeds at moderately high pressures. The potential complications are the heat loss
through the electrodes especially during the initial period of flame development,
the distortion of the flame shape due to buoyancy especially for slowly burning
flames, and the development of intrinsic pulsating and cellular instabilities over the
flame surface, which will be studied in Chapter 10 on the aerodynamics of flames.
Radiative heat loss from the large volume of the burned gas behind the flame could
also reduce the flame temperature and hence the flame speed. Furthermore, the
flame, being curved and nonstationary, does not conform to the one-dimensional
steadily propagating planar flame used to define the laminar flame speed, and as such
is subjected to flame stretch effects in the same manner as that of the Bunsen flame
tip discussed earlier. These effects not only affect the flame speed, but the influence
is also qualitatively dependent on the effective Lewis number of the mixture. For
example, Figure 7.6.6 shows the numerically computed flame speeds of hydrogen–
air mixtures with equivalence ratios of 0.6 and 3.0. The effective Le for these mixtures
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are smaller and larger than unity respectively. The intensity of stretch is represented
by a stretch rate, defined as (2/r f )(dr f /dt) and having the unit of s−1. It is seen that
the downstream flame speed can be significantly modified by stretch, that it varies
approximately linearly with the stretch rate, and that the variations have opposite
trends for the lean and rich mixtures. These are consequences of the deviation of
Le from unity. The linear variation allows the extrapolation of these stretched flame
speeds, sb, to zero stretch rate, from which we obtain the unstretched flame speed
for the burned state, so

b , and subsequently that of the unburned state through so
u =

(ρo
b/ρu)so

b . A nonlinear extrapolation expression has also been derived (Dowdy et al.
1990) that accounts for the slight nonlinearly in the stretch-affected flame speed.

A variation of the spherical-flame method is that of the soap bubble, in which the
combustible mixture is introduced into a soap bubble and then ignited. The bubble
subsequently expands freely as combustion proceeds, thus ensuring constant pressure
when the experiment is conducted in an open atmosphere. The entire assembly can
also be housed inside a sealed combustion chamber for reduced or elevated pressure
experiments. The advantage of this method is that it only requires a small sample
and is therefore particularly suitable for experimentation with gases that are toxic,
highly explosive, or rare and expensive.

Ideally, the present problem is best studied by directly imaging the flame history,
which yields the flame radius, r f (t), and, hence, the flame propagating rate. How-
ever, the requirement of windows for optical cinephotography can become rather
demanding because they have to withstand the high postcombustion temperature
and pressure, especially if the initial pressure is high. A dual-chamber design (Tse,
Zhu & Law 2004) has however circumvented this difficulty, allowing optical access
and an initial pressure that can be as high as 60 atm.

Chambers with optical windows are generally harder to design, therefore simpler
designs of the experiment do not have windows. For such windowless chambers the
flame traverse is recorded by sensing probes such as thermocouples and ionization
probes. Because of spatial isobaricity, in principle it is only necessary to install two
probes at closely spaced points to yield the flame speed for the chamber pressure
at the instant of traverse. A particularly simple approach has also been developed
(Lewis & von Elbe 1987) based on measuring the pressure history within the chamber,
p(t), after the flame has grown to a sufficiently large size such that the pressure
variation is significant. Specifically, assuming that the unburned and burned states of
the outwardly propagating spherical flame are spatially uniform, then at any instant
of time, we have overall mass conservation

4π

3

[(
R3 − r3

f

)
ρu + r3

f ρb
] = 4π

3
R3ρu,o. (7.6.4)

If we further assume that these gases are compressed isentropically by the expanding
flame sphere, then

ρu = ρu,o(p/po)1/γ , (7.6.5)

ρb = ρb,o(p/po)1/γ , (7.6.6)
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where p = pu = pb. Using Eqs. (7.6.5) and (7.6.6) in Eq. (7.6.4), and defining r̃ f =
r f /R and p̃ = p/po, we have

[
1 −

(
1 − ρb,o

ρu,o

)
r̃3

f

]
p̃1/γ = 1. (7.6.7)

Differentiating Eq. (7.6.7) with respect to t , and letting dr f /dt = sb, it can be shown
that

sb

R
=

[
3γ

(
1 − ρb,o

ρu,o

)1/3

p̃(1+1/γ )(1 − p̃−1/γ )2/3

]−1
d p̃
dt

. (7.6.8)

The factor (ρb,o/ρu,o) is given by energy conservation, cv(Tb,o − Tu,o) = qcYo, which
yields

ρu,o

ρb,o
= 1 + q̃, (7.6.9)

where q̃ = (qcYo)/(cvTu,o) and Yo is the initial reactant mass fraction.
Equation (7.6.8) shows that, for a given mixture characterized by γ , q̃ and po, the

history of the downstream flame speed, sb(t), for propagation in a spherical vessel,
can be determined by measuring the pressure history p(t) alone.

Conceptually, this method is very attractive because pressure traces can be readily
obtained in an experiment. Furthermore, in a single run, sb can be mapped out not
only as a function of the mixture strength, but also as functions of the instantaneous
mixture temperature and pressure. The various constant property assumptions can
also be removed through detailed computation. The major weakness of the method
is that, since the flame is not imaged, there is no recourse in knowing whether the
assumption of a spherically symmetric, smooth flame surface is violated due to buoy-
ancy distortion and/or the development of cells over the flame surface.

We also note that the assumption of a spatially uniform downstream state is incor-
rect because during flame propagation the continuously increasing upstream temper-
ature and pressure will lead to a corresponding increase in the downstream tempera-
ture. Thus there is a temperature gradient downstream of the flame. This feature can
be integrated in the above formulation, at the expense of more involved algebraic
manipulation.

7.6.4. Stagnation Flame Method
This method (Wu & Law 1985) involves first establishing a divergent stagnation flow
field by impinging two identical, nozzle-generated combustible flows onto each other
(Figure 7.6.7). Upon ignition two symmetrical flat flames are situated on the two sides
of the stagnation surface. Figure 7.6.8 shows typical profiles of the normal velocity
component v along the axis. It is seen that as the flow approaches the stagnation
surface, but before reaching the main preheat region, the velocity decreases linearly,
v = ay, in accordance with the characteristic of stagnation flow, where a = dv/dy
is the velocity gradient. However, as the flow enters the preheat region, intense
heating and thereby thermal expansion reverse the decreasing trend and cause
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y,v

Figure 7.6.7. Schematic showing a typical counterflow, twin-flame configuration.

the velocity to increase. Eventually, upon almost complete heat release, the velocity
decreases again as it approaches the stagnation surface.

From such a velocity profile we can determine the velocity gradient a, the minimum
velocity point, vmin, which can be approximately identified as a reference flame speed
(su,ref) at the upstream boundary of the preheat zone where the flame is stabilized,
and the maximum velocity point, vmax, which can be approximately identified as
a reference flame speed at the downstream boundary of the reaction zone. These
values can also be considered to be obtained under adiabatic conditions because the
upstream heat loss for the nozzle-generated flow is small while the downstream heat
loss is also small due to symmetry. Small amount of radiative heat loss is of course
always present.

Similar to the propagating spherical flame, the stagnation flame is also stretched,
but now by the nonuniform flow whose stretch intensity is represented by the velocity
gradient a. A plot of vmin versus a shows that the variation is approximately linear
for small values of a, as shown in Figure 7.6.9. Thus, by extrapolating vmin to zero
a, the intercept of vmin at a = 0 can be identified as so

u , evaluated at the upstream
boundary, because both heat loss and flow nonuniformity effects are eliminated.

Stagnation 
plane

y

a =
dv

dy

vmin

vmax

v

Figure 7.6.8. A typical axial velocity profile for one of the flames in the counterflow, twin-flame
configuration.
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Figure 7.6.9. Determination of the laminar flame speed, so
u , through linear extrapolation to zero

stretch by using the counterflow, twin-flame method.

Higher-order analysis has shown that the variation is slightly nonlinear for small a
(Tien & Matalon 1991). This inaccuracy can be minimized by increasing the nozzle
separating distance so that the flame can be better approximated as a surface. Alter-
natively, Vagelopoulos and Egolfopoulos (1998) achieved a flame segment of zero
stretch by impinging a Bunsen flame onto a flat plate so that the resulting positively
stretched stagnation flow neutralizes the negatively stretched flame tip.

7.6.5. Numerical Computation
Computational simulation is attractive for two reasons. First, the model of simulation
truly conforms to the one in which the laminar burning velocity is defined. Second,
such a simulation will also resolve the flame structure in terms of its temperature
profile and concentration profiles of all the species including the radicals.

As is true with all computational simulations, a simulation is only as accurate and
meaningful as the information supplied to the simulation program. For the present
problem, there are three components constituting such a computational simulation
program. The first is the numerical algorithm used to solve the conservation equa-
tions. This component is believed to be quite reliable as far as laminar flame calcula-
tion is concerned. The second is the specification of the transport properties and the
thermochemical data, namely the specific heat, the heat of formation, and the entropy,
of the various species, as discussed in Chapters 1 and 4. These values are considered
to be quite well known for the major and stable species, although considerable un-
certainty still exists for some of the unstable species. The third component is the data
base for the chemical reaction schemes and the associated kinetic constants of the
individual elementary reactions. This is the most uncertain, and definitely weakest
part of the simulation. At present probably only the oxidation schemes of hydrogen,
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carbon monoxide, and methane are considered to be reasonably well established,
as far as the laminar burning velocity calculation is concerned. In fact, the kinetic
information on many reactant systems is so meager that the experimental burning ve-
locity data have been used to help evaluate the kinetic constants through comparison
with the computed results. It is clear that such a comparison and extraction of kinetic
information are meaningful only if the experimental data are accurate.

7.6.6. Profile-Based Determination
The various methods discussed above all involve the direct determination of the
laminar flame speed as a global response of the flame. Alternatively, the flame speed
can also be indirectly determined through knowledge of the profiles of the velocity
and reacting scalars across the flame. The basic concept can be readily appreciated by
considering, say, Eq. (7.3.1), from which we can express the laminar burning flux as

f o = qcw + λd 2T/dx 2

cpdT/dx
, (7.6.10)

where w = w(Y, T). This relation holds for all x across the flame structure, requiring
only the local profiles of T(x) in order to evaluate the gradient terms, and T(x) and
Y(x) to evaluate the reaction term w(Y, T).

Another approach is to integrate Eq. (7.3.1) from x = −∞ to ∞, resulting in

f o = qc

cp (To
b − Tu)

∫ ∞

−∞
w(Y, T)dx (7.6.11)

from which f o can be evaluated by determining the profiles of T(x) and Y(x). Flame
speeds determined using relations analogous to Eqs. (7.6.10) and (7.6.11) are respec-
tively called displacement speed and consumption speed.

Approach of this nature was originally used by Burgoyne and Weinberg (1954),
who determined the complete thermal and dynamic structure of a flat-burner flame
based on only the measured temperature profile across the flame. Recent advances
in computation allows for more detailed specifications of the diffusion and reac-
tion terms. The evaluation has also used the conservation of a particular species i ,
Eq. (7.3.2), to track the evolution of the chemical structure. For flames of complex
geometry propagating unsteadily in an equally complex flow, as in the case of laminar
flamelets embedded within a turbulent flame structure, relations similar to the above
expressions can be defined, and evaluated, for the experimentally or computationally
determined instantaneous mass flux entering some isovalue level surfaces within the
structure of these laminar flamelets (Im & Chen 2000; Poinsot & Veynante 2005).
For such situations evaluation of the differential and integral terms in Eqs. (7.6.1)
and (7.6.2) is to be conducted in the direction normal to the flame front, while the
flame speeds so determined are also affected by aerodynamic stretch. The primary
interest in such studies is the understanding and quantification of the burning rates
of these flamelets and their influence on the turbulent burning intensity, rather than
the determination of the laminar burning fluxes.
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Figure 7.7.1. Calculated adiabatic flame temperatures and measured laminar flame speeds of at-
mospheric methane–air mixtures.

7.7. DEPENDENCE OF LAMINAR BURNING VELOCITIES

Out of the various methods of flame speed measurement presented above, the
Bunsen burner method with contoured nozzle, the flat flame method with heat ex-
traction, and the stagnation flame method have been extensively used for flame
speed determination for atmospheric and near-atmospheric flames, while the spher-
ical flame method has been used for both atmospheric and high pressure flames.
Extensive investigations have been conducted on the dependence of the flame speed
on the various physicochemical parameters of the mixture; the results are sum-
marized in the following. In presenting these results, we shall reserve the symbol
so

u only for data closely conforming to the requirements of the standard premixed
flame.

7.7.1. Dependence on Tad and Le
As expected, adiabatic flame temperature through the Arrhenius kinetics exerts a
dominant influence on the laminar burning velocity. Since Tad is directly controlled
by the heat of combustion, fuels with larger heats of combustion tend to propagate
a flame faster. Indeed, the clear evidence of such a strong dependence is the close
correlation between so

u and Tad, as shown for methane–air flames in Figure 7.7.1. It
is seen that the two responses not only have the same shape, but they also peak on
the rich side, at equivalence ratios that are close to each other. Furthermore, for the
same Tad, the laminar flame speeds of the lean mixtures and rich mixtures are quite
close to each other.

The above correspondence is however sufficiently offset for hydrogen–air flames,
for which Tad peaks at φ = 1.07 while so

u peaks at about φ = 1.75, as shown in
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Figure 7.7.2. Calculated adiabatic flame temperatures and measured laminar flame speeds of at-
mospheric hydrogen–air mixtures.

Figure 7.7.2. This sufficiently off-stoichiometric rich peaking of so
u is a consequence

of the highly diffusive nature of hydrogen. Specifically, since so
u ∼ √

Le, and since the
freestream Le for sufficiently lean and rich hydrogen–air mixtures are 0.33 and 2.3
respectively, the effect of Le is to reduce so

u on the lean side but increase so
u on the

rich side, leading to the observed rich shifting of the peaking.
Figures 7.7.3 and 7.7.4 show the measured so

u for n-alkanes. It is seen that the values
of so

u for methane, ethane, and propane increase in that order, although the increase
is smaller from ethane to propane than from methane to ethane. This diminishing
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Figure 7.7.3. Measured laminar flame speeds of methane, ethane, and propane in air.



P1: JZP
0521870526c07 CUFX045/Law Printer: cupusbw 0 521 87052 6 July 19, 2006 17:12

7.7. Dependence of Laminar Burning Velocities 277

0

10

20

30

40

50

0.6 0.8 1.0 1.2 1.4 1.6 1.8

n-Heptane
n-Hexane
n-Pentane
n-ButaneL

am
in

ar
 F

la
m

e 
S

pe
ed

, s
u

(c
m

/s
)

o

Equivalence Ratio, φ

Figure 7.7.4. Measured laminar flame speeds of n-butane, n-pentane, n-hexane, and n-heptane
in air.

trend subsequently leads to the result of Figure 7.7.4, showing that the differences
between butane, pentane, hexane, and heptane are basically indistinguishable. These
results are similar to those for Tad shown in Figure 7.7.5, hence demonstrating again
the dominant influence of Tad on so

u .

7.7.2. Dependence on Molecular Structure
Next to the adiabatic flame temperature, the molecular structure of the fuel could
also have a strong influence on the laminar flame speed. To assess the extent of such
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Figure 7.7.5. Calculated adiabatic flame temperatures for varies alkanes.
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Figure 7.7.6. Calculated laminar flame speeds of ethane, ethylene, and acetylene with the oxidizer
being: (a) air; (b) nitrogen-diluted air such that the adiabatic flame temperatures of the stoichio-
metric ethylene and acetylene mixtures match that of the ethane–air mixture.

an influence, we compare the computed laminar flame speeds of ethane, ethylene, and
acetylene with air at atmospheric pressure, recognizing that the chemical reactivity
increases from ethane to acetylene. Figure 7.7.6a shows that the laminar flame speeds
indeed increase in this order.

Such a comparison, however, is not conclusive because of the corresponding in-
crease in the adiabatic flame temperatures for these three fuels. Therefore for an
unambiguous assessment, the laminar flame speeds of ethylene and acetylene are
calculated with nitrogen dilution to such an extent that the adiabatic flame tem-
perature of the respective stoichiometric mixture matches that of the ethane–air
mixture. This eliminates the flame temperature effect for the stoichiometric mixture
and minimizes it for the off-stoichiometric mixtures. Figure 7.7.6b then shows that the
laminar flame speeds still increase substantially in the order of ethane, ethylene, and
acetylene, hence demonstrating the influence of the molecular structure of the fuel.

7.7.3. Dependence on Pressure
Figure 7.7.7a, obtained for methane–air flames, shows that for a given φ, so

u decreases
with increasing pressure. Since the eigenvalue for flame propagation is f o = ρuso

u

instead of so
u alone, the data of Figure 7.7.7a are replotted in Figure 7.7.7b for f o.

It is then seen that f o increases with pressure. Figure 7.7.8 shows the similar be-
havior for hydrogen–air flames. This is an important observation because it has
been suggested in the literature that the decreasing trend of so

u with pressure, for
a given φ, is a manifestation of the fundamental importance of the pressure-sensitive
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chain mechanisms in the flame propagation process. Take the H–O2 reactions as an
example. As discussed previously, reaction (H1): H + O2 → OH + O is a two-body,
temperature-sensitive branching reaction, while reaction (H9): H + O2 + M →
HO2 + M is a three-body, temperature-insensitive, inhibiting reaction. Hence by
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Figure 7.7.9. Computed overall reaction order, n, for (a) methane–air flames, and (b) hydrogen–air
flames, showing decreasing and then increasing n with increasing pressure, as well as the existence
of negative values.

fixing φ, Tad and thereby the intensity of (H1) are approximately fixed, while by in-
creasing pressure, (H9) is enhanced relative to (H1) because three-body reactions
are favored over two-body reactions as pressure increases. A retarding effect is there-
fore imposed on the overall progress of the reaction with increasing pressure. What
is shown in Figures 7.7.7b and 7.7.8b is that, although the chain-termination reactions
indeed become more important with increasing pressure, the effect is not sufficiently
large to be responsible for the observed decreasing trend of so

u , which is actually
caused by the increasing density, ρu, with increasing pressure.

The pressure effect of the chain mechanism can be identified and quantified
through the overall reaction order n, which can be locally defined according to the
relation f o ∼ pn/2, assuming negligible dependence of the thermodynamic and trans-
port properties of f o on p, such that

n = 2
(

∂ ln f o

∂ ln p

)
Tad

. (7.7.1)

Figure 7.7.9a shows the calculated n as a function of p for methane–air flames
of φ = 0.8, 1.0, and 1.4; note that the φ = 0.8 and 1.4 flames have about the same
Tad of 2,000 K, while Tad = 2230 K for φ = 1.0. It is seen that for all values of φ,
n first decreases and then increases with increasing pressure. An analysis of the
sensitivity of so

u to the individual reactions shows that the progressive importance of
the termination reactions (H9) and H + CH3 + M → CH4 + M, as compared to that
of the main branching reaction (H1), causes the initial decrease in n. With further
increase in pressure, the branching reaction HO2 + CH3 → OH + CH3O becomes
important. It reactivates HO2 and, hence, contributes to the subsequent increase in
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n by supplying the flame with the OH radical, which is further used by the chain-
carrying step CO + OH → CO2 + H.

Figure 7.7.9b shows the overall reaction orders for hydrogen–air flames with
φ = 0.52, 1, and 3.0, such that the Tad for the lean and rich flames have approximately
the same value of 1,770 K. The Tad forφ = 1 is 2390 K. The behavior is again nonmono-
tonic, but now the minimum n takes place at higher pressures. Sensitivity analysis
shows that the initial decrease of n with pressure is due to the competition between
(H1) and (H9). However, as pressure further increases, the HO2 reactions gener-
ate new radicals through HO2 + HO2 → H2O2 + O2, H2O2 + M → 2OH + M, and
HO2 + H → 2OH. This mechanism for the recovery of n with pressure is completely
analogous to that of the explosion limits for H2–O2 mixtures.

There are three additional observations for the values of the overall reaction order.
First, n seems to approach a value close to 2 with decreasing pressure, especially for
the hydrogen–air flames. This is reasonable because as pressure decreases, two-body
reactions dominate, not only when compared to three-body termination reactions but
also as a consequence of the low-pressure behavior of the Lindemann mechanism.
Second, based on the consideration of chain mechanism alone, n should be smaller
than 2. This is because while the order of a termination reaction can be 3, its effect on
the overall reaction order, which indicates the progress of reaction with increasing
pressure, is negative. Third, for weakly burning flames, n can assume negative values,
as in the case of the φ = 0.52 H2–air flames, providing evidence that the burning
intensity of weak mixtures can actually decrease with increasing pressure. We have
anticipated some aspects of the above observation in Section 2.1.7.

An overall activation energy, Ea , can also be determined through the relation
f o ∼ exp(−Ea/2RoTad),

Ea = −2Ro
[

∂ ln f o

∂(1/Tad)

]
p
. (7.7.2)

Figures 7.7.10a and 7.7.10b show that Ea can vary substantially with pressure. This
is again due to the competition between branching and termination reactions with
increasing pressure.

The numerical calculation yields the temperature profile across the flame, from
which a characteristic flame thickness �o

D can be defined. Figures 7.7.11a and 7.7.11b
respectively show the calculated �o

D for the methane–air and hydrogen–air flames,
with �o

D determined by the FWHM of the temperature gradient profile. It is seen
that �o

D monotonically decreases with p for all methane–air flames, although the
decrease is rather small at higher pressures. Furthermore, for the weakly burning
hydrogen–air flames of φ = 0.52, there is a range in p over which �o

D attains a slight
local minimum. The result that the flame thickness becomes insensitive to pressure
at higher pressures, and actually may not steadily decrease with increasing pressure,
could be an important consideration in the study of flame phenomena under high
pressures (Law 2006).
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Figure 7.7.10. Computed overall activation energies, Ea , for the (a) methane–air flames, and (b)
hydrogen–air flames of Figure 7.7.8.

7.7.4. Dependence on Freestream Temperature
The upstream temperature affects the flame speed in three ways. The first factor is
through the adiabatic flame temperature Tad = Tu + (qc/cp)Yu, which influences the
reaction rate. For low and small changes in the upstream temperature the influence
is not expected to be strong because the chemical heat release, represented by qc,
is much larger than the thermal energy contained in the upstream flow. For larger
values of Tu the dependence is more sensitive because of the Arrhenius factor.
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The second factor is due to the change in the transport properties. From the
constant property derivation we have f o ∼ (λ/cp)1/2. Since λ/cp ∼ Tγ , with γ < 1,
the temperature dependence through transport property variation is only mildly
sensitive.

The third factor is through the change in density. That is, for a given mass flow rate
f o = ρuso

u ∼ so
u/Tu, increasing Tu will lead to a corresponding increase in so

u . This
effect is eliminated by considering f o instead of so

u .
Figure 7.7.12 shows some calculated so

u and f o for stoichiometric methane–air
mixtures. The f o curve shows that the combined effect of the Arrhenius factor and
transport properties is somewhat linear. The curvature in so

u is then mostly due to the
density variation.

7.7.5. Dependence on Transport Properties
The laminar burning flux f o varies linearly with (λ/cp)1/2 and Arrheniusly with
the flame temperature, which depends on the specific heat of the gas. These re-
lations have been demonstrated by the measured and computed flame speeds of
methane in different oxygen–inert mixtures, in which different inerts were used
while the oxygen-to-inert molar ratio was fixed at 0.21/0.79. Figure 7.7.13 shows
that the burning fluxes vary in the order of ( f o)He > ( f o)Ar > ( f o)N2 . The reason
being that whereas He and Ar have the same specific heat (per mole), He is lighter
and therefore has a higher λ/cp because of the higher thermal conductivity coeffi-
cient; therefore ( f o)He > ( f o)Ar. Similarly, whereas Ar and N2 have similar thermal
conductivity coefficients because their molecular weights do not differ much, Ar,
being monatomic, has a smaller specific heat and hence a higher flame temperature.
Consequently ( f o)Ar > ( f o)N2 .
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7.8. CHEMICAL STRUCTURE OF FLAMES

It is instructive to recapitulate what we have studied so far on the standard premixed
flame. We have focused on the theoretical derivation and experimental determina-
tion of the laminar burning velocity. The derivation is based on a flame structure
that consists of a broad, diffusive-convective, preheat zone, followed by a much
narrower diffusive-reactive zone within which a one-step, large-activation-energy
reaction takes place, with the attendant heat release. Hence chemical activation and
heat release occur in the same narrow region at the downstream end of the flame
structure. We subsequently presented the experimentally and computationally de-
termined laminar burning velocities (in the latter case detailed chemistry was used)
and interpreted these data on the basis of the theoretically derived expression for
the laminar burning velocity. It was emphasized that chain mechanisms, which are
inherently multistepped, can profoundly affect the overall kinetic parameters used
by the theory. Such an understanding not only points to the quantitative and for
certain situations qualitative inadequacy of the one-step reaction used in the for-
mulation, but it also argues against the physical realism of the associated two-zone
flame structure for three reasons. First, since chain mechanisms frequently consist of
large-activation-energy branching reactions that are temperature sensitive, and ter-
minating reactions that may not be temperature sensitive, as noted earlier, a chain
mechanism may spread out over the entire flame structure, with the terminating re-
actions being effective also in the relatively low-temperature, preheat zone. Second,
since some of these terminating reactions can be highly exothermic, the heat re-
lease profile within the flame structure is correspondingly affected. Third, chemical
activation is purely thermal in nature for the one-step reaction, and occurs at the
downstream end of the preheat zone where the temperature is close to that of the
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flame. However, from our studies of kinetic mechanisms we know that chemical ac-
tivation is frequently initiated through the agency of radicals. These radicals can be
produced in the high-temperature region of the flame structure and back diffuse to
the colder region to initiate the reaction. This again implies the need for a more
detailed description of the reaction mechanism and hence flame structure beyond
that of the one-step.

In the following we shall first discuss the chemical structure using detailed mech-
anisms. Both the standard premixed flame and the counterflow nonpremixed flame
will be studied and contrasted, after a brief discussion of the experimental aspects of
studying the flame structure. We shall demonstrate that while homogeneous kinetics
is preserved in the diffusive environment of flames, species transport plays an essen-
tial role in the flame structure. We shall then present results of the flame structure
analysis based on reduced mechanisms, obtained by using asymptotics.

7.8.1. Experimental Methods
Although we shall conduct the following discussion on the chemical structure of
flames based on calculated results, experimental studies have contributed essentially
to our understanding of the fuel oxidation kinetics and the resulting flame structure.
In particular, although studies of chemistry are best conducted in homogeneous
systems such as the shock tube, flow reactor, and well-stirred reactor, the chemi-
cal structure of laminar flames provides additional information and scrutiny on the
validity and completeness of the mechanism as it is subjected to environments of
extensive variations in temperature and composition.

A flame structure is defined by its velocity, temperature, species, and reaction rate
profiles. Experimental techniques developed for flame structure studies can be clas-
sified as either intrusive or nonintrusive. In terms of intrusive measurements, flow
field, thermal structure, and species profiles can be respectively determined using hot
wire velocimetry, thermocouple, and probe sampling (see, for example, Fristrom &
Westenberg 1965; Gaydon & Wolfhard 1970). These techniques are relatively simple
in design and usually inexpensive to acquire, although they have many limitations
and their execution also requires skill and care. In general, the insertion of a mea-
suring probe alters the flame structure and its properties at the location where the
measurement is conducted, especially in view of the thinness of the flame and the fi-
nite dimension of the probe. Furthermore, hot wire velocimetry cannot be applied to
flame studies because of the high temperature of the environment. For thermocouple
measurements, there can be substantial uncertainty in the correction due to radiative
and conductive heat loss. Furthermore, the heat release due to possible catalytic re-
actions at the thermocouple surface can also lead to higher measured temperatures.
Although this catalytic effect can be mostly eliminated by coating the thermocouple,
the coating increases its thickness and thereby disturbance to the flow field. For gas
sampling of the species composition, and its subsequent analysis by using for exam-
ple gas chromatography, it is essential that all chemical reactions are quenched, say
through rapid expansion, once the sample is extracted by the probe.
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Regarding nonintrusive, optical measurements, the most straightforward approach
is imaging based on high-speed or multiple-exposure photography coupled to shad-
owgraph, schlieren, and interferometry. The possibility multiplies when laser is used
as the light source, capitalizing on properties of light scattering, absorption, and
emission, and based on the principles of linear and nonlinear optics. The probing
can be spatially single point or multidimensional imaging, and temporally single
pulse or continuous. As examples, the flow field can be quantified by laser Doppler
velocimetry and particle image velocimetry, as mentioned earlier, while tempera-
ture can be measured via interferometry, Raman spectroscopy, coherent anti-Stokes
Raman scattering (CARS), Rayleigh scattering, and laser induced fluorescence
(LIF). Raman spectroscopy and CARS are also used to determine the major species
concentrations, while LIF is suitable for the detection of minor species. These laser-
based techniques provide fine spatial and temporal resolution without disturbing
the flame structure, although their setup can be quite costly and involved. In addi-
tion, sophisticated post-processing procedure may be required. Finally, there are also
physical processes affecting the fidelity of laser diagnostics that have to be taken into
account, such as thermophoretic effects on the seeding particles in LDV and PIV,
line broadening in Raman spectroscopy, and collisional quenching in LIF. Eckbreth
(1996), Wolfrum (1998), Kohse-Höinghaus and Jeffries (2002), and Kohse-Höinghaus
et al. (2005) provide comprehensive literature on the principles of laser diagnostics
in combustion.

7.8.2. Detailed Structure
7.8.2.1. Premixed Flames: We first study the calculated structure of the standard
premixed flame of a stoichiometric hydrogen–air mixture at one atmosphere pressure
and room temperature, obtained by using the detailed mechanism of Kim, Yetter and
Dryer (1994), listed in Table 3.1. Specifically, Figure 7.8.1a shows the profiles of the
major species (H2, O2, and H2O); Figure 7.8.1b the minor species (H, O, OH, HO2,
and H2O2); Figure 7.8.2a the total heat production rate, and the fractional amount of
heat release; Figure 7.8.2b the molar production rates of H, H2, O2, and H2O; Figure
7.8.3a the rates of key reactions involving the radicals H, O, and OH that account for
the consumption of H2 and O2; and Figure 7.8.3b the heat production rates of the key
exothermic and endothermic reactions. The temperature profile is superimposed in
selected figures in order to provide a direct indication of the thermal environment
experienced by the various flame properties.

Figure 7.8.1a shows that, due to the higher diffusivity of H2 as compared to O2

as well as heat, H2 has a thicker diffusion zone than those of O2 and T. This higher
diffusivity actually causes a “bump” in the mole fraction of O2 because of the rapid
reduction in the concentration of H2 as the mixture approaches the active reaction
zone.

The active reaction zone, which approximately spans between 0.04 and 0.1 cm,
can be considered to consist of two layers, namely a leading, H consumption layer,
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Figure 7.8.1. Chemical structure of the stoichiometric hydrogen–air premixed flame at standard
conditions: (a) major species, and (b) minor species; temperature profile superimposed.

followed by an H production layer, as shown in Figure 7.8.2b. The H consumption
layer coincides with the concentration profile of HO2 shown in Figure 7.8.1b, which
is the first noticeable radical as the freestream mixture enters the active reaction
zone of the flame. However, while the emergence of HO2 is also the indication of
the initiation of the reaction zone for the ignition of a homogeneous H2–air mixture,
as discussed in Section 3.2, the production of HO2 for the present flame case is not
through reaction (−H10): H2 + O2 → HO2 + H. Rather, it is through reaction (H9):
H + O2 + M → HO2 + M, with H generated in the downstream, high-temperature
layer through reactions (H2): O + H2 → H + OH and (H3): OH + H2 → H + H2O,
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Figure 7.8.2. Chemical structure of the stoichiometric hydrogen–air premixed flame at standard
conditions: (a) total heat release rate, fractional heat release, and temperature, and (b) production
rates of the major species and H.

and back diffuses to react with O2 in the incoming H2–air mixture, as shown in
Figure 7.8.2b. Consequently, the H production layer coincides with the reaction rate
profiles of (H2) and (H3) in Figure 7.8.3a. Figure 7.8.1b also shows that the concen-
tration profile of H2O2 slightly lags that of HO2 because the production of H2O2

requires the presence of HO2. Furthermore, comparing the reaction rate profile of
(H9) with the temperature profile, it is seen that the temperature at which (H9) is
activated is close to that of the freestream. This is reasonable because the activation
energy for (H9) is zero.
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Figure 7.8.3. Chemical structure of the stoichiometric hydrogen–air premixed flame at standard
conditions: (a) rates of key reactions involving H, O, and OH that account for the consumption of
H2 and O2, and (b) heat production rates of key exothermic and endothermic reactions.

Next, we note from Figure 7.8.2b that the consumption of H2 and O2 and the
generation of H2O range over the entire reaction zone including both the H produc-
tion and consumption layers, with the ratio of their maximum rates in approximate
stoichiometric proportion. The major consumption of H2 is through (H2) and (H3),
while that of O2 is dominated by (H1): H + O2 → O + OH, as shown in Figure 7.8.3a.
The “bumps” in their respective leading segments are consequences of reactions
involving HO2 that produce H2, O2, and H2O, namely (H13): HO2 + OH → H2O +
O2 and (H10): HO2 + H → H2 + O2.
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Figure 7.8.3b shows that the major exothermicity is contributed by (H9) and (H11):
HO2 + H → OH + OH in the H consumption layer, by (H3) in the H production
layer, and by (H8): H + OH + M → H2O + M, which constitutes a long tail in the
post active-reaction zone. The magnitudes of their maximum heat release rates are in
the order of (H9) ≈ (H3) > (H11) ≈ (H8). The major endothermic reaction is also
the major chain-branching reaction (H1), as expected. Comparing these heat release
rate profiles with those of the thermal parameters in Figure 7.8.2a, it is seen that the
maximum heat release peaks at about 800 K, in the hydrogen radical consumption
layer. Furthermore, about 30 percent of the total heat has already been released at
the downstream boundary of this layer, where the temperature is about 1,000 K.
Chemical activation, corresponding to the maximum production rate of H, occurs
around 1,350–1,400 K, which is to be contrasted with the adiabatic flame temperature
of 2,380 K.

The chemical structure that has emerged is therefore very different from that
prescribed by the one-step reaction with large activation energy. It is shown that
reactions of importance occur throughout the flame structure, that the H radical
required by reaction (H9) at the leading edge of the flame is produced downstream
and is made available to (H9) through back diffusion, that the maximum heat release
occurs at the front of the active reaction zone instead of toward the back, and that
substantial amount of chemical heat has already been released in the moderately
low-temperature region of the flame.

7.8.2.2. Nonpremixed Flames: To contrast the difference in the chemical structure
between premixed and nonpremixed flames, we now discuss the calculated chemical
structure of a counterflow nonpremixed flame of hydrogen versus air at 1 atm pres-
sure and with a strain rate of 300 s−1. Specifically, Figure 7.8.4a shows the profiles
of the major species (H2, O2, and H2O); Figure 7.8.4b the minor species (H, O, OH,
HO2, and H2O2); Figure 7.8.5a the production rates of the important species (H,
O, OH, H2, O2, and H2O); Figures 7.8.5b and 7.8.6a the rates of the key reactions
accounting for the consumption of H2 and O2, and Figure 7.8.6b the rates of the key
exothermic and endothermic reactions. The temperature profile is again superim-
posed in selected figures to relate the relevant reactivity parameters to the thermal
environment. Figure 7.8.4a then shows that the bulk temperature profile including its
peak is located on the oxidizer side of the stagnation surface, indicated by an arrow
at ∼ 0.5 cm. This is a result of the stoichiometry for the reaction between hydro-
gen and air. Elevating the oxygen concentration will shift the flame toward the fuel
side.

Figure 7.8.4a further shows that while hydrogen and oxygen are initially separated,
there is an interfacial region (from ∼ 0.7 to 0.8 cm) within which they coexist and
the maximum heat release rate peaks (Figure 7.8.6b). Furthermore, the temperature
and product H2O peak slightly on the fuel side of this region. Comparing Figures
7.8.4a and 7.8.4b shows that the chemical structure of the flame, as represented by
the span of the profiles of the radicals, is much broader (from 0.5 to 0.85 cm). In fact,
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Figure 7.8.4. Chemical structure of a counterflow nonpremixed flame of hydrogen versus air at
standard conditions: (a) major species, and (b) minor species; temperature profile superimposed.
Vertical arrow indicates location of the stagnation surface.

the chemical structure basically overlaps with the thermal structure given by the
temperature profile. On the other hand, the reaction rate profiles in Figures 7.8.5a,
7.8.5b, 7.8.6a, and 7.8.6b show that they mostly span a region slightly thicker than
the interfacial region, between 0.65 and 0.85 cm, although the bulk of the profiles
are located within this interfacial region. Consequently we can identify this region as
the active reaction zone. Low-level reactivity, however, does occur throughout the
flame structure, implying that substantial reaction takes place in the low-temperature
region of the flame.

Let us now be more specific with the role of the individual reactions. Figure 7.8.5a
shows that there is a slight shift in the locations between the maximum consumption
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Figure 7.8.5. Chemical structure of a counterflow nonpremixed flame of hydrogen versus air at
standard conditions: (a) production rates of the important species (H, O, OH, H2, O2, and H2O),
and (b) rates of some key reactions for the consumption of H2.

rates of H2 and O2, which is to be contrasted with the case for the premixed flame for
which their locations basically coincide. Their maximum values, however, are still in
stoichiometric proportion. Furthermore, it is seen that H is produced on the H2 side
and consumed on the O2 side of the flame structure, while the opposite holds for O
and OH. These are expected according to reactions (H1) to (H3) in the production
and consumption of these radicals.

Figure 7.8.5b shows that (H2) and (H3) are the dominant reactions leading to
the consumption of H2 and production of H, as expected, and that there is a slight
production of H2 via (H10) on the oxygen side where HO2 peaks. Similarly, Figure
7.8.6a shows that (H1) and (H9) are the major reactions that consume O2, producing



P1: JZP
0521870526c07 CUFX045/Law Printer: cupusbw 0 521 87052 6 July 19, 2006 17:12

7.8. Chemical Structure of Flames 293

-0.0030

-0.0025

-0.0020

-0.0015

-0.0010

-0.0005

0.0000

0.0005

0.4 0.5 0.6 0.7 0.8 0.9 1.0

H2 versus Air, a =300 s -1

HO2+O=O2+OH

HO2+OH=H2O+O2

R
ea

ct
io

n 
R

at
e 

(m
ol

e/
cm

3 -
se

c)

O2

H+O2=O+OH

H+O2+M=HO2+M

HO2+H=H2+O2

(a)

-200

-100

0

100

200

300

400

500

0

100

200

300

400

500

600

700

0.4 0.5 0.6 0.7 0.8 0.9 1.0

2

H
ea

t R
el

ea
se

 R
at

e 
(J

/c
m

3 -
se

c)
T

otal H
eat R

elease R
ate (J/cm

3-sec)

Distance from Fuel Nozzle (cm)

H+H+M=>H2+M

H+O2=>O+OH

OH+H+M=>H2O+M

OH+H2=>H2O+H

H+O2+M=>HO2+M

HO2+H=>OH+OH

(b)

Figure 7.8.6. Chemical structure of a counterflow nonpremixed flame of hydrogen versus air at
standard conditions: (a) rates of some key reactions accounting for the consumption of O2, and
(b) heat production rates of the key exothermic and endothermic reactions.

O and OH through the former and HO2 through the latter. Furthermore, all reactions
related to HO2 are close to the oxygen side.

Figure 7.8.6b shows that the major heat release reactions are the same as those for
the premixed flame, although the order of their relative magnitudes is now changed
to (H8) > (H3) ≈ (H9) > (H11). Furthermore, (H8) and (H3) peak toward the hy-
drogen side of the flame, while (H9) and (H11) peak toward the oxygen side. This
is reasonable in that (H3) and (H9) respectively require H2 and O2, while (H8) and
(H11) respectively need the production of H on the hydrogen side and HO2 on the
oxygen side. The major endothermic reaction is still (H1), as in the premixed case.
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It is also of interest to note the low-level, long-range presence of (−H5): H + H +
M → H2 + M into the upstream of the H2 flow, even the temperature of the flow is
fairly low and the reaction is that of three body, which requires high concentrations
of H. The reasons are that the reaction is temperature insensitive, and that the high
mobility of H enables it to diffuse rapidly upstream from the active reactive zone
where it is formed, giving it the broad concentration profile shown in Figure 7.8.4b.

The structure of the nonpremixed flame is therefore again one in which reactions
of significance take place throughout the flame, with substantial chemical activity
including heat release occurring in the relatively cold part of the flame, and that
transport is an essential mechanism in sustaining these reactions.

We close this section by emphasizing that we are only using this particular chemical
system, namely reactions involving H2 and O2 of certain concentrations and under
atmospheric pressure, to illustrate the complexity and richness of the flame struc-
ture that can emerge, and to demonstrate the rational manner through which such
structures can be studied. The structure will change for different thermodynamic
states of the reactants and for different fuels. For example, at higher pressures the
reactions involving HO2 and H2O2 will become more prominent, as discussed in
Chapter 3, while for methane oxidation the reaction (M3): CH4 + H → CH3 + H2

could replace (H9) as the key chain breaking step. Furthermore, the premixed flame
structure for lean and rich hydrocarbons could also be quite different. Thus care needs
to be exercised when studying situations with different experimental conditions or
fuel–oxidizer systems.

7.8.3. Asymptotic Structure with Reduced Mechanisms
The chemical structure of flames portrayed above demonstrates the inadequacy
of the one-step, large-activation-energy reaction in the description of the flame
structure. Since analytical study of the flame structure obviously is not amenable with
detailed reaction mechanisms, which consist of large numbers of reactions and
species, the concept of reduced mechanisms, discussed in Chapter 3, has been ex-
tensively exploited so as to capture the dominant influence of detailed mechanisms
beyond those of the one-step chemistry. Furthermore, in order for the analysis to be
tractable, the reduced mechanisms must necessarily be very small, consisting of only
a few semiglobal steps. These are discussed in the following (Williams 2000).

7.8.3.1. Reduced Mechanisms: For H2 oxidation, we have shown in Chapter 3 that
the simplest multistep reaction mechanism beyond the one-step reaction is a two-step
mechanism consisting of

3H2 + O2 � 2H2O + 2H (I)

H + H + M � H2 + M, (II)

which are basically reactions (II ′′) and (I ′) identified in Section 3.11. Studies
(Seshadri, Peters & Williams 1994) have shown that steps (I) and (II) primarily
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proceed at the rates of the elementary reactions (H1) and (H9) respectively. We
further recall that these semiglobal reactions were derived from the elementary re-
actions of the detailed mechanism by assuming quasi-steadiness of O, OH, HO2, and
H2O2, and as such their reaction rates are dependent on those of the elementary
reactions. The particular forms assumed by these semiglobal reactions also are not
unique since any linear combination of them would be equally valid. For example,
replacing (I) by 2H2 + O2 � 2H2O, obtained by adding (I) and (II), would result in
an equally valid mechanism. Frequently a particular choice is based on the physical
meaning that it conveys. Thus in the present representation step (I) can be consid-
ered to be chain branching in nature because two H atoms are produced, while step
(II) is chain terminating because they are then eliminated.

For CO oxidation (Wang, Rogg & Williams 1993), since the presence of H is
essential, its reduced chemistry consists of (I), (II), and the overall step

CO + H2O � CO2 + H2, (III)

which primarily proceeds at the rate of the elementary reaction (CO3): CO + OH �
CO2 + H.

For the oxidation of methane, which is the simplest hydrocarbon, a four-step mech-
anism has been developed (Peters & Williams 1987), consisting of (I) to (III) plus a
fuel-consumption step

CH4 + 2H + H2O � CO + 4H2, (IV)

which proceeds at the rate of the elementary reaction (M3). Since C2 species are not
considered in (IV), this reduced mechanism is expected to be applicable only to lean
to stoichiometric mixtures.

Step (IV) can be readily generalized to the consumption of other hydrocarbons.
We can thus express the reaction for, say, alkanes, CmH2m+2, as

CmH2m+2 + γ H +
[
β −

(
m + 1 + γ

2

)]
H2O +

{
m − α

2
− 1

2

[
β −

(
m + 1 + γ

2

)]}
O2

� αCO + βH2 + (m − α)CO2 (V)

where α, β, and γ respectively denote the number of CO and H2 produced and H
consumed.

The reduced mechanism for CO can be further simplified to a two-step mechanism
by assuming partial equilibrium for the water–gas shift reaction (III), while the CH4

mechanism can also be reduced to a two-step mechanism by further assuming H as
a quasi-steady species, yielding

O2 + 2H2 � 2H2O (VI)

CH4 + O2 � CO + H2 + H2O. (VII)

It has been shown (Peters & Williams 1987) that the rates of (VI) and (VII) are the
same as those of (III) and (IV) respectively.
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Extensive analyses have been performed for the structure of standard premixed
flames and counterflow nonpremixed flames of H2, CO, CH4, alcohols, and a number
of the higher hydrocarbons, using reduced mechanisms of two-, three-, and four-
step mechanisms (Smooke 1991; Peters & Rogg 1993; Seshadri & Williams 1994;
Seshadri 1996; Williams 2000). Such analyses typically involve identifying spatial
regions of different thicknesses and controlling reactions, and linking these regions
through appropriate matching conditions. However, unlike the asymptotic analysis
for the one-step overall reaction in which the reaction is localized to a thin region
by the large activation energy, the concept of large activation energy cannot be
applied to all the elementary reactions in a multistep reaction mechanism because
the activation energies for some of them are either zero or very small. It has therefore
been found that the useful parameters for distinguishing reaction layers of different
characteristics are the ratios of the rates of the various elementary reactions; this
approach is referred to as rate-ratio asymptotics.

The flame structure analysis with reduced mechanisms is usually very involved.
It is thus quite an accomplishment that useful analytical results such as the laminar
burning velocities of premixed flames, the extinction strain rates of nonpremixed
flames, and the formation of NOx in flames (Williams 2000) have been derived for
systems of such complexity. As an example of such analyses but without going into
detail, we shall consider the premixed and nonpremixed methane flames with the
four-step mechanism (I–IV) discussed above. Methane instead of hydrogen flame is
selected for illustration because while the latter is well suited for demonstration of
the salient features of the detailed structure because of the small number of reactions
and species involved, the assumed asymptotic structure of methane is qualitatively
similar and in addition is also simpler. Furthermore, the asymptotic structures of the
higher hydrocarbons have also been built upon that of the methane flame.

7.8.3.2. Premixed Flames: The methane flame structure (Figure 7.8.7) is assumed to
consist of three layers (Peters & Williams 1987), namely (1) the upstream chemically
inert preheat zone of O(1) thickness; (2) a thin, fuel consumption layer, also called
the inner layer, of O(δ) thickness; and (3) another thin, oxidation layer of thickness
O(ε); where (δ, ε)� 1. Downstream of the oxidation layer is the equilibrium, fully
reacted state of the mixture. Thus the single reaction zone structure for the one-
step overall reaction is now replaced by a two reaction zone structure, consisting
of the fuel consumption layer and the oxidation layer. To be more specific, in the
fuel consumption layer steps (I) and (IV) dominate, through which the primary fuel,
CH4, reacts with the H atom to form the secondary fuels, H2 and CO, while in the
oxidation layer these secondary fuels are converted to the products H2O and CO2

through steps (I) to (III). Since the characteristic reaction rate of step (IV) is much
faster than those of (II) and (III), the fuel consumption layer is thinner than that
of the oxidation layer, hence δ � ε. The H atoms needed for fuel consumption are
supplied through back diffusion from the oxidation layer. It may also be noted that
the major fuel consumption step, (M3), is in addition a chain-termination step. This



P1: JZP
0521870526c07 CUFX045/Law Printer: cupusbw 0 521 87052 6 July 19, 2006 17:12

7.8. Chemical Structure of Flames 297

CH4

T

CO

H2

Oxidation layer
Preheat layer

Inner layer

0 x

T0

Figure 7.8.7. Schematic illustrating the asymptotic structure of the methane–air premixed flame
(Williams 2000).

renders the analysis easier (Seshadri 1996) as compared to the hydrogen flame, for
which the major fuel consumption steps, (H2) and (H3), are not chain breaking.

As a “reality check,” Figures 7.8.8a and 7.8.8b respectively show the computed
profiles of the production rates of the major and minor species for a stoichiometric
CH4–air flame at the standard condition, obtained by using a detailed mechanism.
The profiles are qualitatively similar to those of the hydrogen flame, with the key
radical H produced in the downstream region and consumed in the upstream region of
the flame, while CH3 is produced in the upstream region through (M3). Consumption
of the fuel, CH4, however, is not localized in the upstream region where CH3 is
produced, and neither is the production of H2O localized to the downstream region.
Instead, their reaction rate profiles span the entire flame structure.

Having been alerted to the differences between the real and assumed flame struc-
tures, we nevertheless continue with the discussion on the asymptotic structure of
the methane flame. The inner layer, being very thin, has a characteristic tempera-
ture T0, which assumes a central role in the asymptotic analysis. Together with the
laminar burning velocity, they are the two most important parametric outcomes of
the analysis. This temperature is basically the crossover temperature for the reduced
mechanism, balancing the rates of branching and terminating reactions, and varies
with the system pressure. It is important because a flame structure obviously cannot
be established if the temperature in the inner layer is smaller than this value such
that terminating reactions will dominate. As a consequence of this implication, it
is then reasonable to anticipate that flame propagation ceases to be possible when
its flame temperature, Tb, is less than T0. In the absence of heat loss, Tb is just the
adiabatic flame temperature, To

b . This therefore sets a limit on the lean concentration
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Figure 7.8.8. Chemical structure of the stoichiometric methane–air premixed flame at standard
conditions: (a) major species, and (b) key radicals; temperature profile superimposed.

of a combustible mixture, which is known as the lean flammability limit of the given
fuel–oxidizer system. We shall return to the concept and prediction of flammability
limits in Section 8.5.

By further specializing to the two-step mechanism, Peters (1997) showed that T0

is given by the relation

[kH1(T0)]2 RoT0

kM3(T0)kH9
= 1.5p, (7.8.1)
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while the laminar burning flux is

( f o)2 = YF,u A(T0)
(

To
b − T0

To
b − Tu

)4

p2 (7.8.2)

for unity Lewis numbers, where A(T0) is essentially a function of the thermodynamic
and kinetic properties of the system through their dependence on T0. Equation (7.8.1)
shows the influence of the two pairs of chain-branching and chain-terminating reac-
tions on the crossover temperature, namely those of (H1) and (M3), and of (H1) and
(H9), as represented by the ratios of their respective rates, kH1/kM3 and kH1/kH9. The
unity exponent to p is due to the fact that the reaction rates of (H1), (M3), and (H9)
are respectively proportional to p2, p2, and p3. Thus their ratio through Eq. (7.8.1)
is p(4−2−3) = p−1, which becomes p when moved to the RHS. Equation (7.8.1) also
bears resemblance to that for the crossover temperature at the second explosion limit
of the H2–O2 system, as shown in Eq. (3.2.7), and therefore exhibits the same trend
of increasing T0 with increasing pressure. This in turn implies that the flame temper-
ature associated with the flammability limits will increase with increasing pressure,
hence rendering the mixture less flammable.

Equation (7.8.2) shows that the laminar burning flux vanishes as To
b → T0. Re-

alistically, the inevitable presence of loss mechanisms would have extinguished the
flame before this state is reached, rendering the flame to assume a finite burning flux
at the flammability limit. It also shows that f o varies with pressure in the manner of
(To

b − T0)2 p. Since the first factor decreases with increasing pressure, f o is expected
to first increase and then decrease with pressure.

It is further seen that f o varies quadratically with (To
b − T0), which could in turn

vary sensitively with To
b , especially when To

b → T0. To relate this behavior to the
Arrhenius dependence of f o for the one-step reaction formulation, an equivalent
activation energy, Ea , can be determined for the present problem by evaluating Eq.
(7.7.2) with f o given by Eq. (7.8.2), yielding

Ea

RoTo
b

≈ 4To
b

To
b − T0

, (7.8.3)

obtained by recognizing that Tu � T0. Using Ea , the corresponding equivalent
Zel’dovich number is given by

Ze = Ea(To
b − Tu)

Ro(To
b )2

= 4(To
b − Tu)

To
b − T0

. (7.8.4)

Since To
b varies with the mixture composition while T0 varies with the system pressure,

Ea , and therefore Ze, cease to be constants.

7.8.3.3. Nonpremixed Flames: Figure 7.8.9 shows the asymptotic structure of a
methane flame, with the mixture fraction Z as the independent variable. As dis-
cussed in Chapters 5 and 6, the structure of nonpremixed flames can be conveniently
studied using Z because the results are independent of the flame configuration.
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Figure 7.8.9. Schematic illustrating the asymptotic structure of a counterflow nonpremixed
methane–air flame (Williams 2000).

The flame structure that emerges from rate-ratio asymptotics (Seshadri & Peters
1988; Seshadri & Ilincic 1995) is quite similar to that of the premixed flame. Specif-
ically, the fuel consumption layer, controlled by step IV, is now on the fuel side of
the flame, while the oxidation layer is now the oxygen consumption zone on the air
side, where steps I to III occur. The structure analysis shows that the characteristic
temperature, T0, for the inner, fuel-consumption layer is again given by an expression
similar to Eq. (7.8.3) for the crossover temperature.

A particularly interesting result of the multistep kinetics is that the strong demand
of the radicals by step IV in the fuel consumption layer deprives the radicals needed
to consume O2 in the oxidation layer. Consequently, while there is no leakage of CH4

through the fuel consumption layer, there is considerable leakage of O2 through the
flame, as shown schematically in Figure 7.8.9, especially for near-extinction situations
when the flame is highly strained. This result, which is supported by experimental
observations (Smooke, Puri & Seshadri 1986), is contrary to the prediction of one-
step activation-energy asymptotics, which shows more fuel leakage than oxidizer
leakage for methane–air flames (Liñán 1974).

Efforts have been made to quantitatively compare and correlate the asymptotic
results, for both premixed and nonpremixed flames, with computed ones based on
detailed mechanisms through adjustments of parameters, for example, those in the
function A(T0). Extensive analyses have also been conducted using larger reduced
mechanisms in order to incorporate additional chemical information. However, due
to the complexity of the reaction mechanisms, reduced mechanisms at the level
amenable for analysis are inherently incapable to be comprehensive in their descrip-
tion of the flame structure and response, at least quantitatively. On the other hand,
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the analytical results that they provide no doubt represent major improvements over
those based on the one-step chemistry, removing some of the obviously erroneous
features of the flame structure and consequently leading to more realistic descriptions
of the flame response.

PROBLEMS

1. Derive Eqs. (7.1.14) and (7.1.15). Equating them at the CJ point results in a
relation between ( p̂, v̂),

p̂CJ = v̂CJ

(γ + 1)v̂CJ − γ
.

Thus together with Eq. (7.1.11), v̂CJ and p̂CJ can be explicitly determined. Show
that these are identical to Eqs. (7.1.20) and (7.1.21), as should be the case.

2. (a) From the first and second laws of thermodynamics, show that for a perfect
gas with constant specific heat, its entropy is given by

s = cp lnT − R lnp + constant.

(b) Show that the entropy change across a weak (M2
u − 1 � 1) hydrodynamic

shock (qc ≡ 0) is

sb − su

R
≈ 2γ

(γ + 1)3

(M2
u − 1)3

3
.

Since entropy always increases in an adiabatic flow, the above result suggests
the nonexistence of strong deflagrations, for which Mu < 1.

3. Derive the entropy variation along the Hugoniot of the reaction products of a
mixture of initial pressure pu and temperature Tu. Plot your result in the entropy-
specific volume plane. Show that the entropy is a minimum at the CJ detonation
state and maximum at the CJ deflagration state.

4. For the laminar flame propagation problem treated, show that the temperature
at which the maximum reaction rate occurs is smaller than the final, adiabatic
flame temperature To

b by a fractional amount To
b /Ta . Generalize this to show that

for an nth order reaction the amount is n(To
b /Ta). This supports our assumption

for the temperature distribution in the inner, reactive region.

5. If we define the reaction zone thickness as the distance between its downstream
boundary and the inflection point on the upstream, ascending branch of the
reaction rate profile, show that �o

R/�o
D = O(ε).

6. Derive asymptotically the laminar burning flux f o for a two-reactant, stoichio-
metric mixture. Assume Le = 1 and that the reaction is first order with respect
to both fuel and oxidizer.

7. Using the coupling function, derive the laminar burning flux f o for a one reactant
mixture with Le = 1 for the standard premixed flame propagation.
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8. Derive an equation for the surface of a Bunsen flame supported by a parabolic
flow issuing from a slot. Assume the burning velocity is fixed at so. Integrate over
the surface to obtain an average s according to s = V̇/A. Discuss the function
s/so.

9. The possible existence of a stationary, spherical premixed flame, called a flame
ball, in a quiescent combustible mixture of Yu, Tu, and Le was first postulated
by Zel’dovich. The existence was subsequently confirmed through microgravity
experimentation.

(a) Derive the coupling function of this system.

(b) Derive and sketch the temperature and concentration profiles of the flame
in the reaction-sheet limit, with a flame temperature Tf .

(c) Show that Tf and the reaction sheet location r f are respectively given by

T̃f = T̃u + 1
Le

r 2
f = λ/cp

2Le3ε 2 BCe−T̃a/T̃f
.
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8 Limit Phenomena

So far we have been concerned only with situations involving intense burning. In
this chapter we shall study the transition between burning and nonburning states,
namely phenomena involving ignition, extinction, flame stabilization and blowoff,
and flammability.

There are many practical situations exhibiting ignition and extinction phenomena
in our daily lives. For ignition, we can cite the striking of a match, turning on the gas
stove by a pilot light or spark discharge, firing within an internal combustion engine
through compressive heating or again by spark discharge, and the initiation of fires
and explosions in mines, grain elevators, and upon the rupturing of fuel tanks by
electric or frictional sparks. For extinction, we can cite firefighting through spraying
of water and chemicals and the quenching of chemical reactions by the relatively
cold wall of combustion chambers.

At the fundamental level, ignition can be achieved in one of two ways. One can
either supply an amount of heat to part or all of a combustible mixture. The supply
can be either momentary or continuous. The heated mixture responds Arrheniusly,
reacts faster, and produces more heat. At the same time, however, being hotter it
also tends to lose more heat to the walls and colder parts of the gas. Thus if the rate
of heat generation exceeds that of cooling, then an accelerative, runaway process
occurs that eventually leads to a state of intense burning. On the other hand if the
cooling is sufficiently fast so that the heat input from the ignition stimulus and the
subsequent chemical reactions can be drained away, then the ignition attempt is not
successful.

In the second ignition mode a sufficient amount of chain-branching radicals are
either supplied or produced. They will subsequently undergo branching, while at
the same time they can also be destroyed through some deactivating reactions or
collision with the wall. If chain branching dominates, a rapid rate of radical production
is achieved, which will eventually lead to thermal runaway, and therefore ignition,
through some exothermic reactions.

Similarly, flame extinction can be achieved by removing from the flame a certain
amount of the chain-carrying or branching radicals, or a certain amount of heat. The
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former can be achieved by introducing chemical inhibitants into the reaction region
or by placing the flame next to a surface that deactivates the radicals. The latter
can be achieved by reducing the reaction rate by blowing it with cold gas, cooling it
with a cold surface, or decreasing the reactant concentration or the system pressure,
to mention just a few possibilities. There are, of course, inherent loss mechanisms
associated with a flame, such as diffusive transfer of heat and radicals in the presence
of steep temperature and concentration gradients at the flame, and radiative heat
loss either from the high-temperature flame itself or the soot particles produced in
the flame region.

In Section 8.1 we shall initiate our study on ignition and extinction by first discussing
the practical phenomena of quenching distances and minimum ignition energies,
using the laminar flame thickness as the critical parameter governing their response.

We shall then proceed to analyze ignition and extinction phenomena with more
rigor, emphasizing their response to thermal influence described by the one-step
overall reaction. Thus from large activation energy considerations, ignition and ex-
tinction phenomena are highly abrupt and transient events; the term “transient” is
used here in the general sense of evolution, which may occur either in time or along
a flow. We illustrate this characteristic by studying the classical thermal explosion
theory that determines the transient ignition lag of a homogeneous mixture in which
diffusive processes are absent. Both the adiabatic and nonadiabatic situations will
be examined.

Ignition and extinction phenomena can also be studied from the steady-state view-
point. That is, instead of analyzing the transient ignition and extinction processes, we
ask whether steady-state solutions allowing for diffusive processes exist for either the
vigorously or weakly burning situations. Thus the relevant information to be gained
here is not how long it takes the system to ignite or extinguish, but rather whether
the system is ignitable or extinguishable. This concept will be demonstrated through
the S-curve analysis.

Thus by using the criticality test of ignitability and extinguishability, we shall first
study in Section 8.2 the ignition of a premixture by a hot surface from the thermal
point of view. This is the simplest situation possible involving premixtures and will
therefore be studied in detail, using asymptotic analysis, in order to demonstrate the
canonical nature of ignition induced by a one-step overall large activation energy
reaction. In Section 8.3 we shall computationally study the ignition of a hydrogen
jet by a counterflowing heated air jet, and through it show the intricate influence of
chemical chain mechanisms. The corresponding asymptotic theory for the ignition of
a nonpremixed system, say a cold fuel stream by a hot oxidizer stream, is conceptually
similar to the premixed ignition, although mathematically more involved. It will be
discussed in Chapter 9.

In Section 8.4 we study the classical problem of the extinction of the standard
premixed flame by volumetric heat loss. Both the phenomenological and the Frank-
Kamenetskii analyses will be presented. Other modes of premixed flame extinction,
such as extinction due to aerodynamic stretch and insufficient residence time and
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the influence of mixture nonequidiffusion, will be covered in Chapter 10. Extinction
of nonpremixed flames inherently involves reactant leakage and, hence, incomplete
reaction. It will be discussed in Chapter 9.

In Section 8.5 the phenomena of flammability limits, which are the extreme concen-
tration limits of lean and rich fuel–oxidizer mixtures beyond which steady combustion
is absolutely not possible, will be discussed in terms of both empirical observations
and fundamental concepts.

The disappearance of a flame does not necessarily imply the occurrence of some
chemistry-limited extinction event. An intensely burning flame can still be “blown
off” from a previously stabilized location as the flow velocity increases. In Section 8.6
we shall study the principles of flame stabilization, flashback, and blowoff.

Further exposition on the classical concepts and analyses of ignition and extinction,
involving both one-step reactions and chain mechanisms, can be found in Semenov
(1958, 1959), Frank-Kamenetskii (1969), Gray and Yang (1969), and Gray (1991),
while extensive experimental results on flame quenching, extinction, and blowoff,
and their interpretations, are presented in Lewis and von Elbe (1987). Recent the-
oretical developments based on asymptotic analysis, using both one-step reactions
and reduced mechanisms, are discussed in Buckmaster and Ludford (1982), Williams
(1985, 1992), and Buckmaster et al. (2005).

8.1. PHENOMENOLOGICAL CONSIDERATIONS OF IGNITION
AND EXTINCTION

8.1.1. Quenching Distances and Minimum Ignition Energies
We now take the simplest viewpoint toward analyzing ignition and extinction phe-
nomena. It is conceptually obvious that, because of heat loss, there exists a minimum
separation distance, dq, between two cold, flat plates beyond which a flame cannot
pass. It is also reasonable to expect that this distance should be of the order of the
laminar flame thickness �o

D because this is the characteristic distance through which
the flame loses its heat to the plate through conduction. Thus dq can be identified as
the quenching distance for the flame, given by

dq ∼ �o
D. (8.1.1)

Consequently, flames cannot pass through screens with wire spacing less than the
quenching distance. This is the principle underlying the miner’s safety lamp.

By the same token, if we want to ignite a combustible by a pocket of hot gas,
achieved through, say, spark discharge or laser irradiation, then the minimum amount
of energy to achieve ignition, EI,min, should be proportional to the amount of energy
needed to heat a spherical volume of the combustible from the unburned temperature
to the burned temperature, with the radius of the sphere being of the order of �o

D.
Thus we have

EI,min ∼ ρu (�o
D)3 cp(Tad − Tu). (8.1.2)



P1: JZP
0521870526c08 CUFX045/Law Printer: cupusbw 0 521 87052 6 July 21, 2006 8:53

306 Limit Phenomena

0.1

0.2

1.0
0.8

0.6

0.4

100
80

60

40

20

10

6

8

4

2

0.2 0.6 0.80.4 1.0 2 6 104 8

AcetyleneHydrogen

Ethylene oxide

Butadiene-1, 3

Diethyl ether

Propane

n-Pentane
i-Butane

Cyclohexene

n-Heptane

i-Octane

 (
10

-4
J)

 

Benzene

20

0.1

0.2

1.0
0.8

0.6

0.4

100
80

60

40

20

10

6

8

4

2

0.2 0.6 0.80.4 1.0 2 6 104 8

AcetyleneHydrogen

Ethylene oxide

Butadiene-1, 3

Diethyl ether

Propane

n-Pentane
i-Butane

Cyclohexene

n-Heptane

i-Octane

Quenching Distance (mm)

M
in

im
um

 S
pa

rk
 I

gn
it

io
n 

E
ne

rg
y 

(1
0-4

J)
 

Benzene

20

Figure 8.1.1. Correlation of the minimum spark ignition energy with quenching diameter (adapted
from Calcote et al. 1952).

Two interesting observations can be made from these results. First, Eqs. (8.1.1) and
(8.1.2) show that, for the same gas mixture, the quenching distance and minimum
ignition energy are related through

EI,min ∼ d3
q . (8.1.3)

Figure 8.1.1 (Calcote et al. 1952) plots the experimental values of ln(EI,min) versus
ln(dq) for a variety of fuels, yielding a slope of about 2.5, which compares favorably
with the value of 3 given by (8.1.3) and thereby demonstrates that this relation indeed
holds approximately.

The second observation is concerned with the dependence of the minimum ignition
energy on pressure. Since �o

D ∼ ( f o)−1 ∼ w−1/2 ∼ p−n/2, and ρu ∼ p, we have

EI,min ∼ p1−3n/2. (8.1.4)
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Thus for an overall reaction order of n = 2, we have EI,min ∼ p−2. This implies that
EI,min decreases quadratically with p, with the decrease being the net effect of the
reduced flame thickness and, hence, reduced volume of the ignition kernel (∼p−3),
and the increased density (∼p1).

Since n is always less than 2, as discussed in Section 7.7.3, the reduction of EI,min

with p is more moderate than quadratic. In particular, for sufficiently weak mixtures
with smaller values of n, especially for n < 2

3 , EI,min can actually increase with increas-
ing pressure. In such cases the density effect dominates. Furthermore, since n is itself
a function of p, either decreasing monotonically or reaching a minimum and then
increasing again depending on whether the high-pressure branching cycle involving
such radicals as HO2 and H2O2 is activated, the possible responses of EI,min with p
can be rather rich. For example, EI,min could first decrease and then increase with p,
and thereby exhibit a minimum, if n itself continuously decreases with p. However,
if high-pressure branching is activated before the minimum is activated, then EI,min

will just continuously decrease with p.

8.1.2. Adiabatic Thermal Explosion
We next study the classical thermal explosion problem. First consider the adiabatic
situations. At time t = 0 a homogeneous body of gas of constant volume is instanta-
neously heated to a temperature To. If we assume that the rate of heat loss from all
mechanisms is negligible compared to that of the chemical reaction, the mixture will
ignite after a period of delay, which we aim to determine.

The governing equations are sufficiently simple such that we can directly write
them down in dimensional form,

ρocv

dT
dt

= −Qc
dcF

dt
= BQccF exp(−Ta/T), (8.1.5)

where a one-step overall reaction is assumed and cF is the molar concentration of the
fuel with cF,o being its initial value. Furthermore, from continuity we have dρ/dt = 0,
or ρ = ρo.

With T̃ = (cvρo/QccF,o)T = (cv/qcYF,o)T and c̃F = cF/cF,o, Eq. (8.1.5) becomes

dT̃
dt

= −dc̃F

dt
= Bc̃F exp(−T̃a/T̃). (8.1.6)

Using the coupling function approach, we have

d
dt

(T̃ + c̃F ) = 0, (8.1.7)

which yields the solution relating c̃F and T̃,

T̃ − T̃o = 1 − c̃F . (8.1.8)

To investigate the behavior of the weakly reactive states leading to ignition, we
assume that the temperature is perturbed from its initial value by a small amount,

T̃ = T̃o + εθ(t) + O(ε2), (8.1.9)
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Figure 8.1.2. Increase in the mixture temperature with time for the adiabatic thermal explosion
problem, indicating the nonlinear increase and the runaway, ignition behavior at t̃ = 1.

where θ(0) = 0 and ε = T̃
2
o/T̃a � 1 is identified following the same argument as that

applied to the laminar flame analysis. Substituting Eq. (8.1.9) into Eq. (8.1.8) yields
c̃F ≈ 1 − εθ , which implies

c̃F ≈ 1 (8.1.10)

to leading order. Equation (8.1.10) simply states that, if the initial concentration is
not too low, then the reactant concentration is only slightly diminished during the
induction period. Consequently the ignition process is primarily controlled by the
temperature variation. If, however, the initial reactant concentration is exceedingly
low (YF,o � 1) such that ε = O(1), then the approximation of Eq. (8.1.10) is not
justified. Physically, reactant consumption as represented by the term εθ becomes
significant during the induction period and will greatly affect the ignition lag (Kassoy
& Liñán 1978).

Substituting Eqs. (8.1.9) and (8.1.10) into Eq. (8.1.6) yields

dθ

dt̃
= eθ , (8.1.11)

where t̃ = t/τc and τc = ε/(Be−Ar ) is a characteristic chemical time with Ar = T̃a/T̃o.
Equation (8.1.11) is to be solved subject to the initial condition T̃(0) = T̃o, or θ(0) = 0.
The solution is

θ = − ln(1 − t̃ ). (8.1.12)

Figure 8.1.2 shows the function θ(t̃ ). It is obvious that θ → ∞ as t̃ → 1. Thus if we
identify this as the instant of ignition, then the ignition delay time is simply given by

t̃ I = 1, (8.1.13)
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which implies tI = τc. In dimensional form we have

tI = cv

(
T2

o /Ta
)

qcYF,oBexp(−Ta/To)
. (8.1.14)

The meaning of tI is now clear. That is, it decreases with the heat release qc, the
reactivity of the mixture, and the mass fraction of the fuel, and increases with the
specific heat. The dependence on To and Ta is most sensitive through the Arrhenius
factor in the reaction rate term. Interestingly it does not depend on the density of the
gas. The reason is that, while an increase in density increases the reaction rate, there
is also more gas to be heated. For the present first-order reaction the two effects
cancel out. Otherwise, a density term will appear in tI .

The final point to note is that since we have assumed θ(t) to be an O(1) quantity in
Eq. (8.1.9), the perturbation analysis breaks down as θ → ∞ at ignition. However,
since θ assumes excessively large values only when t → tI , the approximation of
tI as the ignition time is quite adequate. A separate analysis (Kassoy 1975) can be
conducted if one is interested to resolve the periods of t → tI and the relaxation of
the mixture to the equilibrium state. The reactant concentration is now very low and
gradually decreases as t → tI .

8.1.3. Nonadiabatic Explosion and the Semenov Criterion
A combustible mixture undergoing a one-step exothermic reaction in the absence
of heat loss will always attain the state of thermal explosion no matter how low
is the initial temperature. When loss mechanisms are present, thermal explosion is
not assured. To analyze these nonadiabatic situations, we envision that the thermal
explosion process just discussed takes place in a vessel of volume V and surface
area S. The temperature of its wall is maintained at a fixed value, say the initial
gas temperature To for simplicity. As the gas temperature increases due to chemical
heat release, the rates of reaction and conductive heat loss to the wall both increase;
the former tends to promote the eventual thermal runaway while the latter tends to
retard it. The final outcome then depends on the relative rates of these two competing
processes.

To properly account for conductive heat loss, we must allow for the existence of
temperature gradients in the vessel. This will significantly complicate the ensuing
mathematical analysis. Fortunately, the essential physics can be captured by pre-
serving spatial homogeneity through the use of a phenomenological heat transfer
coefficient h such that the rate of heat loss is given by −Sh(T − To). The energy
conservation equation (8.1.5) can then be modified as

Vρocv

dT
dt

= VQc BcF exp(−Ta/T) − Sh(T − To). (8.1.15)

By using the same perturbation variables as the previous problem, and neglecting
reactant consumption during the induction period, the temperature perturbation θ
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Figure 8.1.3. The Semenov criterion showing how the ignitability of a mixture depends on the
competition between the nonlinear heat generation rate and linear heat loss rate.

is governed by

dθ

dt̃
= eθ − h̃θ, (8.1.16)

where h̃ = τc/τL and τL is a characteristic time for heat loss given by

τL = cvρo

(S/V)h
. (8.1.17)

Thus heat loss becomes important with decreasing τL or increasing τc. Particularly, a
vessel of larger surface-to-volume ratio, S/V, promotes heat loss and retards ignition.
Consequently, for a functionally three-dimensional vessel, the effect of heat loss
becomes progressively more serious as the vessel dimension is reduced. This is a
major concern with the development of microengines.

Semenov (1958, 1959) discussed the behavior of Eq. (8.1.16) by comparing the
relative magnitudes of the heat generation term eθ and the heat loss term h̃θ .
Figure 8.1.3 shows a fixed heat generation rate and several heat-loss rates. It is seen
that with a sufficiently large heat loss rate, given by the loss curve 1, the generation
and loss curves intersect at two points, S and U, which respectively represent stable
and unstable states. That is, by slightly increasing the mixture temperature from S,
the rate of heat loss will exceed the rate of heat generation, causing a reduction in
the mixture temperature and thereby bringing the system back to S. By the same
token, a slight decrease in temperature will reduce the heat-loss rate and thereby
increase the temperature back toward S. The mixture is therefore not conducive for
ignition. A similar argument for U, however, shows a divergent behavior, indicating
that ignition is favored.

For a system with a slower heat loss rate, as represented by state 2, the two curves
do not intercept. Chemical heat generation is dominating and thermal runaway is
therefore attainable.
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Based on the above behavior, a state of criticality can be defined as one at which
the heat loss curve, curve 3, is tangent to the heat generation curve. It satisfies the
simultaneous requirements

eθig = h̃igθig, (8.1.18)

eθig = h̃ig, (8.1.19)

which yields θig = 1 and h̃ig = e. The conditions of Eqs. (8.1.18) and (8.1.19) are
known as the Semenov criterion.

8.1.4. The Well-Stirred Reactor Analogy
The Semenov criterion demonstrates the possibility of assessing the ignitability of
a system by simply comparing the relative sensitivities of the heat generation and
loss functions, without actually analyzing the transient process leading to ignition.
We now extend this steady-state, criticality concept to include extinction by studying
the operation limits of the well-stirred reactor, which is also known as the Longwell
burner (Longwell & Weiss 1955), as first discussed in Section 2.5. The principle of
this burner involves injecting a number of symmetrically located high-speed jets of a
combustible mixture into a spherical or cylindrical vessel, within which combustion
takes place. The high-intensity turbulence generated by these jets promotes almost
instantaneous mixing and thereby creates a homogeneous combustion environment.
The combustion “products” are then exhausted through a central port. The extent
and intensity of the reaction within the reactor therefore depend on the reactivity of
the mixture as well as the residence time of the flow.

An overall energy balance for a given volumetric flow rate V̇ in steady operation
can be written as

V̇ρocp(Tf − To) = VQc BcF e−Ta/Tf , (8.1.20)

where V is the reactor volume, To the temperature of the initial mixture, and Tf and
cF the reaction temperature and reactant concentration in the burner; cp instead
of cv is used because the phenomenon involves a flow. Using Eq. (8.1.8) for cF ,
Eq. (8.1.20) can be expressed in nondimensional form as

T̃f − T̃o = DaC(T̃ad − T̃f )e−T̃a/T̃f , (8.1.21)

where T̃ = (cp/qcYF,o)T, T̃ad − T̃f ≡ c̃F , with T̃ad = 1 + T̃o being the adiabatic flame
temperature, and

DaC = B

V̇/V
= Characteristic flow time

Characteristic collision time
(8.1.22)

is the collision Damköhler number. It is important to note that we have now allowed
for the effect of reactant consumption by using Eq. (8.1.8) instead of assuming c̃F ≈ 1,
which only holds for ignition situations. We therefore expect that Eq. (8.1.21) can
describe both ignition and extinction.
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Figure 8.1.4. Extension of the Semenov ignition criterion to include the extinction criterion, through
consideration of multiplicity and stability of solutions.

Equation (8.1.21) represents the balance between chemical heat release and con-
vective heat transport. Reaction is promoted with increasing DaC and retarded oth-
erwise. The characteristics of its solution can be studied by locating the intersection
between the transport term Da−1

C (T̃f − T̃o) and the reaction term c̃F exp(−T̃a/T̃f ),
as shown in Figure 8.1.4, in which we hold the reaction term fixed and vary the con-
vection intensity by changing Da−1

C . The shape of the reaction rate curve represents
the initial increase of the Arrhenius factor with T̃f and its eventual decay due to
reactant depletion, as cF → 0.

Line 1 in Figure 8.1.4 indicates a situation of fast flow rate and hence small DaC.
The intersection point thus represents a state of low reaction temperature, weak
chemical reaction, and very little reactant consumption. At the other extreme, line 2
indicates a situation of slow flow rate and, hence, large DaC. The intersection point
thus represents a state of high reaction temperature, intense chemical reaction, and
almost complete reaction.

For an intermediate DaC, say line 3, there are three intersection points. It can be
easily argued, in the same manner as that for Figure 8.1.3, that the middle point is
unstable while the other two points respectively represent stable states of weak and
strong reactions. Consequently we can identify an ignition collision Damköhler num-
ber, DaC,I , as given by the tangency line I, and an extinction collision Damköhler
number, DaC,E, as given by the tangency line E. The points of tangency then re-
spectively represent the states of ignition and extinction: ignition is not possible for
DaC < DaC,E while extinction is not possible for DaC > DaC,I . We have therefore
demonstrated that distinct ignition and extinction states can be identified through
steady-state analysis. It is also important to note from Figure 8.1.4 that state 1 has
to go through the extinction state E in order to attain the ignition state I. Similarly
state 2 has to go through the ignition state I in order to attain the extinction state E.
This indicates the hysteresis nature of the ignition–extinction processes.
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Figure 8.1.5. Situations in which multiplicity of solutions may not exist: (a) low activation energy
reactions; (b) high mixture temperatures.

It is clear that the basic concept of ignition–extinction criticality is the same as
the Semenov ignition criterion, except now reactant consumption is allowed, which
enables us to identify the extinction state on the decreasing segment of the reaction
rate curve.

There also exist situations in which the triple intersection does not occur for any loss
rates. The first situation involves reactions of low activation energies. Since reaction is
now readily activated at low temperatures, the reaction rate curve would be parabola-
like, as shown in Figure 8.1.5a. This can be easily demonstrated by noting that the
ascending portion of the curve, representing the Arrhenius factor, would concave
upward for large activation energy, but concave downward for small activation energy
because exp(−T̃a/T̃f ) ≈ 1 − T̃a/T̃f for T̃a � T̃f . For such a profile there is only one
intersection point between the heat production and loss curves for all positive values
of the heat loss rate.

The second situation involves reactions of high activation energy but also high
initial temperature. Figure 8.1.5b shows that a single intersection point again results.

For both situations discussed above, distinct, abrupt ignition and extinction states
or events are not expected. Chemical reaction becomes progressively more complete
with increasing DaC.

Extension of the above well stirred reactor analogy to assess the criticality of
diffusive–convective systems is straightforward. Here the well-stirred reactor can be
identified as the reaction zone, in an average sense. Transport of heat away from
the thin reaction zone is now effected by diffusion, with a rate that is proportional
to the difference between the flame temperature and a boundary temperature. The
precise definition of the Damköhler number is not essential, as long as it represents a
ratio of some characteristic transport time of the system to the characteristic reaction
time within the flame.

8.1.5. The S-Curve Concept
The concepts of Figures 8.1.4 and 8.1.5 can be presented in a more illuminating
manner by plotting either the reaction temperature or the burning rate versus a
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Figure 8.1.6. Representative folded S-curve with multiple solutions and distinct ignition and ex-
tinction states.

system Damköhler number Da. This results in either a regular, folded, S-shaped
curve (Figure 8.1.6) or a stretched S-shaped curve (Figure 8.1.7), as first studied by
Fendell (1965) and Liñán (1974). The folded S-curve, corresponding to the situations
of Figure 8.1.4, consists of three branches. For Da = 0 we have the chemically frozen
flow limit representing, for example, the pure droplet vaporization case of Chapter 6.
By increasing Da along the lower branch that exists for low Damköhler numbers and
thereby slow reaction rates, we cover all possible weakly reactive, nearly frozen, states
the system can have. However, beyond DaI no such solution exists. At DaI the change
in the reaction intensity, Tf , with respect of the change in the system’s reactivity, Da,
becomes infinite. The system consequently “jumps” to the upper branch, which exists
for higher Damköhler numbers and faster reaction rates, and therefore represents
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Figure 8.1.7. Representative stretched S-curve with unique solution and no distinct ignition and
extinction states.
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all the intensely burning states the system can have. It is then reasonable to identify
point I as the state of ignition and DaI the ignition Damköhler number.

If we move along the upper branch with increasing Da, we will attain the reaction-
sheet limit as Da → ∞. Examples are the reaction-sheet nonpremixed combustion
cases of Chapter 6. If we next move along the upper branch with decreasing Da,
then the system again jumps at point E back to the nearly frozen, lower branch.
Therefore point E represents the extinction state and DaE is the corresponding
extinction Damköhler number.

Physically, the existence of turning points implies that there exist states for which
the chemical reaction rate cannot balance the heat transport rate in steady state.
Thus for the lower branch, beyond DaI , the chemical heat is generated so fast in the
reaction zone that it cannot be transported away in a steady manner. Similarly, for
the upper branch, the effect of a finite Da and thereby a finite reaction rate is that
not all of the available chemical energy can be released during the finite residence
time in the reaction region. Thus extinction occurs when the heat loss from the flame
becomes excessive to sustain steady burning.

It is also seen that while the solution is unique for Da > DaI and Da < DaE,
there exist three possible solutions for a given Da when DaE < Da < DaI . Within
this regime, the solutions on the middle branch show decreasing reaction rate with
increasing Da, and is therefore unstable as discussed previously and can be consid-
ered to be physically unrealistic. Furthermore, since DaE < DaI , the system exhibits
hysteresis as mentioned earlier. The distinction between solutions on the lower and
upper branches as the relevant solution can only be made by knowing the initial
conditions.

The critical states of ignition and extinction can be readily determined for the well-
stirred reactor model, with DaC being the representative Damköhler number. These
critical, turning-point states are defined by their vertical tangents on the S-curve,
which imply (

d ln DaC

dT̃f

)
cr

= 0, (8.1.23)

where the subscript cr designates such a state. Applying Eq. (8.1.23) to (8.1.21), we
get

1
T̃f,cr − T̃o

+ 1
T̃ad − T̃f,cr

= T̃a

T̃2
f,cr

, (8.1.24)

in which the first and second terms on the LHS respectively designate effects due to
heat transfer and variation in the reactant concentration. Equation (8.1.24) readily
shows the characteristics of the ignition and extinction states. For ignition, since
T̃f,cr = T̃f,I is expected to be close to T̃o, the first term dominates over the second
term, yielding

T̃f,I ≈ T̃o + T̃
2
o

T̃a
. (8.1.25)
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Substituting T̃f,I into Eq. (8.1.21), expanding for T̃o/T̃a � 1, and noting that T̃ad =
1 + T̃o, we obtain the ignition Damköhler number,

DaC,I = e−1
(

T̃
2
o /T̃a

)
eT̃a/T̃o. (8.1.26)

Similarly, for extinction we expect that T̃ f,cr = T̃f,E is close T̃ad such that the second
term in Eq. (8.1.24) dominates, yielding

T̃f,E = T̃ad − T̃
2
ad

T̃a
(8.1.27)

DaC,E = e
(

T̃a/T̃
2
ad

)
eT̃a/T̃ad . (8.1.28)

Referring to Eq. (8.1.21), the above results imply that ignition is directly affected
by heat loss, while extinction is affected by the extent of reduced reaction rate and
consequently the flame temperature.

A more general expression for these critical states can be obtained by solving for
T̃f,cr from Eq. (8.1.24), which yields a quadratic equation in T̃f,cr,

T̃f,cr = (T̃ad + T̃o) ± {1 − 4(T̃oT̃ad/T̃a)}1/2

2(1 + 1/T̃a)
. (8.1.29)

Expanding Eq. (8.1.29) for small 1/T̃a , we readily obtain T̃f,I and T̃f,E from the lower
and upper roots, respectively.

Equation (8.1.29) also shows that distinct ignition and extinction states, as mani-
fested by folded S-curves, exist only when the term under the radical sign is positive.
There is no solution when it is negative, implying the existence of stretched S-curves.
Thus the criterion for folded S-curve to exist is 1 − 4(T̃oT̃ad/T̃a) > 0, or

T̃a > 4T̃o(1 + T̃o). (8.1.30)

Figure 8.1.8 plots Eq. (8.1.30), showing that stretched S-curves are favored for large
T̃o and small T̃a , as shown in Figure 8.1.5.

Although numerical efforts are usually needed to generate the entire S-curve
for more complex situations, separate analysis can be performed for the lower and
upper branches including the respective turning point regimes. Thus by knowing the
ignition or extinction Damköhler numbers, DaI or DaE, the ignitability or extin-
guishability of a system can be assessed by comparing its Da with either DaI or DaE.
The S-curve is a useful concept in the study of ignition and extinction phenomena,
as will be demonstrated subsequently. The penalties of using this criticality test are:
(a) the loss of influence of the initial conditions; (b) the loss of information regarding
the ignition/extinction time lag because, for example, a mixture predicted to be igni-
table may take so long to ignite that for all practical purposes they can be consid-
ered to be unignitable; (c) the existence of multiple solutions whose uniqueness and
physical existence may have to be resolved through transient analysis with given
initial conditions; and (d) there are processes that do not have steady states even
for the chemically inert flow; for them a transient analysis is essential. Furthermore,
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Figure 8.1.8. Regimes of folded and stretched S-curves according to whether T̃a is greater or less
than 4T̃o(1 + T̃o).

as the flame becomes weakened and is sensitive to disturbances near the extinction
point, it can lose temporal or spatial stability and begin to oscillate or wrinkle before
it reaches the S-curve extinction state. In such cases the extinguishability of the flame
should be assessed by allowing for pulsations and wrinklings.

The final point to note is that the folded S-curve demonstrated herein is just one
manifestation of the existence of multiple solutions, for the simplified one-step reac-
tion. For systems with more complex reaction schemes, response curves with multiple
“wiggles” have been observed, implying the possible existence of multiple steady-
state flame solutions with different burning intensities. It has also been found that for
systems that are strongly influenced by chain mechanisms, it may be more beneficial
to use the (maximum) concentration of some crucial radicals as the flame response
in generating the S-curve. We shall encounter such situations in Section 8.3.

8.2. IGNITION BY A HOT SURFACE

In this section, we shall be more specific in the description of the transport process
in inducing ignition. We shall use the ignition of a combustible by a hot surface as
an example to illustrate the various physical concepts and mathematical techniques
involved in ignition analysis.
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Figure 8.2.1. Schematic for the generalized reaction zone analysis for the hot surface ignition of a
combustible.

8.2.1. Asymptotic Analysis of the Reaction Zone
In many practical situations, ignition is caused by a hot surface situated in a cold
premixture. Thus from large activation energy considerations we expect that the
chemical reaction responsible for ignition is confined to a thin layer next to the hot
surface, with the rest of the flow field being chemically frozen. From what we have
learned in Chapter 7, problems of this nature can be systematically tackled through
analysis involving matching of the inner and outer solutions.

We shall also use this class of problem to introduce an important concept regarding
the structure of the reaction zone. As we have seen in the analysis of the standard
premixed flame, a flame structure frequently consists of an inner, reaction zone and
outer, nonreactive zones away from it. Since the outer zones are convective–diffusive
in nature, their structures are directly influenced by the particulars of the flow system,
such as flow nonuniformity, flame curvature, and heat loss. However, they are not
affected by the nature of the chemical reaction. On the other hand, the thin reaction
zone is reactive–diffusive in nature, with convection being of higher order. Conse-
quently, its structure may not be directly affected by the particulars of the system.
Indirectly, of course, processes in the inner and outer zones interact through the
boundary conditions they provide for each other when their solutions are matched.

In view of the above properties, we then recognize the possibility of performing
a generalized analysis of the reaction zone structure, with the solution expressed
in terms of some general boundary conditions that are to be supplied by the outer
solutions for individual flow situations. We shall now demonstrate this approach for
the hot surface ignition problem (Semenov 1958, 1959; Law 1978a).

Figure 8.2.1 shows a hot body of arbitrary shape and constant temperature Ts

situated in an environment of temperature TB and reactant mass fraction Yi,B.
The environment is sufficiently cold such that reaction is frozen there during the
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characteristic time of interest. As such, reaction is initiated only in a thin layer next
to the hot surface.

To simplify matter, we shall assume that the surface is noncatalytic and nonperme-
able such that in the frozen limit the reactant concentration is uniform, at Yi,B. If we
further assume that the extent of reactant consumption is small in effecting ignition,
then the reactant concentration can be simply approximated by Yi,B. This allows us
to dispense with analyzing the species conservation equation.

It must be cautioned, however, that such an assumption cannot always be made.
For example, if the surface is permeable such that the reactant concentration is
maintained to be zero there, then the reactant concentration next to the surface is
spatially varying and is also very small even in the frozen limit. As such, the extent
of reactant consumption can be of the same order as the amount originally present
and therefore should be properly accounted.

We again adopt the simplified diffusion-controlled system of Eq. (5.6.6) for illus-
tration, with energy conservation given by

∂

∂ t̃
(ρ̃T̃) + ∇̃ · (ρ̃ṽT̃) − ∇̃2T̃ = DaCỸOỸF e−T̃a/T̃, (8.2.1)

where DaC = (�2 BC)/(λ/cp) and � is a characteristic length of the system. Equation
(8.2.1) is to be solved subject to an initial condition and known boundary tempera-
tures of TB and Ts .

8.2.1.1. Inner Expansion: If we assume that the reaction zone thickness is much
smaller than the radius of curvature of the surface, and the characteristic times of
any transient processes are much longer than those of diffusion and reaction in the
reaction zone, then the reaction zone can be treated as quasi-steady and quasi-planar.
The inner, diffusive–reactive, solution T̃in is then governed by

d2T̃in

dñ2 = −DaCỸO,Be−T̃a/T̃in , (8.2.2)

subject to the boundary conditions at the surface,

ñ = 0: T̃in = T̃s, (8.2.3)

where ñ is the coordinate normal to the surface. In writing the reaction rate term
in Eq. (8.2.2), we note that ỸO ≈ ỸO,B and ỸF ≈ ỸF,B = 1 because of negligible
reactant consumption prior to ignition.

Using the inner expansion

T̃in = T̃s + εθ(χ) + O(ε2), (8.2.4)

where ε = T̃
2
s /T̃a = Ze−1 and χ = βñ/ε, Eqs. (8.2.2) and (8.2.3) become

d2θ

dχ2
= −


2
eθ (8.2.5)

θ(0) = 0, (8.2.6)
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where


 = 2εDaCỸO,Be−T̃a/T̃s

β2
. (8.2.7)

A parameter β = −(∂ T̃0/∂ñ)0 is introduced into the definition of χ so as to simplify
subsequent expressions, where T̃0 is the leading order outer solution. It is the negative
of the temperature gradient at the hot surface in the chemically frozen limit, and is
a characteristic heat loss rate to the cold ambience from the reaction zone, which is
next to the hot surface. Since (∂ T̃0/∂ñ)0 < 0, β is positive.

8.2.1.2. Outer Expansion: We express the outer expansion as

T̃out(x̃, t̃) = T̃0(x̃, t̃) + εT̃1(x̃, t̃) + O(ε2). (8.2.8)

Since the outer solution is to match with the inner solution around x̃ = 0, we Taylor
expand T̃out(x̃) around x̃ = 0 in the direction of ñ, and then express ñ in terms of χ ,
as

T̃0(ñ, t̃) = T̃0(0, t̃) + ñ
(

∂ T̃0

∂ñ

)
0
+ O(ñ2)

= T̃s − εχ + O(ε2).

The outer expansion thus becomes

T̃out(χ ; t̃) = T̃s + ε[T̃1(0; t̃) − χ ] + O(ε2), (8.2.9)

where t̃ is now treated as a parameter.

8.2.1.3. Matching: Matching the inner and outer expansions, we have

(θ + χ)χ→∞ = (T̃1)ñ→0 (8.2.10)

(
dθ

dχ

)
χ→∞

= −1. (8.2.11)

8.2.1.4. Inner Solution: Integrating Eq. (8.2.5) once, using the boundary conditions
at χ → ∞, and noting that eθ ∼ e−χ → 0 in this limit, we obtain(

dθ

dχ

)
= ∓(1 − 
eθ )1/2. (8.2.12)

Integrating Eq. (8.2.12), with the boundary condition θ(0) = 0, the final solution is
given by

θ(χ) = ln

{
1



[
1 −

(

′e±χ − 1

′e±χ + 1

)2
]}

, (8.2.13)

where


′ = 1 + (1 − 
)1/2

1 − (1 − 
)1/2
.
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Figure 8.2.2. Profiles of the temperature perturbation as function of the Damköhler number for
the hot surface ignition of a combustible.

Evaluating Eq. (8.2.13) at χ → ∞, we obtain

(θ + χ)χ→∞ = ln
{

4



[
1 ∓ (1 − 
)1/2

1 ± (1 − 
)1/2

]}
, (8.2.14)

which gives (T̃1)ñ→0 according to the matching relation (8.2.10).

8.2.1.5. Ignition Characteristics and Criterion: The ignition characteristics can be ad-
equately assessed from the inner solution. Figure 8.2.2 shows (θ + χ) as a function of
χ , for various 
. It is seen that this function increases from zero at χ = 0 to a constant
value (θ + χ)∞ = T̃1(0) as χ → ∞, indicating the attainment of the maximum tem-
perature increase as the boundary with the outer region is approached. Furthermore,
two solutions exist for each 
 < 1, as can be seen clearly in Eqs. (8.2.13) or (8.2.14).
The two solutions merge at 
 = 1. Thus by plotting (θ + χ)∞ versus 
, we obtain
the lower and part of the middle branch of the characteristic S-curve, as shown in
Figure 8.2.3. The ignition turning point occurs at an ignition Damköhler number
of 
I = 1, with a corresponding (θ + χ)∞,I = ln 4. Thus ignition is expected to be
possible for


 ≥ 
I = 1, (8.2.15)

or

2εDaỸO,B

β2
≥ 1, (8.2.16)

where Da = DaCe−T̃a/T̃s . Explicit evaluation of 
I requires solution of the outer flow
in order to specify β = −(∂ T̃0/∂ñ)0, and therefore depends on the specific nature of
the problem.
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Figure 8.2.3. Plot of maximum temperature increase parameter, (θ + χ)∞, versus 
, for the hot
surface ignition of a combustible, showing the lower and middle branches of the S-curve with its
ignition turning point occurring at 
 = 1.

8.2.1.6. Heat Transfer Characteristics: Heat transfer at the wall is given by
(

∂ T̃in

∂ñ

)
0

= −β

(
dθ

dχ

)
0
. (8.2.17)

Evaluating (dθ/dχ) of Eq. (8.2.12) at θ(0) = 0, Eq. (8.2.17) becomes
(

∂ T̃in

∂ñ

)
0

= −β(1 − 
)1/2, (8.2.18)

where we have taken the negative root that represents the physically realistic lower
branch of the S-curve. Equation (8.2.18) shows that before ignition is achievable,
there is always heat transfer from the hot wall to the cold gas. However, at the first
instant of ignitability, when 
 = 1, the heat transfer ceases. Physically, there is now
so much heat generation in the gas that it does not need to receive heat from the
wall in order to sustain the reaction, implying ignition becomes possible. Indeed,
this adiabaticity criterion has been extensively used in the past to assess ignitability.
We have thus shown here that the criticality, turning-point criterion also implies the
adiabaticity criterion.

8.2.2. Ignition of a Confined Mixture by a Flat Plate
To demonstrate the utility of the generalized analysis of the reaction zone, let us
consider the simplest system possible, namely the ignitability of a stagnant com-
bustible confined by a hot plate situated at x = 0 and a cold plate situated at x = �

(Figure 8.2.4). Thus the hot plate is the ignition source while the cold plate is the heat
sink. The hot plate is nonpermeable, in conformity with the concentration boundary
condition adopted in the general analysis, while the cold plate is permeable such
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Figure 8.2.4. Ignition of a combustible by a hot surface, with simultaneous heat loss to an oppositely
located cold surface.

that the reactant concentrations at its surface can be maintained at the constant
value Yi,�.

The outer solution is governed by d2T̃out/dx̃2 = 0 subject to T̃(1) = T̃�, where
x̃ = x/�. Using the expansion Eq. (8.2.8) and matching it with the inner solution
Eq. (8.2.4), the leading order solution is described by d2T̃0/dx̃2 = 0, T̃0(0) = T̃s ,
T̃0(1) = T̃�, and is given by

T̃0(x̃) = T̃s + (T̃� − T̃s)x̃, (8.2.19)

which yields

β = −
(

dT̃0

dx̃

)
0

= T̃s − T̃�. (8.2.20)

Knowing β, the ignition criterion (8.2.16) is completely specified as

2εDaỸO,�

(T̃s − T̃�)2
≥ 1. (8.2.21)

As an auxiliary result, we note that the O(ε) outer solution, T̃1(x̃), can also be
determined from d2T̃1/dx̃2 = 0 and the boundary conditions T̃1(1) = 0 and T̃1(0) =
(θ + χ)∞ given by Eq. (8.2.10) determined through matching. Thus,

T̃1(x̃) = (θ + χ)∞(1 − x̃), (8.2.22)

with (θ + χ)∞ given by Eq. (8.2.14).
Knowing both T̃in(χ) and T̃out(x̃), the composite solution, which is valid in both

the inner and outer regions, is given by

T̃ = T̃in + T̃out − common part. (8.2.23)

The common part is determined by taking either the inner limit of the outer solution
or the outer limit of the inner solution. Thus if we use the former, then

lim
x̃→0

T̃out = T̃s + εT̃1(0) = T̃s + ε(θ + χ)∞. (8.2.24)
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Figure 8.2.5. Inner, outer, and composite solutions for the ignition problem of Figure 8.2.4 (ε = 0.1,
α = 0.1, T̃s = 1, 
 = 0.95).

Substituting Eqs. (8.2.4) and (8.2.8) for T̃in and T̃out respectively, we have

T̃(x̃) = T̃s − β x̃ + ε

{
ln

{
1



[
1 −

(

′e±χ − 1

′e±χ + 1

)2
]}

− (θ + χ)∞ x̃

}
, (8.2.25)

which can be rearranged to give

T̃

T̃s
= 1 − (1 − α)x̃ + ε

T̃s


ln




1




1 −

(

′e±(1−α)x̃/ε − 1

′e±(1−α)x̃/ε + 1

)2




 − (θ + χ)∞ x̃


 .

(8.2.26)

Figure 8.2.5 shows typical temperature profiles for the inner, outer, and composite
solutions, for the meaningful upper root. Here we see that the composite solution
agrees well with the inner solution for x̃ near 0, where the outer solution breaks down,
and with the outer solution for x̃ near 1, where the inner solution breaks down, as
should be the case.

8.2.3. Ignition of an Unconfined Mixture by a Flat Plate
The ignition criterion for the confined mixture becomes meaningless for an uncon-
fined mixture, with � → ∞ and thereby DaC → ∞. In this situation the problem is
intrinsically unsteady in that, even in the absence of any chemical reaction, the gas
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temperature distribution will continuously evolve with time. Thus the relevant ques-
tion to ask here is how long it will take the mixture to ignite rather than whether the
mixture is ignitable.

If we assume that the thin reaction zone is quasi-steady, then the unsteadiness
it experiences is imposed on it by that of the outer flow, through its leading order
solution governed by the classical heat conduction equation,

∂ T̃0

∂ t̃
− ∂2T̃0

∂ x̃2
= 0, (8.2.27)

where x̃ = x/�o and t̃ = [(λ/cpρ)/�2
o]t . Since the nonreactive system has no charac-

teristic length, �o has only an interim role here for nondimensionalization, and will
be cancelled out in the final solution. In writing Eq. (8.2.27) we have also assumed
ρ = constant. This assumption is not essential and can be removed by transforming
x̃ to a density-weighted coordinate,

∫
ρdx̃.

Equation (8.2.27) is to be solved subject to the initial and boundary conditions

T̃0(x̃, t̃ = 0) = T̃∞, T̃0(x̃ = 0, t̃) = T̃s, T̃0(x = ∞, t̃) = T̃∞. (8.2.28)

Since the problem has no characteristic dimension, we seek a similarity solution with
the similarity variable η = x̃/

√
π t̃ . Noting that

∂

∂ t̃
≡ − η

2t̃
d

dη
,

∂2

∂ x̃2
≡ 1

π t̃
d2

dη2
,

with t̃ = 0 and x̃ = ∞ correspond to η = ∞, and x̃ = 0 corresponds to η = 0,
Eq. (8.2.27) becomes

d2T̃0

dη2
+ π

2
η

dT̃0

dη
= 0, (8.2.29)

with the boundary conditions T̃0(0) = T̃s and T̃0(∞) = T̃∞. The solution is

T̃0(η) = T̃s − (T̃s − T̃∞)
∫ η

0
e−(π/4)η2

dη. (8.2.30)

The heat transfer parameter can now be readily evaluated as

β = −
(

∂ T̃0

∂ x̃

)
0

= −∂η

∂ x̃

(
∂ T̃
∂η

)
0

= T̃s − T̃∞√
π t̃

.

Substituting β into the definition of 
 given by Eq. (8.2.7), we see that, by redefining
DaC = (�2 BC)/(λ/cp) as

DaC,t = π(BC/ρ)t, (8.2.31)

we again obtain the ignition criterion (8.2.21) identified for the confined mixture.
The present collision Damköler number, however, is a transient one, being linearly
dependent on time, t . Thus given sufficiently long time, ignition is always possible.
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A more direct approach to identify DaC,t is to start with the original governing
equation

∂ T̃
∂ t̃

− ∂2T̃
∂ x̃2

= DaCỸO,∞e−T̃a/T̃. (8.2.32)

By applying the similarity transformation, we have

d2T̃
dη2

+ π

2
η

dT̃
dη

= −DaC,t ỸO,∞e−T̃a/T̃. (8.2.33)

The problem is now completely recast as a one-dimensional steady flow, with a colli-
sion Damköhler number DaC,t , which, together with β = −(∂ T̃0/∂η)η=0 = T̃s − T̃∞,
defines the ignition criterion.

It is perhaps somewhat remarkable that the ignition of these two apparently very
different problems, involving confined and unconfined combustibles, can share the
same solution. Physically, as discussed earlier, the basic ignition process, which in-
volves thermal runaway in the thin layer next to the hot surface, is the same for both
cases. Thus by properly identifying the relevant Damköler number for each case, the
state of thermal runaway can be rendered the same. For example, for the confined
case DaC compares the characteristic flow time, �2/(λ/cpρ), with the collision time,
ρ/BC, whereas for the unconfined case, which lacks any characteristic flow time, DaC

simply measures the real time t in units of the collision time.
The issue of similarity in chemically reacting flows will be discussed in detail in

Chapter 12 on boundary-layer flows.

8.2.4. Nusselt Number Correlation
The evaluation of the ignition criterion requires a knowledge of (∂ T̃0/∂ñ)0. Since
these are obtained from the leading order, chemically frozen, outer solutions, they
can be determined independent of the chemical aspects of the problem, as we have
seen for the confined and unconfined combustible cases. Indeed, their determination
is a major focus in the field of nonreactive heat and mass transfer. In such studies
the nature and extent of the transfer is frequently expressed in terms of a Nusselt
number, Nu, defined as

Nu = �o(∂ T̃0/∂ñ)0

T̃B − T̃s
. (8.2.34)

The ignition criterion (8.2.16) is then generalized to

2ε�2
oDaỸO,B

Nu2(T̃s − T̃B)2
≥ 1, (8.2.35)

with a properly defined DaC for use in Da.

8.2.5. Convection-Free Formulation
The problem of the confined mixture is a purely one-dimensional diffusive–reactive
system such that the transport operator is simply given by d2( )/dx̃2. For the
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unconfined system an additional convection-like term, (π/2)η(dT̃/dη), is introduced
upon transformation to the similarity coordinate, as given by Eq. (8.2.33). It is also
clear that the presence of convection in other one-dimensional, or self-similar two-
dimensional flows will introduces a first-order, convection term into the transport
operator.

It is, however, well known that in a second-order linear ordinary differential equa-
tion, the first-order differential can be transformed away. For example, by defining

ξ =
∫ η

0
e−(π/4)η2

dη (8.2.36)

such that ξ = [0, 1] for η = [0, ∞], Eq. (8.2.33) becomes

d2T̃
dξ 2

= e(π/2)η2
DaCỸO,Be−T̃a/T̃, (8.2.37)

subject to the boundary conditions T̃(ξ = 0) = T̃s and T̃(ξ = 1) = T̃∞. In addition
to eliminating the first-order convection term, the transformation also places the
domain of interest to ξ = [0, 1], with the reaction region next to ξ = 0. The cost of
achieving this simplicity is the introduction into the reaction term an additional factor,
which is a function of the original independent variable and is f (η) = e(π/2)η2

in this
case. However, since this factor is to be evaluated where the reaction is concentrated,
it becomes a constant in the reaction term. In this problem, the reaction zone is next
to η = 0, and we therefore have f (η) ≈ 1.

Comparing the above result with that of the purely diffusive system in Section
8.2.2, we see that through this transformation we have rendered the two systems
canonically identical. Thus all results derived for the purely diffusion case can be
readily used for the present situation.

It is therefore clear that problems of this nature can all be rendered diffusive–
reactive in nature. Furthermore, the reaction-independent quantities such as the
coupling function and the frozen solution will vary linearly in ξ -space. This implies
that the existence and severity of chemical reactions can be qualitatively assessed by
examining the deviation from linearity of a given quantity when plotted in ξ -space.
Therefore this transformation frequently simplifies mathematical manipulation, fa-
cilitates physical interpretation, and brings about a degree of similarity between
problems with different geometries and nature of convection. The approach is most
convenient for Lei = 1 mixtures. When Lei �= 1, the problem can sometimes still be
brought to a simplified form with some additional manipulation.

8.3. IGNITION OF HYDROGEN BY HEATED AIR

Our studies in this chapter have so far been based on one-step Arrhenius kinet-
ics, which introduces the needed nonlinearity for ignition and extinction through its
dependence on temperature. Consequently, at ignition (or extinction) a small tem-
perature perturbation to the frozen (equilibrium) branch of the S-curve provided
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Figure 8.3.1. Ignition temperatures of counterflowing heated air against a cold mixture of 60 percent
H2 in N2 as functions of pressure and density-weighted strain rate. The homogeneous explosion
limits of the hydrogen–air mixture are shown as reference.

the necessary thermal feedback to cause an ignition (extinction) turning point in the
solution. However, in Chapter 3 we also discussed the role of chemical kinetic mech-
anisms, involving chain-branching and termination reactions, in effecting a nonlinear
feedback in the concentrations of certain radicals and consequently system runaway.
A notable example is the nonmonotonic, explosion limits of the hydrogen–oxygen
system in response to temperature and pressure variations. Clearly, a satisfactory de-
scription of such phenomena must consider both thermal and kinetic influences. To
demonstrate the intricacies of these two influences, in the following we shall present a
unified chain–thermal interpretation of the ignition of a cold hydrogen jet by a heated
air jet in the counterflow (Kreutz & Law 1996, 1998). Ignition in such situations can
be brought about by either slowly increasing the air temperature, with the flow strain
rate, a, fixed, or slowly decreasing a, with the air temperature fixed. Experimentally,
the instant of ignition can be readily identified by the sudden appearance of a flame.
Computationally, ignition can be defined as the narrow range of states over which
some thermodynamic quantities, such as the temperature or the concentration of the
hydrogen radical, increase rapidly.

8.3.1. Global Response to Strain Rate Variations
Figure 8.3.1 compares the homogeneous explosion limits of hydrogen–air mixtures,
discussed in Chapter 3 (Figure 3.2.1), with the calculated ignition limits of a 60 percent
hydrogen-in-nitrogen jet against a heated air jet, for various density-weighted strain
rates ã = (ρox/ρox,ref)a, where ρox is the density of the oxidizer jet and ρox,ref is ρox
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Figure 8.3.2. Ignition temperature as a function of ã for three different pressures, showing the in-
sensitivity of the ignition temperature to strain rate variations near the second limit. Same condition
as that of Figure 8.3.1.

at a reference pressure, say the normal pressure. Because of the dependence of the
mass flux on the system pressure, the strain rate needs to be density weighted when its
effects at different pressures are compared. This is the same reason that the laminar
burning flux f o instead of the laminar flame speed so

u is the more appropriate quantity
in designating the burning rate of a flame.

Figure 8.3.1 shows that the ignition limits of the present diffusive, nonpremixed
system basically track those of the homogeneous explosion limits, shifting along
the second limit to higher temperatures and pressures with increasing strain rate.
Consequently, the regime of nonignition is widened, which is reasonable because of
the reduced residence time. Furthermore, one also expects that the kinetics governing
the three ignition limits should be the same as those for the three homogeneous
explosion limits.

An interesting feature of Figure 8.3.1 is that the ignition curves of different strain
rates “bunch up” along the second ignition limits, which roughly correspond to the
crossover temperature curve. Consequently, by plotting the ignition temperature as a
function of ã (Figure 8.3.2), we see that, for each pressure, there exists a wide range of
strain rates (≈101 to 103/s at 1 atm) over which the ignition temperatures are close to
the corresponding crossover temperature and therefore vary only minimally with the
strain rate. This behavior, which has been completely substantiated experimentally,
implies that the reaction mechanism under such situations fundamentally cannot be
approximated by a one-step overall reaction. This is because such an approximation
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Figure 8.3.3. Spatially resolved axial temperature and species concentration profiles in the second
ignition limit (p = 1 atm, ã = 100 s−1, 60 percent H2) at the ignition point, Tair = 930.7 K.

would require a balance between diffusion and reaction in the reaction zone, whose
thickness varies with the strain rate. Consequently, an increase in the strain rate must
necessarily bring about a corresponding increase in the ignition temperature which,
however, is practically a constant in the present situation. This lack of sensitivity also
implies that the dominant reactions occur at rates much faster than that of diffusion
such that ignition can be considered to be kinetically controlled.

The above behavior can be understood by examining the structure of the reaction
zone for the three limits of ignition, to be discussed next.

8.3.2. Second Ignition Limit
Figures 8.3.3 and 8.3.4 show representative second-limit spatial profiles of tempera-
ture, the major and minor species concentrations, the creation and destruction rates
of H through various reactions, and the convection, diffusion, and net production
rates of H, at 1 atm pressure. It is seen that the concentration profiles of the minor
species can be grouped into two categories, namely “steady-state” and “sink” species,
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in analogy with the situation in homogeneous explosions. The steady-state species,
O, H, and OH, exhibit relatively narrow peaks that are located near the hot oxidizer
boundary, reflecting the high activation energy and temperature sensitivity of their
formation reactions. The region within which these radicals peak can therefore be
identified as the ignition kernel. The sink species, H2O, HO2, and H2O2, are either
stable or metastable, and can therefore diffuse over long distances without reacting,
resulting in the broad profiles shown in Figure 8.3.3. They are subsequently swept
away upon crossing the stagnation surface, analogous to the diffusive loss to the
vessel wall in homogeneous explosions.

Figure 8.3.4 shows that the individual reaction rates leading to the creation and
consumption of H are at least two orders larger than its transport and net production
rates. Similar results hold for O and OH. As such, these individual reaction rates can
be decoupled from the conservation equations for their concentrations, thereby jus-
tifying the steady-state assumption for these radicals. The picture that emerges is that
the ignition kernel is simply a chemical reactor within which the hydrogen–oxygen
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Figure 8.3.5. Solution S-curves for the second ignition limit as functions of ã. Upward (downward)-
pointing vertical arrows denote the ignition (extinction) point. Same condition as that of Figure 8.3.3,
with Tair = 930 K.

reactions proceed rapidly in the manner similar to that of the homogeneous second
limit explosion. Furthermore, because of the small concentrations of these radicals,
the temperature change associated with the radical growth is expected to be neg-
ligible, thereby substantiating the observed temperature insensitivity shown in
Figure 8.3.2.

Figure 8.3.5 shows the S-curve responses for the maximum H concentration and
temperature as functions of the strain rate, for a representative second limit behav-
ior. The lower, weakly reactive branch of the maximum temperature curve exhibits
a cuspy response, emphasizing the fact that there is practically no change in the
temperature due to chemical reaction within the ignition kernel, which is basically
situated at the boundary of the hot air jet.
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Figure 8.3.6. Spatially resolved minor species concentration profiles in the first ignition limit
(p = 0.1 atm, ã = 100 s−1, 60 percent H2) at the ignition point, Tair = 915.8 K.

8.3.3. First and Third Ignition Limits
The first ignition limit is the low-pressure regime where the ignition temperature
rises with decreasing pressure. In contrast to the second limit, diffusive transport of
the active radicals plays an important role here. This is demonstrated by the broad
profiles and hence diffusive loss of the active radicals O, H, and OH to the fuel stream,
shown in Figure 8.3.6. Furthermore, results for the transport rate and the reaction
rates for the individual radical species such as H show that they are of equal order.
The S-curve for this limit (Figure 8.3.7) is again cuspy, demonstrating the minimal
evolvement of heat during ignition. It is also of interest to note that the particular S-
curve here contains four turning points and five simultaneous solutions over a range
of the strain rate. Realistically, it is reasonable to expect that the primary ignition and
extinction points are the physically observable ones because the secondary points,
designated by α and β, are not accessible as one traverses the response curve either
from the lowest, weakly reactive branch or the uppermost, strongly burning branch.
Computationally, care needs to be exercised in not identifying β as the ignition point
because the cuspy nature of the true ignition point can be easily missed.

The third limit occurs at high pressures where the ignition temperature decreases
with increasing pressure. HO2 now actively participates in the chain mechanism,
generating OH and H. An ignition kernel consisting of H, O, OH, and HO2 can be
identified (Figure 8.3.8), although HO2, being less reactive, diffuses to a larger dis-
tance. H2O2 is also an active species, with the maximum of its concentration located
in the neighborhood of the ignition kernel. This is to be contrasted with the behavior
of the second limit at which its peak is offset from those of H, O, and OH. Further-
more, unlike H, O, OH, and HO2, its reactivity is weaker, rendering it to migrate
across the stagnation surface and subsequently convected away. As such, the third
limit is affected by transport.
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Chemical heat generation still remains unimportant in the lower pressure range
of the third limit, resulting in cuspy ignition turning points found for the first and
second limits (Figures 8.3.5 and 8.3.7). However, at higher pressures the turning is
more like a corner than a cusp, as shown in Figure 8.3.9, indicating the emerging
importance of heat release and thermal feedback in ignition.

8.3.4. Decoupled Environment and Kinetic versus Thermal Feedback
The above results seem to indicate that, because of the small size of the radical pool
required for system runaway, the chemical heat release at the first and second limits
is so small that there is essentially no temperature perturbation, or thermal feed-
back, responsible for ignition. To be conclusive of the absence of thermal feedback,
Figures 8.3.5, 8.3.7, and 8.3.9 show calculated results obtained by suppressing the
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chemical enthalpy term in the energy conservation equation. These results basically
reproduce the lower branch and the ignition turning point segment of the complete
solution for the first and second limits. For the third limit, however, the ignition
turning point fails to be reproduced without chemical heat release. Consequently,
ignition at the first and second limits is controlled by kinetic instead of thermal feed-
back, while both feedbacks are required for the third limit.

The result that the mixture temperature is basically unaffected by ignition in the
first and second limits suggests that the concentrations of the major species may also
be effectively unaffected by the chemical reactivity. This possibility is substantiated
by repeating the calculation without the chemical reactivity terms in the govern-
ing equations for the major species, H2, O2, and N2. Figure 8.3.10 shows that the
lower branch and the ignition turning point segment are indeed reproduced with this
assumption.

The viability of this assumption leads to a new view of the ignition process that
simplifies the system both conceptually and practically. That is, in simulating systems
of this nature, the ignition environment can be first predetermined by simply solving
the nonreactive conservation equations for the reactants and enthalpy. The response
of the minor species can then be calculated by using profiles of this “decoupled
environment.”

We finally address the reaction mechanism governing the ignition turning point for
the second limit. Obviously, the basic hydrogen–oxygen chain mechanism must be
included, namely (H1): H + O2 → O + OH; (H2): O + H2 → H + OH; (H3): OH +
H2 → H + H2O; and (H9): H + O2 + M → HO2 + M. Furthermore, the initiation
reaction (–H10): H2 + O2 → HO2 + H is also needed because of the low level of
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Figure 8.3.3, with Tair varying.

H radicals formed in the ignition kernel that can back diffuse and initiate the chain
reactions through (H1).

A simulation based on the above five reactions, however, fails to reproduce the
turning point, as shown in Figure 8.3.11 in which the air temperature is used as the
independent variable. The missing reaction turns out to be (H11): HO2 + H → 2OH.
With the addition of (H11), Figure 8.3.11 shows that the ignition response is now well
described.

To clarify the role of (H11), we first note that the lower branches of the 5- and
6-step mechanisms are very close to each other until the state of turning attained by
the 6-step mechanism. Around this state the 6-step solution turns while the 5-step



P1: JZP
0521870526c08 CUFX045/Law Printer: cupusbw 0 521 87052 6 July 21, 2006 8:53

338 Limit Phenomena

1,000 1,020 1,040 1,060 1,080
10 -12

10 -10

10 -8

10 -6

10 -4

Air Temperature (K)

H
 P

ea
k 

M
ol

e 
F

ra
ct

io
n

10

60

0.1

1

0.3

7

7.8

10

60
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solution exhibits an inflection point and fails to turn. Thus there is sufficient radical
generation in both cases, and (H11) simply effects the turning. The reason that (H11)
is needed for turning is the following. Our earlier discussion on the S-curve shows
that turning points are possible only for systems that possess a sensitive nonlinear
source function as well as a sink function that can be either linear or nonlinear. In the
thermal-based discussion of Section 8.1.5, temperature is the system response, the
Arrhenius factor with the large activation energy constitutes the nonlinear source
function, and conductive heat loss being the sink function. For the present problem
we can use any radical species as the system response, with the chain-branching
mechanism as the nonlinear source function. However, there is no loss mechanism
for all the active radicals, H, O, and OH, in the 5-step mechanism. As such, while
the system solution can runaway, it cannot turn. On the other hand, by bringing in
reaction (H11) in the 6-step scheme, HO2 is included as an actively participating
radical. Since it is also a sink species (see Figure 8.3.3), its presence introduces both
branching and loss to the system, and as such effects the turning.

8.3.5. Multiple Criticality and Staged Ignition
Figure 8.3.7 shows the existence of S-curves that could have two ignition turning
points, two extinction turning points, and five steady-state solutions. While we have
dismissed the significance of the secondary turning points for Figure 8.3.7, multiple
criticality does exist. This is demonstrated in Figure 8.3.12 for hydrogen with different
amounts of nitrogen dilution.
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It is seen that the regular, triple-solution S-curve is obtained for 60 percent hy-
drogen, and ignition is kinetically controlled as discussed earlier. However, as the
hydrogen concentration is reduced to, say, 7.8 percent, the response curve has two
ignition and two extinction points. This curve is also qualitatively different from
that of Figure 8.3.7 in that the lower, primary ignition point occurs at a lower air
temperature than that of the secondary ignition point. Similarly, the upper, primary
extinction point occurs at a higher temperature than that of the secondary extinction
point. What this means is that, by gradually increasing the air temperature from a
low value, in an attempt to effect ignition, the system will first ignite when encoun-
tering the primary ignition turning point. The system then jumps to a steady burning
state corresponding to the lower branch of the secondary ignition point. With further
increase of the air temperature, a second ignition will be effected at the secondary
ignition point. The system then transitions to the uppermost, intense burning branch.
As such, the transition of the system from a weakly reactive, near-frozen state to a
rigorously burning, near-equilibrium state occurs through a two-staged ignition pro-
cess. A similar discussion can be conducted to show that extinction also occurs in a
two-staged manner.

Further computation shows that the primary ignition event is kinetically controlled,
while the secondary ignition additionally requires thermal feedback. The existence
of the staged ignition, as well as three steady states respectively representing near-
frozen flow, weak burning, and strong burning have been experimentally verified
(Fotache et al. 1998).

By further reducing the hydrogen concentration to, say, 7 percent, the upper turn-
ing point disappears, having changed to a stretched S-curve behavior. This is rea-
sonable because the upper turning point requires thermal feedback, which however
becomes excessively weak for low hydrogen concentrations. The system can there-
fore only sustain a weakly “burning” state, with minimal amount of heat generation.

Finally, with excessive amount of dilution (e.g., 0.1 percent), even the lower turning
point transitions to the stretched S-curve behavior. All system nonlinearities, both
kinetic and thermal, are now eliminated.

8.4. PREMIXED FLAME EXTINCTION THROUGH
VOLUMETRIC HEAT LOSS

The various possible phenomena involved in, and the associated mechanisms re-
sponsible for, premixed flame extinction are very rich and subtle. To appreciate the
role of loss in premixed flame extinction, we note that the expression for the laminar
flame speed so

u for the propagation of the adiabatic, one-dimensional planar flame, say
Eq. (7.2.14), shows that, even for very small values of the freestream reactant concen-
tration, the flame will be able to propagate with T̃ad and a finite flame speed. Thus the
standard flame, which is an adiabatic system, does not possess an extinguished state.

As discussed in Section 8.1, an obvious mechanism to extinguish this flame is
heat loss through the concept of quenching distance. A further example of flame
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Figure 8.4.1. Temperature profiles of the adiabatic and nonadiabatic freely propagating planar
flames.

quenching is to seed its upstream with cold, inert particles. In the case of preventing
mine explosions, this is achieved by purposely spreading dust particles on the mine
floor, through the practice of “inerting.” Then in the event of an accidental ignition,
the disturbance produced either in the ignition region or upstream of the propagating
flame will lift both the coal and dust particles into the air. While the coal particles
tend to promote the development and sustenance of a flame, the dust particles will
serve as a heat sink, tending to retard these events.

In this section, we shall study the classical problem of the extinction of the standard
premixed flame due to volumetric heat loss, as first formulated by Spalding (1957).
The sources of such losses could be, for example, radiative heat transfer from the
flame to the cold ambience or the heating of the cold inert particles present in the
mixture.

Figure 8.4.1 schematically compares the temperature profiles for the adiabatic and
nonadiabatic cases. Here we see that, in the adiabatic case, the temperature increases
from the ambient value to the adiabatic flame temperature at the flame location, and
remains at that value in the downstream region. However, when there is volumetric
heat loss in the bulk gas, the temperature in the upstream, preheat region is slightly
reduced, leading to a corresponding reduction in the flame temperature from Tad. In
the downstream cooling region, the continuous action of the heat loss causes a steady
reduction in the temperature until the ambient temperature is eventually reached.
This downstream heat loss induces a further reduction in the flame temperature,
leading to its steady-state value Tf . Intuitively, one expects that extinction can be
brought about by an O(εo) reduction in the flame temperature, which in term results
in an O(1) reduction in the burning flux and hence the flame speed because of
Arrhenius kinetics, where εo = T̃2

ad/T̃a is the value of ε = T̃2
f /T̃a in the adiabatic

limit. This substantial reduction in the flame speed then indicates the possibility of
extinction. An O(1) reduction in the flame temperature will lead to an exponential
reduction in the flame speed, which is unrealistically large.

For small rates of heat loss, Figure 8.4.1 shows that the thicknesses of the preheat
and reaction zones respectively remain at O(1) and O(εo) as in the adiabatic case.
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The downstream cooling zone, which is infinitely thick in the adiabatic limit, now has
a finite, though still large, characteristic thickness because the cooling will eventually
bring the temperature down to the ambient value. The excessive thickness implies
that diffusive transport is now much slower than convective transport and the cooling
region is therefore convective-loss in nature. A balance between convection and loss,
with loss being an O(εo) quantity, readily shows that the thickness of the cooling zone
is O(1/εo). We note, however, that this excessively thick downstream cooling region
is only characteristic of the unbounded nature of this flame. A shorter cooling region
would prevail if it is rendered finite by, say, placing a cold plate normal to the flow
motion.

8.4.1. Phenomenological Derivation
We shall first demonstrate phenomenologically that volumetric heat loss can indeed
lead to the nonlinear phenomenon of flame extinction (Zel’dovich et al. 1985). Let
L(T) be the volumetric heat loss rate, which is a general function of temperature
with the only requirement that L(T) → 0 as T → Tu. The heat loss flux q can be
separately estimated for each of the upstream preheat zone, the reaction zone, and
the downstream cooling zone. Furthermore, the heat loss function L(T) should also
be distinguished for each of these zones because, for example, the nature of the
radiating gas can be quite different before and after the reaction.

For the preheat zone, since it has a characteristic thickness �D, we have

q− =
∫ �D

0
L−dx ≈ �DL− ≈ λ/cp

f
L−, (8.4.1)

where we have assumed an average L− when summing over all the loss, and have
used the relation f �D ∼ λ/cp given in Eq. (7.5.55). Equation (8.4.1) shows that an
increase in L− not only causes a direct increase in q−, but it also reduces the flame
burning flux f , which in turn increases the flame thickness �D. A larger �D implies
a larger volume from which loss occurs, and therefore further increases q−. This
indirect effect of L− through changes in the flame thickness is essential because the
final result shows that it is this nonlinear feedback mechanism in the flame response
that causes the abrupt extinction behavior.

A similar estimate for the reaction zone shows that its loss rate is only O(εo) of q−

because the reaction zone thickness is only O(εo) of �D. Therefore heat loss in the
reaction zone can be neglected due to its small volume.

For the cooling zone, we can write a balance between heat loss and convection as

L+ = f cp
dT
dx

, (8.4.2)

from which the heat loss flux from the reaction zone to the cooling zone is

q+ = λ

(
dT
dx

)
0+

= λ/cp

f
L+. (8.4.3)
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Here L+ again affects q+ both directly and indirectly. The indirect effect, through
the presence of f in the denominator of q+, accounts for the fact that the tempera-
ture gradient, and hence the rate of heat loss, increases with decreasing convection
intensity. This constitutes the second nonlinear feedback mechanism responsible for
the abrupt extinction.

It is significant to note that although q− and q+ basically have the same expression,
they are derived on entirely different physical reasoning. That is, the volumetric heat
loss from the preheat zone affects the reaction zone in a direct manner in that it
reduces the amount of enthalpy entering the reaction zone. Consequently all the
heat loss from the preheat zone needs to be taken into account. The volumetric heat
loss from the cooling zone, however, affects the reaction zone in an indirect manner,
through modification of its temperature gradient at the downstream boundary of
the reaction zone. The amount of heat loss from the reaction zone through this
mechanism is obviously much smaller than the total amount of heat loss from the
cooling zone. The loss from the cooling zone is of little relevance to the reaction zone
structure, and consequently flame extinction, because it takes place subsequent to
the completion of reaction. Indeed, if all of the downstream heat loss were subtracted
from the enthalpy of the flow in the reaction zone, in addition to the amount already
subtracted due to loss from the preheat zone, and since the cooling zone temperature
must approach that of the unburnt mixture, the flame temperature must necessarily
be that of the ambience due to overall energy conservation, which is an obviously
unacceptable outcome.

Thus accounting for the losses from both zones, we can write the overall energy
conservation, from the upstream ambience to the downstream boundary of the re-
action zone, for a mixture with an initial enthalpy flux of f cp(Tad − Tu) as

f cp(Tad − Tu) = f cp(Tf − Tu) + λ/cp

f
(L− + L+). (8.4.4)

This yields an expression for the flame temperature, which in nondimensional form,
can be expressed as

T̃f = T̃ad − εoθ, (8.4.5)

where T̃ = (cpT)/(qcYu), θ = L̃v/ f̃ 2, L̃v = L̃− + L̃+, f̃ = f/ f o, and where we have
defined a nondimensional heat loss parameter

L̃∓ = λ/cp

εo( f o)2qcYu
L∓. (8.4.6)

Note that in writing Eq. (8.4.5) we have deliberately inserted the factor εo to indicate
that the temperature perturbation is expected to be O(εo) such that θ is O(1).

From Eq. (7.5.53), we have

f 2 ∼ T4
f e−T̃a/T̃f . (8.4.7)



P1: JZP
0521870526c08 CUFX045/Law Printer: cupusbw 0 521 87052 6 July 21, 2006 8:53

8.4. Premixed Flame Extinction through Volumetric Heat Loss 343

4.03.02.01.00.0

0.0

2.0

4.0

6.0

8.0

0.1

0

1

2

3

4

5

e 2/1

e 1

f̃

L̃v

f̃

Figure 8.4.2. Dependence of the burning flux and flame temperature reduction on the heat loss rate
for the freely propagating planar flame. Solid segment is the stable branch and dashed segment the
unstable branch.

Substituting Tf given by Eq. (8.4.5) into (8.4.7), and expanding for small heat loss
and hence small reduction in the flame temperature from Tad, we have

f 2 ∼
(

T4
ade−T̃a/T̃ad

)
e−L̃v/ f̃ 2

. (8.4.8)

Note that the nonlinear term, e−L̃v/ f̃ 2
, represents the indirect effects of flame thick-

ening due to upstream heat loss and gradient steepening due to downstream heat
loss.

Referencing (8.4.8) to its adiabatic limit ( f o)2 ∼ T4
ade−T̃a/T̃ad , we have f̃

2 = e−L̃v/ f̃ 2
,

or

f̃
2 ln f̃

2 = −L̃v. (8.4.9)

Substituting f̃ 2 = L̃v/θ into Eq. (8.4.9) yields

θe−θ = L̃v. (8.4.10)

Equation (8.4.9) is an important result in flame extinction studies and has more
generality than implied by the above phenomenological derivation. By plotting f̃
and θ versus L̃v , Figure 8.4.2 shows that the characteristic extinction turning point
is exhibited. It is seen that, starting from the adiabatic limit of f̃ = 1 with L̃v = 0,
an increase in L̃v reduces f̃ and increases θ as is reasonable. However, there is a
maximum heat loss rate, L̃v,E = e−1, beyond which flame propagation is not possible.
This can therefore be identified as the extinction limit of the system. At this state the
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burning flux has been reduced to its minimum value of f̃ E = e−1/2 ≈ 0.61 while the
flame temperature has also been reduced from Tad by an εo amount.

8.4.2. Frank-Kamenetskii Solution
We shall now conduct a more rigorous analysis based on the Frank-Kamenetskii
approach. The governing equations are

f̃
dT̃
dx̃

− d2T̃

dx̃2 = −w̃F − εoL̃(T̃) (8.4.11)

f̃
dỸ
dx̃

− d2Ỹ

dx̃2 = w̃F , (8.4.12)

where x̃ = [ f o/(λ/cp)]x. The boundary conditions are

x̃ → −∞ : T̃ = T̃u, Ỹ = 1 (8.4.13)

x̃ → ∞ : T̃ = T̃u, Ỹ = 0. (8.4.14)

In the preheat zone w̃F is neglected such that energy conservation becomes

f̃
dT̃

−

dx̃
− d2T̃−

dx̃2 = −εoL̃−. (8.4.15)

Integrating Eq. (8.4.15) once and applying the boundary conditions at T̃−(−∞) = T̃u

and (dT̃−/dx̃)−∞ = 0, we have

dT̃−

dx̃
= f̃ (T̃− − T̃u) + εo

∫ x

−∞
L̃−dx̃. (8.4.16)

Similarly, in the cooling region,

f̃
dT̃+

dx̃
− d2T̃+

dx̃2
= −εoL̃+. (8.4.17)

In this region the heat loss term must be important because if it were neglected, then
we would get a constant T̃+. Furthermore, convection must also be present because it
gives the flame propagation rate. A balance between these two terms shows that the
relevant spatial variable is a compressed variable η = εox̃ = O(1). This then indicates
that the thickness of the cooling zone is O(1/εo), and diffusion is of higher order, as
noted earlier. Thus we have

f̃
dT̃+

dx̃
= −εoL̃+, or f̃

dT̃+

dη
= −L̃+. (8.4.18)

The flame temperature T̃f can be evaluated through overall energy balance
by adding Eqs. (8.4.11) and (8.4.12) to eliminate the reaction term, integrating
the resulting expression from x̃ = −∞ to the downstream boundary of the reac-
tion zone x̃ = 0+, using Eq. (8.4.18) to evaluate (dT̃+/dx̃)0+ , and by noting that
Ỹ(0+) = (dỸ/dx̃)0+ = 0. This leads to

T̃f = T̃ad − εo

[
1
f̃

∫ 0

−∞
L̃−dx̃ + L̃+(T̃f )

f̃ 2

]
≈ T̃ad − εo L̃v

f̃ 2
, (8.4.19)
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where we have defined

L̃v =
∫ T̃ad

T̃u

L̃−(T̃)
T̃ − T̃u

dT̃ + L̃+(T̃ad). (8.4.20)

In deriving Eq. (8.4.19), we have approximated L̃+(T̃f ) by L̃+(T̃ad), and have used
the leading-order expression of Eq. (8.4.16) to change the integration variable from
dx̃ to dT̃ because L̃ is a function of T̃. We have therefore derived L̃v , which was
identified phenomenologically earlier, especially the different functional forms for
the loss terms due to L̃− and L̃+.

The reaction zone is governed by

d2T̃in

dx̃2
= −Dao

CỸine−T̃a/T̃in . (8.4.21)

To relate Ỹin to T̃in, we note that in an adiabatic system T̃in + Ỹin = T̃ad. For the
present problem the flame temperature, which represents the total enthalpy of the
flow, has been reduced to T̃f from T̃ad. Therefore we expect the total enthalpy in
the reaction zone is to be

T̃in + Ỹin = T̃f , (8.4.22)

which expresses Ỹin in terms of T̃in.
If we next substitute (T̃f − T̃in) = O(εo) into the RHS of Eq. (8.4.21) and expand

for small εo, perform the integration from the upstream to the downstream bound-
aries of the reaction zone in the same manner as that in Section 7.4.2, and observe
that T̃in → T̃f at the downstream boundary so that Ỹin → 0, while e−(T̃f −T̃in) → 0 at
the upstream boundary so that all chemical reactivities vanish there, we obtain

[(
dT̃in

dx̃

)
0+

]2

−
[(

dT̃in

dx̃

)
0−

]2

= −2Dao
C(εo)2e−T̃a/T̃f . (8.4.23)

To evaluate Eq. (8.4.23), we substitute (dT̃+/dx̃)0+ from Eq. (8.4.18) for (dT̃in/dx̃)0+ ,
(dT̃−/dx̃)0− from Eq. (8.4.16) for (dT̃in/dx̃)0− , and Eq. (8.4.19) for T̃f . The resulting
leading-order expression is Eq. (8.4.9), where we have observed that in the adia-
batic limit 2Dao

C(εo)2 exp(−T̃a/T̃ad) = 1. We have therefore rederived the nonlinear
burning rate response for this nonadiabatic flame propagation problem, with L̃v now
given by a more generalized expression, Eq. (8.4.20).

To be more specific with the loss function L±, we note that an obvious volumetric
loss mechanism from the gaseous medium is radiation, with L = h(T4 − T4

u ), where
h is an appropriate dimensional heat transfer coefficient. Another expression that is
commonly used in heat transfer analysis is the linear function L = h(T − Tu), which
relates conductive heat loss from a one-dimensional flow to the tube wall. By using
this simpler function for demonstration, we have

L̃+(T̃ad) = h̃+,

∫ T̃ad

T̃u

L̃−(T̃)
(T̃ − T̃u)

dT̃ = h̃−,
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because T̃ad − T̃u = 1. Thus, from Eq. (8.4.20),

L̃v = h̃+ + h̃−. (8.4.24)

For h̃+ = h̃−, Eq. (8.4.24) shows that the upstream and downstream contributions in
heat loss are equal. Similar, but somewhat more lengthy expressions can be derived
when radiation is the loss mechanism.

8.5. FLAMMABILITY LIMITS

8.5.1. Empirical Limits
It is empirically known that sufficient dilution of a combustible mixture with excess
oxidizer or fuel will make it nonflammable in that, even after every effort has been
made to reduce heat loss from the system, a flame would still fail to propagate after
it can be somehow initially started through, say, a sufficiently intense ignition source.
The critical composition delineating combustible and noncombustible mixtures is
called the flammability limit. Typically a lean, or lower, flammability limit (LFL) and
a rich, or upper, flammability limit (UFL) can be identified for a system of given tem-
perature and pressure, and consisting of fuel, oxidizer, and inert, which respectively
represent the excessively fuel-lean and fuel-rich situations. A quantitative knowl-
edge of these limits is of importance for assessment of fire hazards. Furthermore,
the interest in lean combustion, and thereby improved combustor performance in
terms of emissions and efficiency characteristics, also imply that flammability con-
siderations could ultimately impose limitations on the system performance. Since air
usually constitutes the oxidizer–inert components in practical situations, mention-
ing of a flammability limit of a certain fuel implicitly implies that the limit is for
the fuel in air. From safety considerations the LFL is more relevant because a rich
nonflammable gas can be easily rendered flammable upon dilution by air.

The former U.S. Bureau of Mines (Zabetakis 1965) has standardized the determi-
nation of flammability limits. In this procedure the test mixture is placed in a vertically
oriented tube of 51 mm diameter and 1.5 m length. The tube is closed at the upper
end and open to the atmosphere at the lower end. Ignition by either spark discharge
or a small pilot flame at the lower end is then attempted. A mixture is said to be
flammable if the resulting flame can propagate all the way to the top of the tube,
and nonflammable otherwise. The flammability limit is then the boundary mixture
composition separating these two states. Table 8.1 lists the lean and rich flammability
limits of some common fuels.

The specific dimension of the tube was chosen because further increases minimally
affect the limits. Furthermore, by flipping the tube upside down and igniting the mix-
ture from the upper end, downward propagation limits have also been determined.
The flammable range is always wider for the upward propagation limits because
flame propagation is now assisted by the buoyantly rising hot combustion products
below the flame front. Thus from safety considerations the upward limits are more
conservative.
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Table 8.1. Flammability limits of some common fuel–air mixtures
at 1 atm pressure, in mole % and (φ)†

Fuel Lean limit Rich limit

Hydrogen 4.00 (0.10) 75.0 (7.14)
Carbon monoxide 12.5 (0.34) 74.0 (6.8)
Ammonia 15.0 (0.63) 28.0 (1.4)
Methane 5.00 (0.50) 14.9 (1.67)
Ethane 3.0 (0.52) 12.4 (2.4)
Propane 2.1 (0.56) 9.5 (2.7)
Butane 1.8 (0.57) 8.4 (2.8)
Ethylene 2.7 (0.40) 36.0 (8.0)
Acetylene 2.5 (0.31) 100.0 (∞)
Benzene 1.3 (0.56) 7.9 (3.7)
Methanol 6.7 (0.51) 36.0 (4.0)
Ethanol 3.3 (0.41) 19.0 (2.8)

† Data compiled from M. G. Zabetakis, 1965. Flammability characteristics of
combustible gases and vapors, U.S. Department of Mines Bulletin 627.

There are some additional empirical observations of interest. First, increasing the
mixture temperature always widens the flammability limits because of the corre-
sponding increase of the flame temperature. Increasing pressure slightly narrows
the lean flammability limits of hydrogen as well as the common hydrocarbons fu-
els, hence rendering the mixtures less flammable. However, for rich mixtures, the
hydrogen limit is narrowed while the hydrocarbon limits are extended.

An interesting empirical result on flammability limits is the limit temperature
concept of Burgess and Wheeler (1911), which states that, for many hydrocarbon–
air mixtures, the product of the volume percent of the fuel at its lean limit, (LFL)i ,
and the heating value of the fuel, qc,i , is approximately a constant, say C, that is,

(LFL)i qc,i = C. (8.5.1)

This constant can be estimated by, say, taking the lean flammability limit of methane–
air as 5.0 percent and its heat of combustion as 192 kcal/mol, yielding a value of
C = 920 kcal/mole. The existence of such a constant then implies that the adiabatic
flame temperatures of these hydrocarbons are about the same at the lean limit. This
temperature range has been found to be around 1,450 K.

The Burgess–Wheeler law also allows the estimation of the LFL of a hydrocarbon
mixture by noting that since all the hydrocarbon components of the mixture obey
Eq. (8.5.1), we can treat the fuel mixture as a single fuel such that

(LFL)mixqc,mix = C. (8.5.2)

But since

qc,mix = �i Xi qc,i = �i Xi
C

(LFL)i
, (8.5.3)
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where Xi is the mole fraction of the ith component of the fuel mixture, we have

(LFL)mix =
[
�i

Xi

(LFL)i

]−1

. (8.5.4)

Equation (8.5.4) is known as Le Châtelier’s rule.
This rule has also been used to estimate the effect of inert dilution. Thus if (LFL)F

is the limit without dilution, XF the volume fraction of the fuel in the mixture of fuel
and inert, and XI = 1 − XF the corresponding inert fraction, then treating the inert
as a fuel species but with (LFL)I → ∞, we have from Le Châtelier’s rule,

(LFL)dilution =
[

XF

(LFL)F
+ XI

(LFL)I

]−1

= (LFL)F

XF
. (8.5.5)

The LFL for a diluted fuel mixture can thus be assessed by first determining the
(LFL)mixture assuming no dilution, and then calculating (LFL)dilution by treating all
the fuel components as a single species.

Clearly one would not expect that Le Châtelier’s rule, which is based on simple
molar mixing considerations, would have universal applicability. It has been found
to work well only for fuel mixtures containing hydrogen, carbon monoxide, and the
common hydrocarbons. It is not applicable in the presence of chemical inhibitants
or such unusual compounds as carbon disulfide.

The above empirical results have proven very useful for safety estimates. The
existence of Le Châtelier’s rule and the limit temperature also point to the possibility
of a unifying concept in the flammability limit phenomena. Such a possibility is
presented next.

8.5.2. Fundamental Limits
In spite of its practical importance, “flammability limit” has remained an empirical
observation without an established fundamental understanding. Since steady propa-
gation is possible for the standard premixed flame even as the reactant concentration
approaches zero, mechanisms and processes in addition to those responsible to prop-
agate the standard flame must exist to bring about these limits, if they in fact exist.

In order to identify these limits, we recognize that if “flammability limit” is indeed
a useful fundamental concept, then the lean and rich flammability limits of a mixture,
and the associated limit mechanisms, must be unique physicochemical properties of
this mixture. These are to be contrasted with the extinction limits, which can exist at
any mixture concentration, bounded by the two flammability limits, as long as the
externally imposed, system-dependent loss intensities are sufficiently strong. Thus
identification of the flammability limits should require the elimination of all external,
system-dependent loss mechanisms such as conductive and convective heat-loss,
aerodynamic straining, and buoyancy-related phenomena as manifested by the
differences between the limits for the upward- and downward-propagating flames.

With the above requirements, the configuration based on which flammability limit
can be best defined would be the state at which steady propagation of the planar
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premixed flame in the one-dimensional doubly infinite domain fails to be possible.
This state should also be completely specifiable by the mixture properties. There
are two mechanisms that can weaken flame propagation and are also properties of
the mixture. The first is radiative heat loss from the flame to the cold environment.
The extent of loss depends on the radiative properties of the mixture, the flame
temperature and thickness, and the ambient, unburned gas temperature, which can
all be specified based on properties of the unburned mixture. The viability of this
extinction mechanism depends on the relative sensitivities of the Arrhenius chemical
reactivity and the radiative heat loss to temperature variations. That is, since the flame
temperature decreases as the mixture concentration approaches the flammability
limit, both the reaction rate and heat-loss rate will decrease. If the heat loss rate is
more sensitive to the temperature reduction, then the loss process will be “quenched”
first, rendering the flame to be essentially adiabatic. In this case radiative heat loss
may not be a viable mechanism for flammability. However, if chemical reaction is
more temperature sensitive and, hence, is quenched first in the presence of radiative
heat loss, then radiation is a viable flammability mechanism.

Indeed, the analysis of Spalding (1957) for flame extinction with volumetric heat
loss discussed in the previous section is meant to be a study of flammability limits.
By using large activation energies, more recent and rigorous analysis (Buckmaster &
Ludford 1982) implicitly assumes that chemical reaction is more sensitive to temper-
ature variations than heat loss. The extinction turning point derived can therefore
be identified as a flammability limit. The quantitative realism of the limit, however,
is inadequate because of the grossly simplified descriptions of chemical kinetics as
well as the radiative and diffusive transport properties.

The second mechanism that could contribute to the flammability limit is chemical
kinetics. Here as the flame temperature is decreased, the overall reactivity is reduced.
Furthermore, while this temperature reduction has a significant influence on the
temperature-sensitive two-body branching reaction, its influence on the temperature-
insensitive three-body termination reaction is minimal. However, since the system is
still a conservative one even when considering a detailed reaction mechanism, kinetic
retardation alone is not sufficient to bring about flammability. On the other hand, the
much reduced reaction rate due to chain termination is expected to have so severely
weakened the flame that it can be readily extinguished at a certain concentration
due to the unavoidable loss disturbances present, such as radiative heat loss. This
concentration can thus be identified as the flammability limit.

The separate concepts of radiative heat loss and kinetic termination can be thus
interpreted from a unified viewpoint (Law & Egolfopoulos 1992; Miller 1996). To
demonstrate this, we first numerically calculate the flame structure and propagation
speed, with detailed descriptions of chemical kinetics as well as diffusive and radiative
transport. Figure 8.5.1 shows calculated flame speed and maximum flame tempera-
ture as functions of fuel equivalence ratio φ for lean methane–air mixtures. It is found
that in the absence of heat loss, so

u decreases monotonically with decreasing φ. How-
ever, when radiative heat loss is included, the extinction turning point is exhibited.
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Figure 8.5.1. Computed (a) laminar flame speed and (b) maximum flame temperature as functions
of equivalence ratio for methane–air flames at 1 atm pressure, with and without radiative heat loss.

Thus the fuel concentration at this state can be identified as the lean flammability
limit. The calculated limit, φ = 0.493, agrees well with the empirical value of 0.48. It
is also significant to note that at the extinction state su/so

u = f/ f o ≈ 0.6, which is very
close to the value of e−1/2 ≈ 0.61 predicted by the simplified theory of last section,
and that the flame temperatures are about 1,380 K and 1,450 K for propagations
with and without radiative heat loss respectively. The adiabatic flame temperature
agrees with the adiabatic limit temperature of about 1,450 K determined for the
empirically observed extinction concentrations. The exact numerical agreement is,
of course, fortuitous.

From the calculated results one can also use sensitivity analysis to evaluate the
dominant branching (B) and termination (T) reactions as the flammability limit is
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Figure 8.5.2. Profiles of the dominant branching and termination reactions needed for the evalua-
tion of the flammability exponent.

approached. For lean methane–air mixtures, the reaction pair is found to be

H + O2 → OH + O (B)

H + O2 + M → HO2 + M, (T)

as expected, where (B) and (T) are respectively reactions (H1) and (H9).
The relative sensitivity of the termination and branching reactions to concentration

variations can be assessed by evaluating a sensitivity exponent defined as

α(φ) = ∂ ln wT/∂ ln φ

∂ ln wB/∂ ln φ
= ∂(ln wT)

∂(ln wB)
, (8.5.6)

where wB is a representative value of (B), say its maximum value in the reaction
zone, and wT is the value of (T) at the location where wB is evaluated, as shown in
Figure 8.5.2. Since Eq. (8.5.6) is equivalent to the relation

wT ∼ wα
B, (8.5.7)

the flammability exponent has the significance that wT responds to changes in wB in
either a gradual or decelerative manner for α < 1, and in an accelerative manner for
α > 1. Thus α = 1 can be considered to be the state at which the terminating reaction
becomes dominating.

Figure 8.5.3 shows the variation of α with φ, for lean methane–air flames with and
without radiative heat loss. For the nonadiabatic flame, it is seen that shortly after
the state of α = 1 is reached, at φ = 0.501, the turning-point state is also attained, at
φ = 0.493. Thus the state of flammability limit is characterized by thermal extinction
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Figure 8.5.3. The flammability exponents for the flames of Figure 8.5.1 needed to assess fundamental
flammability limits.

as well as by chain termination overwhelming chain branching in the kinetic mech-
anism. This is physically reasonable because as soon as chain termination becomes
dominating, the overall chemical reaction rate slows down, consequently leading to
thermal extinction.

It is also seen that in the absence of radiative heat loss, the attainment of α = 1 is
only slightly delayed, now occurring at φ = 0.477. Thus the flammability limit can be
determined with reasonable accuracy using the kinetic termination criterion (α = 1)
alone, without considering radiative loss.

It has also been shown that reactions (H1) and (H9) are the dominant branching
and termination reactions for many lean hydrocarbon–air mixtures as well as lean
and rich hydrogen–air mixtures for the pressure range over which the H–O2 kinetics
dominates. For rich hydrocarbon–air mixtures, the dominant termination/retardation
reaction is more fuel specific, but is frequently a two-body reaction. For example, for
rich methane–air flames, it is

CH4 + H → CH3 + H2, (M3)

through which the reactive H radical is lost and a less reactive CH3 radical generated.
The nature of the termination reactions explains the experimentally observed pres-

sure dependence of the flammability limits. That is, since (H9) is a three-body reaction
that becomes more efficient with increasing pressure, relative to the two-body reac-
tion (H1), the flammability limits are mostly narrowed for those mixtures that are
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sensitive to (H9). On the other hand, since (M3) is a two-body reaction and has no
advantage over (H1) with increasing pressure, the flammability limit is extended.

Calculated flame structure also shows that as the flammability limit is approached,
the termination reaction rate profile merges with the branching reaction rate pro-
file, indicating that scavenging of the radicals becomes the most efficient. Thus with
further weakening of the flame and radical production, the overall reaction rate
decreases precipitously. Indeed, in systems in which several retarding reactions are
found to have the same extent of influence on flame propagation, the flammability
limit is determined by the reaction whose profile merges the closest with that of the
branching reaction.

8.6. FLAME STABILIZATION AND BLOWOFF

We have established in Chapter 7 that a given fuel–air mixture possesses a defi-
nite propagation speed so

u , which is defined by the thermochemical properties of the
mixture. Thus once ignited, the flame will propagate into the fresh mixture with a
velocity close to so

u . However, from the practical point of view we frequently desire
to keep this flame stationary in space such that a continuous mode of operation can
be achieved within a combustor, such as the gas turbine engine and the industrial
furnace. In order to achieve this, it appears that the oncoming fresh mixture must
have precisely the same speed to balance the flame speed so as to render the flame
stationary. This not only is basically impossible to accomplish but, even if it can be
done, is also too restrictive in the operational range of the combustor. The principle
of flame stabilization is to provide some mechanism through which the flame burn-
ing intensity can be automatically modified so that the flame is afforded sufficient
flexibility to adjust its location, orientation, and configuration in a nonuniform, tem-
porally varying flow field. Thus not only static equilibrium can be attained between
the flow velocity and the flame speed in a localized region, there is also sufficient
flexibility for the flame to accommodate changes in the operation conditions so as to
attain dynamic equilibrium.

In the following we shall discuss how such a dynamic equilibrium can be achieved
to effect flame stabilization, and situations under which stabilization is not possible,
leading to flame blowoff.

8.6.1. The Flat-Burner Flame
The flat-burner flame, introduced in Section 7.6.2, has been extensively used in com-
bustion studies, especially those related to the chemical structure of flames. In this
configuration (Figure 8.6.1) a combustible mixture issues from a porous plate that
may or may not be internally cooled. Heat is conducted from the preheat zone to the
plate, and is the basic mechanism through which the flame can remain situated above
the burner at a given standoff distance. Since heat transfer to the plate is through
conduction, the plate must be in contact with the preheat zone. Consequently, the
standoff distance of the reaction zone should be of the order of, but smaller than,
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Figure 8.6.1. Schematic and the temperature profile for the flat-burner flame.

the corresponding preheat zone thickness of the flame for the same freestream com-
position in the adiabatic limit. Since there is always a finite amount of heat transfer
at the burner surface, the temperature in the flow field is overall reduced from the
adiabatic limit based on the freestream mixture, while the mass burning flux of the
flame, f , which is simply the flow discharge flux from the burner, is correspondingly
smaller than the adiabatic freely propagating flame. Only in the limit of vanishing
heat loss does the flame degenerate to the adiabatic situation.

There has been considerable confusion regarding the role of heat loss in the flat-
burner flame as compared to the volumetric heat loss in the freely propagating flame
of Section 8.4. In fact, after formulating the theory of Section 8.4, Spalding and
Yumlu (1959) attempted to verify this theory by using the flat-burner flame. The
experimental result on the burning flux f̃ as a function of the heat loss rate L̃s to
the burner not only yielded the upper, strongly burning branch for large f̃ , but also
a small segment of the lower, slower-burning branch extending from the turning
point, as shown in Figure 8.6.2a. This seemed to suggest that there could exist two
flame speeds for a given heat loss rate. Since stability analysis of the nonadiabatic
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Figure 8.6.2. Schematic showing the experimentally observed dual flame speed phenomenon:
(a) for a given heat loss rate to the burner surface; (b) for a given flames standoff distance.
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freely propagating flame showed that the slow-burning branch solution is unstable,
the meaning of the observed slow branch result has been unclear. This has become
the classical dual flame speed anomaly. The existence of the experimental turning
point, however, has been cited frequently as the verification of Spalding’s theory,
especially on the identification of the turning point as the state of extinction or even
flammability limit.

Further studies by Ferguson and Keck (1979) revealed an alternate manifestation
of the dual flame speed phenomena, namely the existence of two flame speeds for
the same flame standoff distance, as shown in Figure 8.6.2b. It was further suggested
that the distance of closest approach be identified as the quenching distance of the
flame. Let us now solve and examine this problem in detail (Eng, Zhu & Law 1995).

A combustible mixture of temperature Tu and reactant concentration Yu is dis-
charged with a mass flux f from a porous plate that has a surface temperature Ts .
Because of heat loss to the plate, the resulting flame temperature Tf is lower than
the adiabatic flame temperature Tad based on Tu and Yu. There is, however, no heat
loss from the flame structure downstream of the burner surface. In nondimensional
form, total energy conservation is

f̃
d(T̃ + Ỹ)

dx̃
− d2(T̃ + Ỹ)

dx̃2
= 0, (8.6.1)

where x̃ = ( f o/ρD)x, Ỹ = Y/Yu, and T̃ = (cpT)/(qcYu). Integrating Eq. (8.6.1) from
the burner surface (x̃ = 0+) to the downstream (x̃ = ∞), and by using the boundary
conditions

x̃ = 0+ : T̃ = T̃s, f̃ Ỹ − dỸ
dx̃

= f̃ ,

(
dT̃
dx̃

)
0+

=
(

dT̃
dx̃

)
0−

= L̃s (8.6.2)

x̃ = ∞ : T̃ = T̃f , Ỹ = 0,
dT̃
dx̃

= dỸ
dx̃

= 0, (8.6.3)

where L̃s is a surface heat loss rate parameter, we obtain

f̃ [T̃ad + (T̃s − T̃u)] − L̃s = f̃ T̃ f . (8.6.4)

Equation (8.6.4) states that, as the freestream of total energy f̃ T̃ad passes through
the porous plate, it picks up an additional sensible heat f̃ (T̃s − T̃u) as it is heated to
T̃s , while at the same time it loses L̃s amount of energy due to cooling. The remaining
energy is then simply used to heat the mixture to T̃f . Also note that Ys �= Yu.

The amount of heat loss can be easily determined by solving f̃ T̃′ − T̃′′ = 0 for the
temperature distribution in the preheat zone, which yields

T̃ = T̃s + (T̃f − T̃s)

(
e f̃ x̃ − 1

e f̃ x̃ f − 1

)
, x̃ ≤ x̃ f , (8.6.5)

from which

L̃s =
(

dT̃
dx̃

)
0+

= f̃ (T̃f − T̃s)

e f̃ x̃ f − 1
. (8.6.6)
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Figure 8.6.3. Responses of the flat-burner flame from analytical solution (T̃u = T̃s = 0.12) with
heat-loss rate as the independent parameter. Arrows indicate the corresponding branches of solution
for different responses.

Furthermore, from Eq. (7.5.53) we have f 2 ∼ T4
f exp(−T̃a/T̃f ), which, when ref-

erenced to the adiabatic state, yields Eq. (7.5.54),

f̃ 2 =
(

T̃f

T̃ad

)4

exp
[
−T̃a

(
1

T̃f
− 1

T̃ad

)]
, (8.6.7)

where T̃f is given by Eq. (8.6.4).
The problem is completely solved in that, for a given flow discharge rate and,

hence, mass burning flux f̃ , the flame temperature T̃f , the heat loss rate L̃s , and the
flame location x̃ f are given by Eqs. (8.6.7), (8.6.4), and (8.6.6). Note that unlike the
problem of the standard premixed flame with volumetric heat loss, in which T̃f is only
slightly reduced from T̃ad, the reduction can be substantial for the present problem,
depending on the extent of heat transfer at the burner surface.

Figures 8.6.3 and 8.6.4 respectively show typical plots of the flame response ac-
cording to Eqs. (8.6.4), (8.6.6), and (8.6.7), with either L̃s or f̃ as the independent
variable. Specifically, the proper limiting behaviors are exhibited in that T̃f → T̃ad,
x̃ f → ∞ and L̃s → 0 in the adiabatic limit of f̃ → 1, while T̃f → T̃u, x̃ f → ∞ and
L̃s → 0 in the nonreactive limit of f̃ → 0. Furthermore, there are two solutions for
f̃ for a given heat loss rate L̃s , and two f̃ for a given flame standoff distance. Conse-
quently, there exists a maximum heat loss rate, L̃s,max, and a minimum flame standoff
distance, x̃ f,min, beyond which there is no solution. These dual solution behaviors are
in accord with the experimental observations discussed above.
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Figure 8.6.4. Same result as those of Figure 8.6.3, but with mass flow rate as the independent
parameter.

It is, however, important to recognize the fundamental differences between the
nonadiabatic, freely propagating flame with volumetric heat loss and the present
burner-stabilized flame with heat transfer to the upstream boundary, even though
they both seem to exhibit the dual flame speed, turning-point behavior when the
burning flux f̃ is plotted versus the heat loss parameter, as in Figures 8.4.2 and
8.6.3. First, from an operation point of view, the heat loss rate can be considered to
be independently specifiable for the freely propagating flame. Thus by continuously
increasing the heat loss rate by changing, say, the heat transfer coefficient h̃, the flame
can eventually be brought to the state of extinction, at L̃v,E. For the burner-stabilized
flame, with a fixed surface temperature, however, it is operationally more difficult to
control the heat loss rate because the flame has the flexibility to adjust its location
and thereby the extent of conductive heat transfer. Rather, it is the flow discharge
rate f̃ that can be independently controlled. Thus if we take f̃ as the independent
variable, then Figure 8.6.4 shows that for a given f̃ there is a unique heat loss rate
L̃s and a unique flame location x̃ f . The system response is therefore single valued.
Furthermore, since it is difficult to control the heat loss rate, the burner-stabilized
flame cannot be easily extinguished through increasing heat loss. In fact, the most
viable mechanism to “eliminate” the flame is to continuously increase the discharge
rate until it exceeds the adiabatic, freely propagating value. Since flame elimination
is caused by the approaching flow having a velocity exceeding that of the adiabatic
flame, the flame in this case is actually blown off rather than extinguished.

Consequently, the turning points of the response curves for the flat-burner flame
can be simply interpreted as manifestations of the nonmonotonic flame responses
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Figure 8.6.5. Stabilization mechanism of Bunsen flames (adapted from Lewis & von Elbe 1987).

to variations in the flow discharge rate. Thus neither is the turning point of the
f̃ -versus-L̃s curve an extinction state, nor does the turning point of x̃ f -versus- f̃
curve designate the quenching distance.

The classical “dual-flame speed” anomaly is therefore an artificial one in that the
nonadiabatic freely propagating flame and the flat-burner flame are two fundamen-
tally different systems. The anomaly arises when one tries to explain the experimental
results of the latter based on the theory of the former. The anomaly disappears when
the explanation is based on the theory for the flat-burner flame. Perhaps also equally
important to note is that the presence of a turning point does not automatically imply
the existence of an extinction state, and the presence of heat loss also does not imply
that the flame will be extinguished at some state.

The viability of the above concept has been further substantiated by additional
experiments as well as computation with detailed chemistry and transport (Eng,
Zhu & Law 1995), with close agreement between them.

8.6.2. Stabilization of Premixed Flame at Burner Rim
We next discuss flame stabilization through heat loss and flow nonuniformity. As an
example let us consider the stabilization of the Bunsen flame, which, as we know, can
stay over the burner exit for a considerable range of the flow velocity as well as the
mixture concentration. The local region within which the flame is stabilized is that
of the burner rim; the stabilization process is shown in Figure 8.6.5. We mention in
passing that equivalent terminologies for flame stabilization in this manner are flame
holding, flame anchoring, and flame attachment.

Following Lewis and von Elbe (1987), we consider the flow in the burner tube
to be well developed such that it has a parabolic velocity profile at the exit plane.
Furthermore, since the region of interest is only confined to a narrow one adjacent to
the rim, the velocity variation there can be approximated to be linear. In this localized
region, the speed of the flame segment, su, can be significantly modified from so

u by
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two factors. First, cooling from the rim causes su < so
u . Second, the concentration of

the mixture is modified by the ambient air through diffusion and entrainment. If the
mixture is fuel lean, then it will become more so as a result of mixing, causing the
flame speed to further decrease. However, if the mixture is fuel rich, then it will
become more stoichiometric upon mixing with air and thereby burn more strongly.
As we move away from the rim into the center, the flame tends to resume its laminar
flame speed so

u based on the upstream composition of the flame segment, and adjusts
its configuration in accordance with the local velocity profile.

Now consider the three possible flame configurations shown in Figure 8.6.5, assum-
ing a fuel-lean mixture. In configuration 1, the flame is too close to the rim such that
excessive heat loss causes su to be less than the approach flow velocity everywhere
over this flame segment. The flame is pushed back. In the equilibrium configuration
2, the flame is further away from the rim, and suffers less heat loss. Consequently, su

increases except at the outermost fringe where it further decreases because dilution
due to air entrainment now becomes important. Therefore at one point on the flame
segment the flame speed exactly balances the flow velocity, providing anchoring of
the entire flame. Finally, in configuration 3 the flame is too far from the rim such that
the laminar flame speed exceeds the flow velocity somewhere, causing the flame to
move forward toward the equilibrium position.

It is clear that this flame anchoring mechanism allows considerable flexibility for
the flame segment to respond to changes in the mixture velocity and concentration
by adjusting its location relative to the rim, such that a local velocity balance can be
achieved. When such a balance cannot be achieved, flashback or blowoff occurs, to
be discussed next.

By continuously decreasing the mixture velocity or increasing its reactivity, the
flame is situated closer to the rim. When this velocity has been reduced to a certain
level, characterized by its velocity gradient, the gas velocity at some point in the flow
becomes smaller than the flame speed. The flame would then propagate against the
flow into the tube, resulting in flashback. The condition for flashback can be quantified
in Figure 8.6.6, in which the linear flow velocity profile and the flame speed variation
next to the burner wall are compared. It is seen that if the flow velocity is higher than
the flame speed (curve 3), then the flame will be expelled out of the tube. Flashback
occurs for the opposite situation (curve 1). Thus curve 2 gives the incipient state at
which flashback is possible.

For blowoff, we refer to Figure 8.6.7, again schematized for the situation of a
fuel-lean mixture. Thus with increasing flow velocity the flame is lifted higher and
higher above the rim. The flame speed at the base of the flame also increases be-
cause of the reduced heat loss to the rim. There is, however, an upper limit be-
yond which the flame speed cannot be further increased. Therefore with an exces-
sively high flow velocity, represented by curve 4, the gas velocity exceeds the flame
speed everywhere and the flame blows off. Thus curve 3 gives the incipient state of
blowoff.



P1: JZP
0521870526c08 CUFX045/Law Printer: cupusbw 0 521 87052 6 July 21, 2006 8:53

360 Limit Phenomena

Distance from Burner Wall

Gas velocity

V
el

oc
it

y 123

Burning velocity
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If we let y be the distance of the flame base above the burner rim, and v(y) the
local flow velocity, stabilization is possible when the conditions

su = vu,

(
∂su

∂y

)
>

(
∂v

∂y

)
u

(8.6.8)

are simultaneously satisfied. The state of incipient blowoff is reached when the gra-
dients of su and v become equal.

It is important to recognize that flame blowoff and flame extinction are two en-
tirely different phenomena. Blowoff is caused by a lack of dynamic balance between
the flame speed and the flow velocity. When blowoff is effected by increasing gas
velocity, the burning intensity of the flame at the stabilization point attains its local
maximum at incipient blowoff, and the flame retains its structure when blown off.
On the other hand, extinction is caused by the precipitous drop in the chemical re-
activity, which completely annihilates the flame. The burning intensity of the flame
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Figure 8.6.8. Blowoff, stable, and flashback regimes of the laminar Bunsen flame (adapted from
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therefore attains its local minimum at incipient extinction in response to the imposed
extinction mechanism.

Figure 8.6.8 shows the boundaries of flashback and blowoff as functions of the
fuel concentration and flow velocity gradient for mixtures of natural gas and air.
Conditions for the stable operation of a Bunsen flame are bounded by these flashback
and blowoff curves. It is seen that flashback can be suppressed for either fuel-lean
or fuel-rich mixtures, as is reasonable to expect. For blowoff such symmetry does
not exist in that blowoff becomes progressively more difficult with increasing fuel
concentration and thereby increasing burning intensity of the flame.

In Chapter 10 we shall show that in addition to heat loss, the flame speed can also be
modified by aerodynamic straining, flame curvature, and mixture nonequidiffusion.
The concept of flame stabilization is therefore significantly modified and enriched.

8.6.3. Stabilization of Nonpremixed Flame at Burner Rim
When studying the configuration of the Burke–Schumann flame in Chapter 6, a
reaction sheet was assumed to exist at the burner rim and the issue of flame anchoring
was not addressed. In realistic situations it is clear that there must exist a dead space
at the burner rim because of its low temperature, and that with sufficiently high flow
velocity the flame will be blown off.

There is increasing evidence that the bulk nonpremixed flame is stabilized via a
premixed flame segment adjacent to the burner rim (Figure 8.6.9). That is, as the
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flame segment at the flame base: (a) overall flame configuration; (b) structure of flame base.

fuel gas issues from the burner tube, it first mixes with the ambient air in the burner
rim region where reaction cannot take place because of the low temperature. Thus
when reaction does occur, the segment of the flame at the burner rim assumes the
character of a premixed flame. The bulk of the flame, away from the burner rim,
is of course still a nonpremixed flame. Stabilization of the entire flame, however, is
controlled by the stabilization of the premixed flame segment in the same manner as
just discussed.

The premixed flame segment needed for stabilization actually has a rather inter-
esting flame structure, shown as the inset in Figure 8.6.9. Here fuel and oxidizer mix
immediately downstream of the burner rim, creating a mixture with a stratified com-
position ranging from fuel lean to fuel rich. The resulting premixed flame therefore
also has a stratified burning intensity over its surface, yielding combustion products
that consist only of oxygen and fuel from the fuel lean to the fuel rich flame seg-
ments respectively. These oxygen- and fuel-based combustion products in turn form
a nonpremixed flame of increasing strength that eventually becomes the bulk non-
premixed flame shown in the overall flame configuration. Such a flame structure is
called a triple flame or a tribrachial flame.

We shall revisit the problem of nonpremixed flame stabilization, via the triple
flame structure, in Chapter 12.

8.6.4. Stabilization of Lifted Flames
Figure 8.6.8 shows that, with continuous increase in the fuel concentration, flame
blowoff becomes increasingly more difficult. Figure 8.6.10 shows a complete stabi-
lization mapping covering the entire range of fuel concentration in air (Wohl, Kapp &
Gazley 1949); the blowoff limit when the environment is inert is also indicated. The
first point to note is that when the mixture is sufficiently fuel rich, the entire flame
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Figure 8.6.10. Complete stabilization map of the Bunsen flame, recognizing that the flame is tur-
bulent at high flow velocities (adapted from Wohl, Kapp & Gazley 1949).

behaves like a nonpremixed flame in the air environment. Thus for fuel concentra-
tions beyond this limit it is reasonable to treat the system as being nonpremixed. For
such mixtures, blowoff cannot be readily achieved. Instead, with excessive blowing
the flame will be lifted from the burner rim and suspend itself somewhere above the
burner. The flow can become turbulent under these situations because of the high
flow rate. There is considerable amount of premixing between the fuel-rich jet and
the ambient air before the flow reaches the flame. The resulting flame thus has the
characteristics of both premixed and nonpremixed flames. With further increase in
velocity, the lifted flame will eventually be blown out.

If we start with a lifted flame and gradually decrease the flow velocity, then eventu-
ally the lifted flame will drop back to the burner rim. There is, however, a considerable
range of hysteresis between lift off and drop back. The hysteresis is due to the change
in the flow pattern and the rim temperature, which is influenced by whether a flame
is in its vicinity.

When the environment is inert, then the propensity to be blown off is similar for
lean and rich mixtures. The blowoff velocity therefore peaks around stoichiometric as
shown in Figure 8.6.10. Furthermore, since flash back is not affected by entrainment
of the ambient gas, it also exhibits the somewhat symmetric sequence as shown.

Two mechanisms have been proposed for the stabilization and blowout of a lifted
flame. The first assumes that because of sufficient mixing, the base of the lifted flame
is primarily a premixed flame, which may or may not be turbulent. Thus stabilization
and blowout can be assessed on the dynamic balance between the flow velocity and
the premixed flame speed at the flame base. The second mechanism assumes inade-
quate mixing such that the flame base is primarily a nonpremixed flame. Stabilizaton
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and blowout in this case are based on the sustenance and extinction of either the
bulk laminar nonpremixed flame or the laminar nonpremixed flamelets constituting
the bulk turbulent nonpremixed flame base.

PROBLEMS

1. Show that the vertical tangent criterion in determining the ignition and extinc-
tion states of the S-curve is identical to the Semenov criterion on the tangency
of the heat generation and loss curves.

2. An idealized structure for the one-dimensional planar detonation wave, referred
to as the ZND (Zel’dovich–von Neumann–Döring) structure, is one consisting of
a leading hydrodynamic shock of infinitesimal thickness and Mach number Mu,
followed by a period of induction before the shocked mixture ignites. The flow
velocity is usually so high that diffusion can be considered negligible throughout
the detonation structure. Derive an expression for the ignition distance behind
the shock for an unburned mixture of temperature Tu and density ρu in the limit
of a strong shock (Mu � 1.)

3. Derive the ignition criterion of a combustible by a hot sphere of radius rs and
constant temperature Ts .

4. Consider the problem of Section 8.2.2 for the hot plate ignition of a stagnant
confined mixture, except now the hot plate is porous such that the reactant
concentration there is Yi,s ≡ 0. Let Lei = 1 for simplicity. Just derive the struc-
ture equation for the reaction zone without solving it.

5. Derive the ignition criterion for a heated, isothermal, catalytic plate of fixed
temperature Ts in the stagnation flow. First derive the coupling function and
make sure that consumption of the reactants at the surface is allowed. Why is it
more difficult to ignite for the present problem, in the presence of a catalyst?

6. A metal particle of radius rs and fixed temperature Ts undergoes surface burning
with a burning rate w = ksρsYO,s in a quiescent environment of oxidizer concen-
tration YO,∞, where ks is the reaction rate constant for the surface reaction, and
ρs and YO,s the density and oxidizer mass fraction at the surface, respectively.

(a) Show that (Glassman & Law 1991) the nondimensional mass burning rate
of the particle is

m̃F = 1
σO

ln
(

1 − σOm̃F/k̃s

1 − YO,∞

)

where m̃F = mF/(4πρDrs), k̃s = (ksσOrsρs)/(ρD), and σO is the stoichiometric
oxidizer-to-fuel mass ratio.

(b) Show that the burning intensity is very sensitive to YO,∞ for a highly reactive
surface, with k̃s � 1. This is the principle of deliberately doping pure oxygen in
storage with a trace amount of inert gas so as to reduce its explosion hazard.
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7. For the flame ball problem (Problem 9 in Chapter 7), let us now take into account
the unavoidable radiation heat loss. If we assume for simplicity that the loss is
only significant in the upstream region, and that Le = 1, derive expressions for
the modified flame temperature and flame location, as well as the critical flame
radius beyond which the steady-state flame cannot be established. You can use
either the phenomenological or the Frank-Kamenetskii approach.
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9 Asymptotic Structure of Flames

In 1974 Liñán published the first complete analysis of the asymptotic structure of
nonpremixed flames based on the one-step second-order reaction. Although the
analysis was conducted for the steady counterflow flame with unity Lewis number, it
was subsequently recognized that the analysis is of such a canonical nature that the
results are applicable to many laminar flame situations. Specifically, since one of the
flame regimes identified has the characteristics of a premixed flame, the analysis is
actually applicable to both nonpremixed and premixed flames. Furthermore, since
the flame response is ultimately determined by that of the reaction zone, many sub-
sequent analyses of other flame configurations invariably end up with the structure
equations and, hence, solutions first derived by Liñán. We shall study these structures
in this chapter.

We shall first present a separate analysis of the reaction zone structure of premixed
flames, with the solution expressed in terms of some general boundary conditions
that are to be supplied by the outer solutions for individual situations. From our
study of the ignition of a combustible by a hot surface in Section 8.2, we anticipate
that such a generalized formulation is possible for situations involving thin reaction
zones embedded within flames. The concept of delta-function closure will also be
introduced.

For nonpremixed flames, we have studied their combustion characteristics in the
reaction-sheet limit in Chapter 6. It was demonstrated that much can be learned about
the bulk combustion and flame behavior without any specification of the nature of
the chemical reaction, except for the implicit assumption that they occur infinitely
fast relative to diffusion. However, it was also clear that without considering the finite
nature of the chemical reaction rate, as well as the thermal and chemical structure of
the reaction zone, we are incapable of predicting such intrinsically chemistry-based
phenomena as ignition and extinction. In this chapter, we shall therefore analyze the
structure of these reaction zones and thereby derive appropriate criteria for ignition
and extinction of nonpremixed systems.

366
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Figure 9.1.1. Schematic showing the characteristic length scales of a wrinkled flame in a nonuniform
flow field.

9.1. STRUCTURE OF PREMIXED FLAMES

We consider the simplified diffusion-controlled system of Eqs. (5.6.6) and (5.6.7),

∂

∂ t̃
(ρ̃T̃) + ∇̃ · (ρ̃ṽT̃) − ∇̃2T̃ = −w̃ − L̃, (9.1.1)

∂

∂ t̃
(ρ̃Ỹ) + ∇̃ · (ρ̃ṽỸ) − 1

Le
∇̃2Ỹ = w̃, (9.1.2)

with a one-reactant, one-step reaction rate w̃ = −DaCỸ exp(−T̃a/T̃), and a suitably
nondimensionalized volumetric energy loss function L̃, such as that of radiation.

Using the approach similar to the one we adopted in Section 8.2 for the analysis of
a combustible by a hot surface, we consider a general flame segment (Figure 9.1.1),
with the sole restriction that the reaction zone thickness �R is much smaller than
its radius of curvature rR, the diffusion zone thickness �D, and the characteristic
scale of the flow nonuniformity �H, such that �R � (rR, �D, �H), where the subscript
H designates the hydrodynamic zone. Note that we have not made any statement
regarding the relative dimensions of rR, �D and �H. Thus the entire flame does not
need to be thin at the hydrodynamic scale.

Since the reaction zone is so thin, we shall treat it as a quasi-planar reaction sheet
as viewed from the diffusion zone, and consider variations in the direction n that
is locally normal to it. By further assuming that in the reaction zone the temporal
and convective variations are small, and that volumetric heat loss is negligible as
compared to chemical heat generation, the reaction zone is described by transverse
diffusion and reaction such that Eqs. (9.1.1) and (9.1.2) become

d2T̃in

dñ2
= w̃, (9.1.3)

d2

dñ2

(
T̃in + Ỹin

Le

)
= 0, (9.1.4)
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where DaC = (λ/cp)BC/ f 2
n with fn being the n-component of the mass burning flux

f, and we have also applied the coupling function approach to obtain Eq. (9.1.4). We
shall now derive the structure equation governing the inner reaction zone as well as
the jump conditions relating the outer solutions across the reaction sheet.

9.1.1. Structure Equation
Using the inner expansions,

T̃in(χ) = T̃f − εθ(χ) + O(ε2), (9.1.5)

Ỹin = εφ(χ) + O(ε2), (9.1.6)

where χ = (ñ − ñ f )/ε, ε = T̃
2
f /T̃a , and ñ f and T̃f the reaction-sheet location and

temperature respectively, Eqs. (9.1.3) and (9.1.4) become

d2θ

dχ2
= 	

2
φe−θ , (9.1.7)

d2

dχ2

(
θ − φ

Le

)
= 0, (9.1.8)

where 	 = 2ε2 DaC exp(−T̃a/T̃f ).
To demonstrate matching, we first consider the energy equation. We expand the

outer solution in the general form as

T̃
±
out(x̃, t) = T̃

±
0 (x̃, t) + εT̃

±
1 (x̃, t) + O(ε2), (9.1.9)

where the superscripts ± respectively denote the burned and unburned sides of the
reaction sheet. Since the outer solutions are to match with the inner solution at
the reaction sheet, we Taylor-expand T̃

±
out around ñ = ñ f in the direction of ñ. For

example,

T̃
±
0 (ñ, t̃) =

(
T̃

±
0

)
ñ f

+
(

∂ T̃
±
0

∂ñ

)
ñ f

(ñ − ñ f ) + · · · ,

=
(

T̃
±
0

)
+

(
∂ T̃

±
0

∂n

)
ñ f

(εχ) + O(ε2). (9.1.10)

Thus we have, in terms of the inner variable χ ,

T̃
±
out(χ) =

(
T̃

±
0

)
ñ f

+ ε


(

T̃
±
1

)
ñ f

+
(

∂ T̃
±
0

∂ñ

)
ñ f

χ


 + O(ε2). (9.1.11)
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Figure 9.1.2. Schematic showing the asymptotic matching between the inner and outer solutions.

Matching the O(1) and O(ε) values and slopes of T̃in with T̃
±
out, in the limit χ →

±∞, we obtain
(

T̃
±
0

)
ñ f

= T̃f , (9.1.12)


θ +

(
∂ T̃

±
0

∂ñ

)
ñ f

χ




χ→±∞

= −
(

T̃
±
1

)
ñ f ,

(9.1.13)

(
dθ

dχ

)
χ→±∞

= −
(

∂ T̃
±
0

∂ñ

)
ñ f

. (9.1.14)

Equation (9.1.12) simply states that the leading-order temperatures T̃
±
0 are contin-

uous at the reaction sheet, and are equal to T̃f . The matching relations (9.1.13) and
(9.1.14) can be interpreted by considering the temperature profiles of the various
expansions, as shown in Figure 9.1.2. For simplicity and clarity the profiles for the
outer solutions are shown as linear, and those in the inner and matching regions are
disproportionately magnified.

First we see that for finite ε, the perturbed temperatures, T̃
±
0 + εT̃

±
1 , are reduced

from T̃
±
0 and coincide with T̃

±
0 at the respective freestream boundaries, B±, where

the temperatures are fixed. At the reaction sheet, the perturbed temperatures do not
meet, indicating the fact that so far we do not know the relation between (T̃

−
1 )ñ f and

(T̃
+
1 )ñ f , and therefore we cannot assume that the temperature is continuous to this

order at the reaction sheet. Thus our previous assumption that values are continuous
in deriving the jump relations across a reaction sheet in Section 5.5.1 holds rigorously
only for the leading-order solution.

Now consider the negative side of the temperature profile. Here the inner solution,
T̃f − εθ , “merges” with the perturbed outer solution at a tangency point located at
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ñ = ñ f + εχ as χ → −∞. According to the inner solution, this tangency point is
located below T̃f by an amount εθ , while according to the outer solution, this point
is below T̃f by an amount equal to ε(T̃

−
1 )ñ f plus

(
∂ T̃

−
0

∂ñ
+ ε

∂ T̃
−
1

∂ñ

)
ñ f

εχ =
(

∂ T̃
−
0

∂ñ

)
ñ f

εχ + O(ε2). (9.1.15)

Their equality gives the matching condition (9.1.13). Differentiating (9.1.13) then
yields the matching condition (9.1.14) for the gradients at the tangency point.

The matching conditions for the species can be similarly derived, resulting in(
Ỹ

±
0

)
ñ f

= 0, (9.1.16)


φ −

(
∂Ỹ

±
0

∂ñ

)
ñ f

χ




χ→±∞

=
(

Ỹ
±
1

)
ñ f

, (9.1.17)

(
dφ

dχ

)
χ→±∞

=
(

∂Ỹ
±
0

∂ñ

)
ñ f

. (9.1.18)

Note that since (Ỹ
+
0 )ñ f = 0 and, hence, Ỹ+

0 (ñ) = 0, we have (∂Ỹ
+
0 /∂ñ)ñ f = 0.

We can now solve Eq. (9.1.8) for the local total enthalpy. Integrating twice leads to
(θ − φ/Le) = c1 + c2χ , which, when evaluated at, say, χ → ∞ by using the matching
relations (9.1.13), (9.1.14), (9.1.17), and (9.1.18), yields c1 and c2. Thus we can express
φ in terms of θ such that the inner, structure equation (9.1.7) becomes

d2θ

dχ2
= Le	

2


θ +

(
∂ T̃

+
0

∂ñ

)
ñ f

χ +
(

T̃
+
1 + Ỹ+

1

Le

)
ñ f


 e−θ . (9.1.19)

Equation (9.1.19) is to be solved subject to the two boundary conditions of
Eq. (9.1.14). The solution, however, would contain seven unknowns, namely (T̃

±
1 )ñ f ,

(Ỹ
±
1 )ñ f , T̃f , ñ f , and the burning flux eigenvalue 	. These are to be determined by the

two additional boundary conditions given by Eq. (9.1.13), and five jump relations for
the outer solutions to be determined next.

9.1.2. Delta Function Closure and Jump Relations
To the outer solution the reaction term is simply a source of heat whose strength
and nature of singularity must depend on the inner structure of the reaction zone.
Thus if we were to solve, say, Eqs. (9.1.1) and (9.1.2) for T̃out, then w̃ would have to
be represented by appropriate source terms. The problem is somewhat analogous to
the description of an electric field generated by a charge distribution. That is, when
viewed from a large distance, the electric field produced by a uniformly charged
sphere behaves as a point source, or a monopole, which can be described by qδ(r),
where q is the total charge of the sphere, δ(r) a delta function, and r the radial
distance. Now if the charge distribution is not uniform, but is concentrated and
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oppositely located with different amounts at the two poles of the sphere, then the
point source would behave like the sum of a monopole and a dipole when viewed
from the far field, with the dipole having a different nature of the source strength
and a higher-order singularity representation from those of the monopole. Thus the
source strength of a body of arbitrary charge distribution needs to be described by
the summation of singularities of all orders.

Recognizing that the charge distribution simply corresponds to the reaction rate
function of the present problem, and that this function is far from being spatially uni-
form, it is therefore clear that in order to properly represent the reaction rate function
as a concentrated source term, for the outer solutions, it needs to be expanded into
a complete set of orthogonal functions of concentrated nature. One such set is the
Hermite polynomial, which consists of the delta function and all of its derivatives.
We thus expand the reaction rate function w̃(ñ) around the reaction-sheet location
ñ f in terms of this basis set as

−w̃(ñ) =
∞∑

i=0

Mi
di

dñi
δ(ñ − ñ f ). (9.1.20)

The coefficients Mi are the strengths of the singularities at the various orders, and
are given by successively integrating (9.1.20) across the reaction sheet to yield

M0 = −
∫ ñ+

f

ñ−
f

w̃dñ, (9.1.21)

M1 = −
∫ ñ+

f

ñ−
f

(ñ − ñ f )w̃dñ, (9.1.22)

and higher order terms.
In asymptotic studies frequently only the leading order, monopole term (M0) is

kept for w̃, resulting in the delta function representation. However, Eq. (9.1.22)
shows that only under situations of complete symmetry, around ñ f in the reaction
zone, does the contribution from the first moment, dipole term (M1) vanish such that
the field strength can be approximated by the monopole, delta function term with an
O(ε) accuracy. Since the reaction rate function is not spatially symmetric no matter
where ñ f is located, the dipole term does not vanish and the use of the delta function
term is only accurate to O(1). Furthermore, since asymptotic studies require at least
O(ε) analysis, the delta function representation is therefore not consistent with the
overall accuracy.

The problem, however, can be made to be accurate to O(ε) by setting M1 ≡ 0.
From Eq. (9.1.22) it is seen that this is equivalent to locating the reaction sheet at

ñ f =
∫ ñ+

f

ñ−
f

ñw̃dñ

∫ ñ+
f

ñ−
f

w̃dñ
(9.1.23)

within the reaction zone. Drawing analogy with the definition of “center of mass,” for
which the weighting function is the mass density, Eq. (9.1.23) shows that the reaction
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sheet is located at the “center of reaction,” for which the weighting function is the
reaction rate.

The fact that the location of the reaction sheet needs to be independently speci-
fied is reasonable. Since the reaction sheet is strictly a mathematical creation instead
of a physical quantity, determination of its properties including the location must
naturally evolve from the mathematical formulation of the asymptotic analysis. Fur-
thermore, we also anticipate that since the flame properties in the outer zone are
continuous to O(1) at the reaction sheet, and since the O(ε) singularity is suppressed
by locating ñ f at the center of reaction, these flame properties should also be contin-
uous to O(ε). To demonstrate this point, we substitute T̃in of Eq. (9.1.5) in Eq. (9.1.3)
to get

d2θ

dχ2
= −εw̃, (9.1.24)

which, when used in Eq. (9.1.23), leads to the requirement

∫ ∞

−∞
χ

d2θ

dχ2
dχ = 0. (9.1.25)

Integrating Eq. (9.1.25) by parts, and by using the matching relations (9.1.14) and
then (9.1.13), we have

[
χ

dθ

dχ

]∞

−∞
− [θ ]∞−∞ = −


θ +

(
∂ T̃

+
0

∂ñ

)
ñ f

χ




∞

+

θ +

(
∂ T̃

−
0

∂ñ

)
ñ f

χ




−∞
= (T̃

+
1 )ñ f − (T̃

−
1 )ñ f = 0,

which implies

(T̃
−
1 )ñ f = (T̃

+
1 )ñ f . (9.1.26)

Using the local coupling function θ − φ/Le = c1 + c2χ , we see that Eq. (9.1.25)
also holds for φ. A similar manipulation then yields

(Ỹ
−
1 )ñ f = (Ỹ

+
1 )ñ f . (9.1.27)

We have therefore demonstrated that the outer flame properties are continuous
to O(ε) when the reaction rate is represented by the delta function and the reaction
sheet located at the center of reaction. This procedure (Law, Chao & Umemura 1992)
can be referred to as the delta function closure.

It is, however, important to mention that the delta function closure for the prob-
lem is only one of several possible closure schemes that locate the reaction sheet
somewhere within the reaction zone and can adequately describe the leading-order
flame responses such as the burning rate and flame location. For example, the reac-
tion sheet can be independently located at the downstream boundary of the reaction
zone, or at the maximum reaction rate location. Alternatively, Liñán solved for the
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flame location by suppressing all perturbations upstream of the flame. The use of
these alternate closure schemes implicitly assumes that the singularity of the reac-
tion sheet is higher than that of the delta function such that M1 �= 0. Consequently
the outer solution is also discontinuous at O(ε).

With w̃ represented by Eq. (9.1.20), Eqs. (9.1.1) can be readily integrated across
the reaction sheet for T̃out = T̃0 + εT̃1 to yield the strength of the reaction source

M0 =
(

∂ T̃
−
0

∂ñ

)
ñ f

−
(

∂ T̃
+
0

∂ñ

)
ñ f

. (9.1.28)

Equation (9.1.28) shows that the leading order strength of the delta function, M0,
is the sum of the heat conducted away to both sides of the reaction sheet, and is
therefore the heat release rate at the sheet. A similar integration of the enthalpy
equation (9.1.2), and by using Eqs. (9.1.26) and (9.1.27), lead to

[
∂

∂ñ

(
T̃

−
0 + Ỹ

−
0

Le

)]
ñ f

=
(

∂ T̃
+
0

∂ñ

)
ñ f

, (9.1.29)

[
∂

∂ñ

(
T̃

−
1 + Ỹ

−
1

Le

)]
ñ f

=
[

∂

∂ñ

(
T̃

+
1 + Ỹ

+
1

Le

)]
ñ f

. (9.1.30)

Equations (9.1.26) to (9.1.30) are the five jump relations needed to completely
solve the problem, with 	 related to M0.

9.1.3. Reduction to Canonical Form
The structure equation (9.1.19) and the boundary conditions (9.1.14) can be reduced
to a canonical form characterized by only a single parameter. This is achieved by
defining

θ̃ = θ − µη + ln
(

M2
0

Le	

)
, (9.1.31)

η = M0χ − p
µ

, (9.1.32)

where

µ = − 1
M0

(
∂ T̃

+
0

∂ñ

)
ñ f

, (9.1.33)

p =
(

T̃
+
1 + Ỹ

+
1

Le

)
ñ f

− ln
(

M2
0

Le	

)
. (9.1.34)

Equation (9.1.19) is then reduced to

2
d2θ̃

dη2
= θ̃e−(θ̃+µη), (9.1.35)
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Figure 9.1.3. Inner structure of the premixed flame (Liñán 1974).

subject to the boundary conditions
(

dθ̃

dη

)
−∞

= −1, (9.1.36)

(
dθ̃

dη

)
∞

= 0, (9.1.37)

showing that this system depends only on the parameter µ. The matching conditions
of Eq. (9.1.13) are then reduced to

(θ̃ + η)−∞ = 1
Le

(
Ỹ

+
1

)
ñ f

− p
µ

, (9.1.38)

(θ̃)∞ = 1
Le

(
Ỹ

+
1

)
ñ f

. (9.1.39)

Equation (9.1.33) shows that the characterizing parameter µ is the ratio of the
heat conducted downstream from the reaction sheet to the total amount of heat
generated at the sheet. Thus the factor exp(−µη) in Eq. (9.1.35) represents the
effect on the reaction rate due to heat loss (µ > 0) or gain (µ < 0) by the reaction
sheet through heat transfer with the downstream. For µ = 0, the downstream is
adiabatic. Furthermore, (θ̃)∞ given by Eq. (9.1.39) represents the amount of fuel
leakage through the reaction zone and hence the extent of incomplete reaction.

Figure 9.1.3 shows the numerical solution of Eqs. (9.1.35) to (9.1.37) for the reduced
temperature profile θ̃(η) for both positive and negative values of µ. The extent of fuel
leakage is also indicated. From the behavior of these solutions and further analysis
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of Eqs. (9.1.35)–(9.1.37), the following system behavior is obtained. First, for the
nearly adiabatic situation of small µ, (θ̃ + η)−∞ = 1.344, while the reactant leakage
vanishes, with (θ̃)∞ = 0. Consequently, there is no fuel leakage for the super-adiabatic
situations of µ < 0, which is reasonable. Furthermore, both −(θ̃ + η)−∞ and (θ̃)∞
approach infinity as µ → 1/2, and there is no solution for µ ≥ 1/2. Since µ = 1/2
represents equal rates of heat transfer to the upstream and the downstream, this
result shows that the reaction sheet always transfers more heat to the upstream
than to the downstream. As µ → 1/2, leakage of the reactant through the reaction
zone becomes excessively large because of the significant and rapid reduction in the
temperature downstream of the reaction zone.

The matching values (θ̃ + η)−∞ and (θ̃)∞ have also been numerically fitted as
functions of µ,

µ(θ̃ + η)−∞ = − ln(1 − 1.344µ + 0.6307µ2), µ ≤ 0

= 1.344µ − 4µ2(1 − µ)
(1 − 2µ)

+ 1.2µ2 − ln(1 − 4µ2), µ > 0 (9.1.40)

(θ̃)∞ = 0.000246
(0.5 − µ)4

− 0.01001
(0.5 − µ)3

+ 0.15450
(0.5 − µ)2

− 0.62026
(0.5 − µ)

+ 0.72168 for 0.15 < µ < 0.5

= 0, for µ < 0.15. (9.1.41)

From the definitions of p in Eqs. (9.1.34) and (9.1.38), the system Damköhler
number can be related to the particulars of the flame,

M2
0 = Le	exp




(
T̃

+
1 + Ỹ

+
1

Le

)
ñ f

+ µ
[
(θ̃ + η)−∞ − (θ̃)∞

]

 . (9.1.42)

The burning rate of the flame, f̃ n, is either given by Eq. (9.1.42) through the definition
of 	 and, hence, DaC, or is related to ñ f through the fluid mechanical aspects of the
problem. The problem is now completely solved.

As mentioned earlier, the above results are quite general and hence applica-
ble to a large number of premixed flame phenomena, including the description
of flame extinction through the extinction turning point behavior. For the stan-
dard laminar flame studied in Chapter 7, since the downstream state is uniform
and its temperature is simply the adiabatic flame temperature, all downstream per-
turbations vanish such that T̃

+
1 (x̃) = Ỹ

+
1 (x̃) = 0. Consequently, (T̃

±
1 )n f = (Ỹ

±
1 )n f =

(θ̃)∞ = µ(θ̃ + η)−∞ ≡ 0. Furthermore, with T̃
−
0 (x̃) = T̃u + eñ−ñ f , obtained by solv-

ing d2T̃
−
0 /dñ2 − dT̃

−
0 /dñ = 0, with T̃

−
0 = T̃u, at ñ → −∞ and T̃0 = T̃f at ñ = ñ f ,

we have M0 = (dT̃
−
0 /dñ)ñ f = 1 from Eq. (9.1.28). Substituting these results into

Eq. (9.1.42) and evaluating the various terms, we have

Le	 = 1, (9.1.43)
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which is equivalent to Eq. (7.5.50), noting that the factor Le is absorbed in the
definition for 	o in Eq. (7.5.45).

9.2. STRUCTURE OF NONPREMIXED FLAMES: CLASSIFICATION

Although we can also perform a generalized analysis for the reaction zone structures
for the nonpremixed flames, for conceptual simplicity we shall demonstrate the basic
methodology and flame structure by using the simplest flame configuration possible,
namely the one-dimensional chambered flame studied in Chapter 6 for the reaction-
sheet limit of nonpremixed flames. Since the final structure equations are expressed
in canonical form anyway, use of this simple configuration facilitates discussion.

Here we have a chamber of length�and constant cross-sectional area (Figure 6.1.1).
Two porous walls, at x = 0 and �, maintain constant concentrations and temperatures
according to

x = 0: YO = YO,o, YF = 0, YP = 0, T = To,

x = �: YO = 0, YF = YF,�, YP = 0, T = T�.
(9.2.1)

Note that we have reversed the locations of fuel and oxidizer from those of Sec-
tion 6.1. This is done strictly for conceptual convenience in that the relatively hot
reactant, which is frequently the oxidizer (e.g., air), is located at the origin as in
Liñán’s canonical formulation.

Assuming unity Lewis number for simplicity, the nondimensional governing equa-
tions for this purely diffusive system are

d2T̃
dx̃2

= −DaCỸOỸF e−T̃a/T̃, (9.2.2)

d2(T̃ + Ỹi )
dx̃2

= 0, i = O, F, (9.2.3)

where x̃ = x/� and DaC = (�2 BC)/(λ/cp). Equation (9.2.3) can be readily solved
subject to the boundary conditions in (9.2.1), yielding

T̃ + ỸO = T̃� + (β + ỸO,o)(1 − x̃), (9.2.4)

T̃ + ỸF = T̃o + (1 − β)x̃, (9.2.5)

where

β = T̃o − T̃� (9.2.6)

is a heat transfer parameter. For the sake of discussion we shall assume that T̃o > T̃�

such that β > 0. A completely analogous discussion can be conducted for the inverse
situation of β < 0.
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The problem is now reduced to finding the asymptotic solution of Eq. (9.2.2),
subject to the boundary conditions

T̃(0) = T̃o, (9.2.7)

T̃(1) = T̃�, (9.2.8)

with ỸO,o, β and T̃o of order unity while DaC can assume values ranging from zero
to infinity.

We also recall that, as shown in Chapters 6 and 8, the convection term in a general
quasi-one-dimensional flow can be suppressed through a suitable transformation,
while the system boundaries can also be normalized to be located at (0, 1). Thus
flows of this nature are described by the same set of equations as that defined above,
with the reaction term modified by a multiplicative function that depends on x̃.

9.2.1. Classification of Flow Types
We first recognize that there are three situations under which a region of the
flow field can be rendered chemically nonreactive, with w̃ ∼ DaCỸOỸF ≡ 0. This is
achieved for DaC ≡ 0, ỸO ≡ 0, or ỸF ≡ 0. Their respective solutions are given in the
following.

Frozen Flow (DaC ≡ 0): In this limit, the solution satisfying d2T̃/dx̃2 = 0 for
Eq. (9.2.2) is simply

T̃ = c1 + c2 x̃, (9.2.9)

where c1 and c2 are to be determined from boundary conditions appropriate for the
particular region in the flow field.

Equilibrium Flow with Vanishing Oxidizer Concentration (ỸO ≡ 0): In this region
the temperature profile is described by setting ỸO = 0 in Eq. (9.2.4), yielding

T̃ = (T̃o + ỸO,o) − (β + ỸO,o)x̃. (9.2.10)

Equilibrium Flow with Vanishing Fuel Concentration (ỸF ≡ 0): In this region the
temperature profile is described by setting ỸF = 0 in Eq. (9.2.5), yielding

T̃ = T̃o + (1 − β)x̃. (9.2.11)

It is emphasized that while the reaction term in Eq. (9.2.2) is made to vanish in all
three types of flows such that d2T̃/dx̃2 = 0 and the temperature profiles are linear,
the cause for the nonreactiveness of each flow is different.

9.2.2. Classification of Flame Regimes
Based on the above possible flow regions, the following four classes of flame structure
can be identified (Figure 9.2.1).
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Figure 9.2.1. Leading-order temperature and species profiles showing the characteristics of differ-
ent flame regimes.

9.2.2.1. Near-Equilibrium (N.E.) Regime: We start with the situation in which the
burning is most intense. Thus to the leading order fuel and oxidizer are totally con-
sumed in crossing the reaction sheet such that equilibrium exists on both sides of the
reaction sheet located at x̃ f . The temperature and species profiles (Figure 9.2.1a) are
then given by

x̃ < x̃ f : Ỹ
−
F,0 = 0, T̃

−
0 = T̃o + (1 − β)x̃ (9.2.12)

x̃ > x̃ f : Ỹ
+
O,0 = 0, T̃

+
0 = T̃� + (β + ỸO,o)(1 − x̃), (9.2.13)

where the subscript 0 denotes the reaction sheet solution. Equating (9.2.12) and
(9.2.13) at the reaction sheet, we obtain the flame temperature and reaction-sheet
location as

T̃f = T̃o + (1 − β)
ỸO,o

1 + ỸO,o
= T̃� +

(
β + ỸO,o

1 + ỸO,o

)
, (9.2.14)

x̃ f = ỸO,o

1 + ỸO,o
. (9.2.15)

Furthermore, Ỹ
−
O,0 and Ỹ

+
F,0 can be obtained by substituting T̃

−
0 in Eq. (9.2.4) and T̃

+
0

in Eq. (9.2.5) respectively. The above results are simply the reaction-sheet solution
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of nonpremixed flames studied in Chapter 6. All the reaction-sheet properties are
completely determined at this level of the analysis.

With gradual reduction in the reaction intensity from the reaction-sheet limit, say
by decreasing DaC, both fuel and oxidizer will leak through the reaction zone by
small amounts and will eventually lead to extinction.

9.2.2.2. Premixed Flame (P.F.) Regime: In this regime substantial leakage of one
reactant is possible before the onset of extinction, and the reactant becomes frozen
after leaking through the flame. Thus to the leading order the reaction sheet separates
a frozen flow region from an equilibrium flow region. Let us consider the situation in
which substantial, O(1), leakage of the fuel occurs such that the oxidizer side is frozen
while the fuel side is in equilibrium, as shown in Figure 9.2.1b. Completely parallel
discussion can be conducted when the oxidizer is the excessively leaked reactant. It
will be shown in Section 9.2.3 that these two situations correspond to ỸO,o + 2β < 1
and ỸO,o + 2β > 1 respectively.

For the present situation, we have

x̃ < x̃ f : T̃
−
0 = T̃o + (

T̃f − T̃o
) x̃

x̃ f
, (9.2.16)

x̃ > x̃ f : Ỹ
+
O,0 = 0, T̃

+
0 = T̃� + (β + ỸO,o)(1 − x̃), (9.2.17)

where Eq. (9.2.16) is obtained by evaluating the frozen profile of Eq. (9.2.9) with
T̃(0) = T̃0 and T̃(x̃ f ) = T̃f , while Ỹ

+
F,0 is given by substituting T̃

+
0 in Eq. (9.2.5).

Evaluating Eq. (9.2.17) at the reaction sheet yields a relation between T̃f and x̃ f ,

T̃ f = T̃� + (β + ỸO,o)(1 − x̃ f ). (9.2.18)

Unlike the near-equilibrium regime for which both T̃f and x̃ f , and indeed the com-
plete reaction-sheet solution, are determined at this level of analysis, the reaction-
sheet solution for the premixed flame regime is determined to within one unknown,
say x̃ f . The additional relation is obtained by analyzing the reaction zone structure
at the next order, because the problem depends on the rate of chemical reaction in
the reaction region.

At this point it must have become obvious as to why this regime is called the
premixed flame regime. In fact, if we identify the deficient reactant in the previous
premixed flame analysis as the oxidizer in the present case, the upstream preheat zone
as the present frozen flow, and the downstream burned zone as the present equilib-
rium flow, then complete analogy exists with the previous analysis (Figure 9.2.2). The
concentrations of the previous abundant species (from the upstream) and the present
fuel (from the fuel side) decrease by small amounts in crossing the reaction zone,
and therefore are O(1) quantities in the reaction zone. As such, these abundant reac-
tants affect the reaction rate only in a passive manner. The structure of the reaction
zone is instead controlled by the O(ε) concentration of the deficient reactant for the
premixed flame and oxidizer for the present premixed flame regime.



P1: JZP
0521870526c09 CUFX045/Law Printer: cupusbw 0 521 87052 6 July 19, 2006 17:24

380 Asymptotic Structure of Flames

Reaction sheet

Abundant speciesDeficient species

Upstream Downstream

O(1)

(a)

Reaction sheet

Oxidizer

Frozen region Equilibrium region

O(1)

(b)
Fuel

Figure 9.2.2. Schematic demonstrating the basic structural similarity between (a) the premixed
flame and (b) the premixed flame regime of nonpremixed flames.

Flame structure analysis for this regime therefore completely parallels that of the
premixed flame in Section 9.1, resulting in the same extinction criterion when leakage
of the fuel becomes excessive, as we shall demonstrate shortly.

9.2.2.3. Partial Burning (P.B.) Regime: With further reduction in the reaction inten-
sity, excessive leakage of both fuel and oxidizer occurs. A very weak reaction sheet
now separates two frozen regions, and the concentrations of both reactants are only
slightly affected (Figure 9.2.1c) when crossing the flame. The temperature profiles
are now given by evaluating T̃ = c1 + c2 x̃ in the two frozen regions,

x̃ < x̃ f : T̃
−
0 = T̃o + (T̃f − T̃o)

x̃
x̃ f

, (9.2.19)

x̃ > x̃ f : T̃
+
0 = T̃� + (T̃ f − T̃�)

1 − x̃
1 − x̃ f

, (9.2.20)

for given values of flame temperature T̃f and reaction-sheet location x̃ f .
The reaction-sheet solution in this regime is given in terms of two unknowns,

namely T̃f and x̃ f , both of which need to be determined by analyzing the flame
structure. It will be shown in Section 9.3.2 that to the leading order the reaction sheet
conducts heat to the fuel and oxidizer sides at an equal rate. Thus by equating the
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magnitude of the slopes of T̃
−
0 and T̃

+
0 , we obtain a relation between x̃ f and T̃f ,

x̃ f = (T̃ f − T̃o)
(T̃ f − T̃o) + (T̃ f − T̃�)

. (9.2.21)

Equation (9.2.21) simply states that the location of the flame is proportional to the
heat transfer to the oxidizer side.

9.2.2.4. Nearly Frozen (N.F.) Regime: In this regime chemical reaction is frozen
throughout the flow field to the leading order. The temperature profile (Figure 9.2.1d)
is simply given by

T̃0 = T̃o − β x̃. (9.2.22)

The fuel and oxidizer concentrations are then given by

ỸF,0 = x̃, (9.2.23)

ỸO,0 = (1 − x̃)ỸO,o. (9.2.24)

By allowing the reaction to proceed at a slow, but finite rate, chemical heat is
released at a finite rate. Ignition is expected to occur when the heat release rate
exceeds the heat dissipation rate through diffusion. The ignition analysis will be
conducted subsequently.

9.2.3. Parametric Boundaries of Flame Regimes
For the partial burning regime, the fuel and oxidizer concentrations in the reaction
zone are O(1) quantities. Applying the requirements ỸO, f > 0 and ỸF, f > 0 to the
coupling functions (T̃ + ỸO) and (T̃ + ỸF ) given by Eqs. (9.2.4) and (9.2.5) respec-
tively, and by using Eq. (9.2.21), it can be shown that

ỸO, f > 0 ⇒ ỸO,o > 2(T̃f − T̃o), (9.2.25)

ỸF, f > 0 ⇒ (1 − 2β) > 2(T̃f − T̃o). (9.2.26)

Since heat is conducted to the fuel and oxidizer sides at an equal rate, T̃f has the
maximum value in the flow field such that (T̃ f − T̃o) > 0. Equation (9.2.26) then
implies that the partial burning regime exists only for β < 1

2 .
The relations in (9.2.25) and (9.2.26) further indicate the dependence of the pre-

mixed flame regime on ỸO,o and β. Since in this regime the reaction zone separates
a frozen region from an equilibrium region with vanishing concentration of one of
the reactants, then at the reaction sheet the concentration of one reactant vanishes
while that of the other is O(1). Thus if oxidizer is the vanishing species and fuel the
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Figure 9.2.3. Classification of different flame regimes according to energy levels, for β < 1
2 and

ỸO,o + 2β < 1 (Liñán 1974).

excessively leaked species, as is the case represented by Eqs. (9.2.16) and (9.2.17),
then clearly ỸF, f > ỸO, f and we must require (1 − 2β) > ỸO,o according to (9.2.25)
and (9.2.26). By the same reasoning, the premixed flame regime with oxidizer being
the excessively leaked species, such that equilibrium and frozen flows respectively
prevail for x̃ < x̃ f and x̃ > x̃ f , is constrained by 1 − 2β < ỸO,o.

It is instructive to superimpose and compare the leading-order temperature pro-
files of these four regimes, as shown in Figure 9.2.3 for the situation with β < 1

2 and
oxidizer being the vanishing species such that ỸO,o + 2β < 1. Here the temperature
profile for the frozen flow (N.F.) is simply the straight line joining T̃o and T̃�, which
has a slope of −β given by Eq. (9.2.22). The near-equilibrium flame (N.E.) profile is
given by the two lines respectively representing ỸF = 0, which has a slope of (1 − β)
according to Eq. (9.2.12), and ỸO = 0, which has a slope of −(ỸO,o + β) according to
Eq. (9.2.13). Since β < 1

2 in Figure 9.2.3, (T̃f )N.E. > T̃o as shown in Eq. (9.2.14), and
the reaction sheet “loses” heat to both sides. Furthermore, since the near-equilibrium
flame is the strongest burning mode among the four flame regimes, its flame
temperature is also the highest.

For the premixed flame (P.F.) regime with oxidizer being the completely depleted
species to leading order, the temperature profile is composed of the equilibrium flow
line of ỸO = 0 and a frozen flow line whose slope, (T̃f − T̃o)/x̃ f given by Eq. (9.2.16),
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Figure 9.2.4. Classification of different flame regimes according to energy levels, for β < 1
2 and

ỸO,o + 2β > 1 (Liñán 1974).

must necessarily be smaller than that of the equilibrium flow line with ỸF = 0. The
intersection of these two lines gives the premixed flame temperature (T̃f )P.F., which
is smaller than (T̃f )N.E.. The extent of deviation depends on the extent of leakage of
the fuel, and hence the reaction rate in the reaction zone.

For the partial burning (P.B.) regime, leakage of the oxidizer also becomes impor-
tant. The temperature profile on the fuel side now deviates from the ỸO = 0 line
and its slope assumes the frozen value of (T̃f − T̃�)/(1 − x̃ f ) given by Eq. (9.2.20).
The flame temperature, (Tf )P.B., is smaller than the premixed flame temperature,
(Tf )P.F., and follows the locus defined by Eq. (9.2.21), namely the equality of the
slopes on the two sides of the reaction sheet. The upper limit of this locus is the point
where it intersects the ỸO = 0 line, indicating that (ỸO, f )P.B. = 0 and premixed flame
regime prevails for higher values of the flame temperature. The lower limit of the
locus is the hot boundary, (T̃f )P.B. = T̃o, and the system degenerates to the frozen
flow regime. Analysis of the partial burning regime breaks down as these limits are
approached.

Figure 9.2.4 shows a similar plot for β < 1
2 and ỸO,o + 2β > 1. The primary differ-

ence with Figure 9.2.3 is that now the fuel side is the frozen flow while the oxidizer
side is the equilibrium flow for the premixed flame regime. Consequently, substantial
amount of the oxidizer leaks into the fuel side in this regime.
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Figure 9.2.5. Classification of different flame regimes according to energy levels, for β > 1
2

(Liñán 1974).

Finally, Figure 9.2.5 shows the situation of β > 1
2 , which of course also implies

that ỸO,o + 2β > 1 such that only complete fuel consumption in the premixed flame
regime is possible. Here T̃o > (T̃f )N.E. such that the hot boundary temperature is
the highest in all flame regimes. Thus all flames receive heat from the oxidizer side
and lose heat to the fuel side. The partial burning regime obviously also cannot exist
here.

Based on the evolution of the various flame regimes as a function of the flame
burning intensity shown in Figures 9.2.3–9.2.5, these regimes can also be related
to the S-response curve obtained by plotting, say, the flame temperature versus a
suitably defined Damköhler number. As shown in Figure 9.2.6, the complete upper
branch and a small part of the middle branch around the turning point are expected
to be described by the near-equilibrium regime; a good part of the middle branch and
a small part of the upper branch by the premixed flame regime; the complete middle
branch and small parts of the upper and lower branches by the partial burning regime;
and the complete lower branch with a small part of the middle branch by the nearly
frozen, ignition regime. As such, depending on the various system parameters, the
extinction states are expected to be described by analyses of the near-equilibrium,
premixed flame, and partial burning regimes, while the ignition state is described by
the partial burning and nearly frozen regimes.

We shall now study the flame structure for each of these regimes.
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Near-Equilibrium Regime Premixed Flame Regime

Partial Burning Regime Nearly Frozen Regime

Figure 9.2.6. Segments of the response curve described by different flame regimes.

9.3. STRUCTURE OF NONPREMIXED FLAMES: ANALYSIS

9.3.1. Nearly Frozen Regime
In this regime, to the leading order the flow is frozen and the temperature and species
concentrations are given by Eqs. (9.2.22)–(9.2.24). For large but finite values of Ta , the
flow becomes weakly reactive, which may eventually lead to ignition for sufficiently
large values of the Damköhler number.

When T̃o is much larger than T̃� such that β is O(1), ignition is expected to be
initiated near the hot boundary, with x̃ = O(ε) and ε = T̃

2
o /T̃a . Thus letting

T̃in(χ) = T̃0(x̃) + εθ(χ) + O(ε2)

= T̃o + ε(θ − βχ) + O(ε2), (9.3.1)

where χ = x̃/ε and T̃0 is given by Eq. (9.2.22), and substituting T̃in into Eqs. (9.2.2),
(9.2.4), (9.2.5), and (9.2.7), we obtain ỸO,in = ỸO,o + O(ε), ỸF,in = ε(χ − θ) + O(ε2),
and

d2θ

dχ2
= −	(χ − θ)e(θ−βχ), (9.3.2)

with the boundary condition

θ(0) = 0, (9.3.3)
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where 	 = ε2 DaCỸO,o exp(−T̃a/T̃o) is the reduced Damköhler number. In
Eq. (9.3.2) the preexponential factor (χ − θ) represents the O(ε) fuel concentra-
tion and its variation in the reaction zone. Since the oxidizer concentration is O(1)
here and therefore not affected to the leading order by the reaction, ỸO ≈ ỸO,o and
is absorbed in 	.

The outer solution can be expressed as

T̃out(x̃) = T̃0(x̃) + εT̃1(x̃) + O(ε2)

= T̃o − β x̃ + εc1(1 − x̃) + O(ε2), (9.3.4)

which satisfies d2T̃out/dx̃2 = 0 and the boundary condition (9.2.8), T̃(1) = T̃�. Match-
ing T̃in with T̃out in the limit χ → ∞ yields

θ(∞) = c1, (9.3.5)(
dθ

dχ

)
χ→∞

= 0. (9.3.6)

Equation (9.3.6) provides the additional boundary condition for Eq. (9.3.2), while
Eq. (9.3.5) determines c1.

Unlike the flat plate case for which analytic solution exists, the present equation
needs to be solved numerically because of the presence of the concentration term
(χ − θ). For a given β < 1, a plot of θ(χ) on constant 	 yields a dual solution behavior
similar to Figure 8.2.2, while a subsequent plot of θ(∞) versus 	 reproduces the lower
branch and part of the middle branch of the S-curve, similar to Figure 8.2.3. These
curves yield a universal relation between the ignition Damköhler number 	I and
the heat transfer parameter β. A semiempirical correlation (Makino, 1991) results
in an explicit expression

	I(β) = β2/2
1 + 2.17(1 − β)/β

, (9.3.7)

which can be readily used to assess ignitability of a system. The analysis breaks down
for β ≥ 1, for which the hot boundary temperature is higher than the nonpremixed
flame temperature of the mixture, implying that distinct ignition cannot be defined.

9.3.2. Partial Burning Regime
In this regime, the reaction zone separates two frozen regions. The reaction is suffi-
ciently weak such that the reactants are only slightly depleted in crossing the flame,
thereby resulting in substantial leakage.

This regime is the most difficult to analyze because the reaction-sheet solution is
determined to within two unknown flame properties, namely the flame temperature
T̃f and location x̃ f , as shown earlier. Thus it is necessary to carry the analysis to
O(ε2).

We shall not present this analysis because the mathematical details are quite in-
volved. Furthermore, since this regime mainly corresponds to the middle branch of
the S-curve, the solutions may not be stable anyway. We shall, however, demonstrate
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the feature that the flame conducts heat to the fuel and oxidizer sides at equal rates
because this result was previously used in classifying the flame regimes.

For Tin(χ) = Tf + εθ(χ) + O(ε2) and O(1) leakages of both fuel and oxidizer
across the flame, the structure equation for the reaction zone is d2θ/dχ2 = −	eθ ,
which can be readily integrated to yield

θ(χ) = θm − ln

{
cosh2

[(
	

2
eθm

)1/2

(χ − χm)

]}
, (9.3.8)

where 	 = εDaCỸO, f ỸF, f exp(−T̃a/T̃f ) and the state of the maxima,

χ = χm : θ = θm,

(
dθ

dχ

)
χm

= 0, (9.3.9)

has been used to evaluate the integration constants. It is seen that θ is an even function
in (χ − χm), and hence is symmetrical about χm. Furthermore, we have

lim
χ→±∞ θ(χ) = θm ∓ (2	eθm)1/2 lim

χ→±∞ (χ − χm) + ln 4, (9.3.10)
(

dθ

dχ

)
±∞

= ∓ (
2	eθm

)1/2
. (9.3.11)

Equation (9.3.11) clearly shows that (dθ/dχ) decreases at equal rates as χ → ±∞.
Since these values are to be matched with the leading-order outer temperature
gradients, these gradients must also have the same magnitude. We have therefore
demonstrated that the reaction sheet loses heat to the fuel and oxidizer sides at
equal rates. Furthermore, by applying the closure relation Eq. (9.1.26) and using
Eq. (9.3.10), it can be shown that the reaction sheet is at the location of the maximum
temperature.

9.3.3. Premixed Flame Regime
In this regime, the reaction zone separates a frozen region from an equilibrium
region. We shall analyze the case of ỸO,o + 2β < 1, for which the oxidizer is mostly
consumed in crossing the reaction zone while substantial amount of fuel leakage
occurs. Therefore the oxidizer side is frozen and the fuel side is in equilibrium. The
case of ỸO,o + 2β > 1 can be similarly analyzed, resulting in an identical structure
equation in appropriately defined variables.

The inner and outer expansions can be written as

T̃in(χ) = T̃f − εθ(χ) + O(ε2), (9.3.12)

T̃
−
out(x̃) = T̃

−
0 (x̃) − εT̃

−
1 (x̃) + O(ε2)

= T̃o + (T̃f − T̃o)
x̃
x̃ f

− εc−
1 x̃ + O(ε2), (9.3.13)

T̃
+
out(x̃) = T̃

+
0 (x̃) − εT̃

+
1 (x̃) + O(ε2)

= (ỸO,o + T̃o) − (ỸO,o + β)x̃ − εc+
1 (1 − x̃) + O(ε2), (9.3.14)
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where χ = (x̃ − x̃ f )/ε, ε = T̃
2
f /T̃a , and T̃

∓
0 are respectively given by Eqs. (9.2.16) and

(9.2.17).
From Eqs. (9.3.13) and (9.3.14), we readily identify(

dT̃
−
0

dx̃

)
x̃ f

= T̃f − T̃o

x̃ f
,

(
dT̃

+
0

dx̃

)
x̃ f

= −(ỸO,o + β).

Furthermore, Eqs. (9.2.4) and (9.2.17) show that (Ỹ+
O,1 + T̃

+
1 )x̃ f ≡ 0. Thus following

the definition of Section 9.1.3 for the canonical formulation, we have

θ̃ = θ − µη − p, η = M0χ − p
µ

,

1
µ

= 1 + T̃f − T̃o

x̃ f (ỸO,o + β)
, M0 = ỸO,o + β

µ
,

p = ln

[
	

(
µ

ỸO,o + β

)2
]

.

Using these relations, the canonical structure equations (9.1.35)–(9.1.37) are re-
trieved. The problem is therefore completely solved.

9.3.4. Near-Equilibrium Regime
In this regime the reaction zone separates two near-equilibrium regions, with fuel
and oxidizer leaking through it in O(ε) amounts. The reaction-sheet location x̃ f and
flame temperature T̃f are determined at the leading order through stoichiometry
considerations. Thus the primary purpose of the reaction zone analysis is to determine
the state of extinction.

We write the inner and outer expansions as

T̃in(χ) = T̃f − εθ(χ) + O(ε2), (9.3.15)

T̃
−
out(x̃) = T̃

−
0 (x̃) − εT̃

−
1 (x̃) + O(ε2)

= T̃o + (1 − β)x̃ − εc−
1 x̃ + O(ε2), (9.3.16)

T̃
+
out(x̃) = T̃

+
0 (x̃) − εT̃

+
1 (x̃) + O(ε2)

= (ỸO,o + T̃o) − (ỸO,o + β)x̃ − εc+
1 (1 − x̃) + O(ε2), (9.3.17)

where χ = (x̃ − x̃ f )/ε, ε = T̃
2
f /T̃a , and T̃

∓
0 are respectively given by Eqs. (9.2.12) and

(9.2.13). Substituting T̃in into Eqs. (9.2.2), (9.2.4), and (9.2.5) results in

ỸO,in = ε[θ − (ỸO,o + β)χ ] + O(ε2),

ỸF,in = ε[θ + (1 − β)χ ] + O(ε2),

d2θ

dχ2
= 	[θ − (ỸO,o + β)χ ][θ + (1 − β)χ ]e−θ , (9.3.18)

where 	 = ε3 DaCe−T̃a/T̃f . It is seen that ỸF,in and ỸO,in are both O(ε) quantities in
the reaction zone.
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Matching between the inner and outer solutions yields

lim
χ→−∞ [θ + (1 − β)χ ] = c−

1 x̃ f , (9.3.19)

(
dθ

dχ

)
−∞

= −(1 − β), (9.3.20)

lim
χ→∞ [θ − (ỸO,o + β)χ ] = c+

1 (1 − x̃ f ), (9.3.21)

(
dθ

dχ

)
∞

= ỸO,o + β. (9.3.22)

By defining

θ = θ̃ + γ η, χ = 2
1 + ỸO,o

η,

δ = 4	

1 + Ỹ
2

O,o

, γ = 1 − 2(1 − β)
1 + ỸO,o

= 2(ỸO,o + β)
1 + ỸO,o

− 1,

the above system of equations can be cast into the canonical form

d2θ̃

dη2
= δ(θ̃ − η)(θ̃ + η)e−(θ̃+γ η), (9.3.23)

(
dθ̃

dη

)
−∞

= −1, (9.3.24)

(
dθ̃

dη

)
∞

= 1, (9.3.25)

with the additional matching conditions given by

lim
η→−∞ (θ̃ + η) = c−

1 x̃ f , (9.3.26)

lim
η→∞ (θ̃ − η) = c+

1 (1 − x̃ f ), (9.3.27)

which allow the determination of c+
1 and c−

1 .
Since (θ̃ − η) and (θ̃ + η) respectively represent the oxidizer and fuel concentra-

tions in the reaction zone, the quantities (θ̃ − η)∞ and (θ̃ + η)−∞ then respectively
indicate the extent of oxidizer and fuel leakages into the fuel and oxidizer sides of the
reaction zone. The consequence of the oxidizer leakage is lowering of the outer flame
temperature on the fuel side by an amount proportional to c+

1 (1 − x̃ f ), as given by
the matching condition Eq. (9.3.27). Similarly, fuel leakage leads to lowering of the
oxidizer side of the flame temperature by an amount proportional to c−

1 x̃ f through
Eq. (9.3.26).

The parameter which governs the relative amounts of fuel and oxidizer leakages is
γ , which has the following significance. Since the heat loss rates to the oxidizer and



P1: JZP
0521870526c09 CUFX045/Law Printer: cupusbw 0 521 87052 6 July 19, 2006 17:24

390 Asymptotic Structure of Flames

420-2-4

1

2

3

4

5

θ

γ = 0

2.7
94

0

0.9
82

2

0.8
64

1

0.8565

η

δ = ∞

Figure 9.3.1. Inner structure of the near-equilibrium flame, for γ = 0 (Liñán 1974).

fuel sides of the flame are respectively proportional to the temperature gradients,
(1 − β) and (ỸO,o + β), therefore (1 + ỸO,o) in the definition of γ is simply the total
heat loss rate from the flame, which of course is also the total chemical heat release
rate. Thus the ratios (1 − β)/(1 + ỸO,o) and (ỸO,o + β)/(1 + ỸO,o) respectively rep-
resent the heat loss rate to the oxidizer and fuel sides of the flame as fractions of the
total heat loss rate. Consequently, when the heat loss rates are equal, these ratios are
1
2 and, hence, γ = 0. When γ > 0 there is more heat loss toward the fuel side while
γ < 0 implies more heat loss toward the oxidizer side.

For given γ and δ, θ̃(η) can be numerically solved from Eqs. (9.3.23) to (9.3.25).
Figure 9.3.1 shows θ̃(η) on constant δ for γ = 0. Because of the equal heat loss rates
to both sides of the flame, it is seen that θ̃(η) is symmetrical. The results also show
that there are two solutions for δ > 0.8564, and no solution for smaller values. The
characteristic dual solution, extinction turning point behavior is therefore exhibited,
yielding an extinction Damköhler number, δE.

Figure 9.3.2 shows the case for γ = 0.5. Since the flame now loses more heat to the
fuel side, burning is expected to be stronger on the oxidizer side. This is demonstrated
by having the minimum values of θ̃ , which implies the maximum flame temperatures,
occurring on the oxidizer side of the flame. Furthermore, because of the relatively
strong burning intensity there, near-equilibrium burning is favored, leading to the
decreased sensitivity on the reduced Damköhler δ and hence merging of the various
δ curves.

When γ = 1, Figure 9.3.3 shows that the solution becomes single valued and
extinction is not possible. This corresponds to the situation of β = 1 and hence
T̃f = T̃o, implying that there is no heat loss to the oxidizer boundary. The Arrhenius
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Figure 9.3.2. Inner structure of the near-equilibrium flame, for γ = 0.5 (Liñán 1974).

factor exp{−(θ̃ + γ η)} in the structure equation (9.3.23) becomes exp{−(θ̃ + η)} →
exp(−c−

1 x̃ f ) → constant as η → −∞. Then the only mechanism to suppress the re-
action rate as η → −∞ is for the leakage term (θ̃ + η)−∞ → 0 in an exponential
manner. This implies complete fuel consumption in the reaction region, resulting in
vanishing fuel leakage. The structure of the reaction zone now resembles that of the
premixed flame.
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Figure 9.3.3. Inner structure of the near-equilibrium flame, for γ = 1 (Liñán 1974).
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So far the discussion has been for γ > 0. The problem, however, is completely
symmetrical in γ , in that for γ < 0, the character of the equation system (9.3.23) to
(9.3.27) remains unchanged by substituting γ → −γ and η → −η.

From the reduced extinction Damköhler number, δE, numerically determined for
various values of γ , an explicit correlation has been obtained as

δE = {(1 − |γ |) − (1 − |γ |)2 + 0.26(1 − |γ |)3 + 0.055(1 − |γ |)4}e. (9.3.28)

The Damköhler number for extinction, DaC,E, can thus be determined through the
definitions of δ and 	.

Finally, the leakage factor at extinction has also been numerically determined and
correlated as {

lim
η→∞ (θ̃ − η)

}
E

= −0.27 + 4.19
(1 − γ )

− 0.894
(1 − γ )2

+ 0.117
(1 − γ )3

− 0.00545
(1 − γ )4

, γ ≥ −0.3. (9.3.29)

The leakage factor {(θ̃ + η)−∞}E is given by substituting γ by −γ in Eq. (9.3.29). The
fitting breaks down for γ ≤ −0.3 in that the leakage becomes negative. However,
since the leakage is extremely small under these situations, (θ̃ − η)∞ can be simply
set to zero.

We close this section by noting that the reduced Damköhler numbers, 	, for the
partial burning regime, the premixed flame regime, and the near-equilibrium regime
are respectively proportional to ε, ε2, and ε3. Here one of the εs comes from the
conversion between d2T̃in/dx̃2 and d2θ/dχ2 due to the need to stretch the thickness
of the reaction region. The remaining εs represent the influence of the variation of
the reactant concentration. Specifically, since both reactants are O(1) quantitative
in the reaction zone for the partial burning regime, concentration variations are
not important and therefore their influence is O(1). By the same reasoning, the
influence is O(ε) for the premixed flame regime because the concentration of one of
the reactants is O(ε), while it is O(ε2) for the near-equilibrium regime because the
concentrations of both fuel and air are O(ε) quantities.

9.4. MIXTURE FRACTION FORMULATION
FOR NEAR-EQUILIBRIUM REGIME

In Section 5.4.5 we introduced the concept that, by assuming equidiffusivity, analysis
of nonpremixed flames can be usefully conducted in the phase space of the mixture
fraction Z such that the results obtained are independent of the physical configura-
tions (Williams 1985; Peters 2000). Such a formulation therefore provides a unifying
interpretation of the flame structure in terms of the variations of its thermochemical
properties such as the temperature, species concentrations, and reaction rates. This
formulation was applied to the reaction-sheet limit in Section 6.1.3. We now extend
the analysis to the reaction zone structure.
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To demonstrate this approach, we consider the energy equation in the Z-
coordinate, Eq. (5.4.53),

ρ
∂ T̃
∂t

+ ρvt · ∇t T̃ = −w + ρD|∇Z|2 ∂2T̃
∂ Z2

+ ∇t · (ρD∇t T̃), (9.4.1)

where the subscript t designates the tangential component, and we have written
T̃ = h̃s for simplicity. Furthermore, the coupling functions are

T̃ + ỸO = (T̃o + ỸO,o) − (β + ỸO,o)Z, (9.4.2)

T̃ + ỸF = T̃o + (1 − β)Z, (9.4.3)

where we have exchanged the locations of fuel and oxidizer from those in Section 5.4,
and we also note that ỸF,B− ≡ 1. The mixture fraction Z, being a conserved scalar, is
governed by

ρ
∂ Z
∂t

+ ρv · ∇Z − ∇ · (ρD∇Z) = 0. (9.4.4)

In the reaction-sheet limit, the species and temperature distributions are given by

Z < Zf : ỸO,0 = ỸO,o − (1 + ỸO,o)Z, (9.4.5)

T̃
−
0 = T̃o + (1 − β)Z, (9.4.6)

ỸF,0 = 0, (9.4.7)

Z > Zf : ỸO,0 = 0, (9.4.8)

T̃
+
0 = (T̃o + ỸO,o) − (β + ỸO,o)Z, (9.4.9)

ỸF,0 = −ỸO,o + (1 + ỸO,o)Z, (9.4.10)

where

Zf = ỸO,o

1 + ỸO,o
(9.4.11)

is the value of Z at the reaction sheet, and we also have the flame temperature

T̃f = T̃o + (1 − β)Zf . (9.4.12)

Comparing Eqs. (9.4.11) with (9.2.15), it is seen that Zf is the flame location in
Z-space. Since Zf is the state where the fuel and oxidizer are stoichiometrically
consumed, it is conventionally designated by Zst.

To analyze the flame structure, we note that since flame properties vary most signif-
icantly in the direction normal to the flame surface defined by Zf , the reaction zone
is described by a balance between reaction and “diffusion” in the normal direction.
Thus Eq. (9.4.1) simplifies to

ρ
∂ T̃
∂t

− ρχ

2
∂2T̃
∂ Z2

≈ −w, (9.4.13)



P1: JZP
0521870526c09 CUFX045/Law Printer: cupusbw 0 521 87052 6 July 19, 2006 17:24

394 Asymptotic Structure of Flames

where

χ(t, Z) = 2D
(

∂ Z
∂n

)2

(9.4.14)

is called the scalar dissipation rate. It has the dimension of s−1 and its inverse, χ−1, can
be interpreted as the characteristic diffusion time across the flame. An inspection of
Eq. (9.4.13), and recognizing that ρD instead of D is the proper parameter indicating
the efficiency of diffusion, a natural representation of the characteristic diffusion
time should therefore be through a density-weighted scalar dissipation rate

X ≡ ρχ = 2ρD
(

∂ Z
∂n

)2

. (9.4.15)

We have therefore encountered again the importance of attaching the density to
a flow-dependent quantity in variable density flows, such as the density-weighted
laminar flame speed f o = ρso

u and density-weighted strain rate ρa for the flame of
Section 6.5. We also note that Eq. (9.4.13) holds rigorously for one-dimensional
or quasi-one-dimensional flows, such as the droplet and counterflow problems re-
spectively, for which the tangential components vanish and the first-order spatial
differentials can be transformed away.

Let us now solve the chambered flame problem using the mixture fraction formu-
lation. Equations (9.4.4) and (9.4.13) now respectively simplify to

d2 Z
dx̃2

= 0, (9.4.16)

X
2

d2T̃
dZ2

= w. (9.4.17)

The solution of Eq. (9.4.16) subject to Z(0) = 0 and Z(1) = 1 is simply Z = x̃, which,
when substituted into Eq. (9.4.15), yields X = 2ρD/�2. Using the above, it is immedi-
ately clear that Eq. (9.4.17) is identical to Eq. (9.2.2). Thus the problem to be solved
in Z-space is the same as that in x̃-space, because Z = x̃ for this simple problem.
For more complicated problems, we follow the same asymptotic analysis procedure,
using Z as the independent variable, stretching around the reaction zone through
an inner variable (Z − Zf )/ε, and performing the matchings between the inner and
outer solutions.

PROBLEMS

1. Show that the generalized premixed flame result of Section 9.1 specializes to
that of the nonadiabatic premixed flame with volumetric loss of Section 8.4.

2. Show that the generalized premixed flame result of Section 9.1 specializes to
that of the flat-burner flame of Section 8.6.1.

3. In Liñán’s original asymptotic formulation, closure was achieved by suppressing
all perturbations on the fuel side. Reformulate the premixed flame problem by
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using this closure scheme, and show that the final result can be brought to the
same form as the present one.

4. Perform the analysis for the near-equilibrium regime of the chambered flame,
for Lei �= 1.

(a) Write down the governing equations.

(b) Show that the inner structure equation and its boundary conditions are given
by

d2θ

dχ2
= DaLeF LeO

(
θ + hF + dT̃

+
0

dx
χ

) (
θ + hO + dT̃

−
0

dx
χ

)
e−θ (9.P.1)

(
dθ

dχ

)
χ→−∞

= dT̃
−
0 (x̃ f )
dx

,

(
dθ

dχ

)
χ→∞

= dT̃
+
0 (x̃ f )
dx

, (9.P.2)

where

hF ≡ T̃
+
1 (x̃ f ) + 1

LeF
Ỹ+

F,1(x̃ f ), hO ≡ T̃
−
1 (x̃ f ) + 1

LeO
Ỹ−

F,1(x̃ f ).

(c) Transform the above structure equation into Liñán’s canonical form,
Eqs. (9.3.23) to (9.3.25), by defining

δ = 4LeF LeODa

(
dT̃

+
0

dx
− dT̃

−
0

dx

)−2

exp
(

1 + γ

2
hO + 1 − γ

2
hF

)

γ =
(

dT̃
+
0

dx
+ dT̃

−
0

dx

) / (
dT̃

+
0

dx
− dT̃

−
0

dx

)
.
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10 Aerodynamics of Laminar Flames

10.1. GENERAL CONCEPTS

In Chapter 7 we studied the simplest possible mode of laminar flame propagation,
namely the steady propagation of an adiabatic, one-dimensional, planar flame into
an unburned combustible medium of temperature Tu and reactant concentrations
Yi,u, as shown in Figure 7.2.1 in the flame-stationary frame. This flame is charac-
terized by its final, burned state of equilibrium temperature To

b , which is simply
the adiabatic flame temperature Tad of the mixture, and by its mass burning flux
f o, which is a function of the exothermicity, diffusivity, and reactivity of the mix-
ture. We have also used the superscript o to designate properties pertaining to this
specific, standard premixed flame propagation mode. Thus if we symbolize the de-
pendence on exothermicity by the specific heat release qc, diffusivity by the Lewis
numbers Lei, j = λ/(cpρDi, j ), and reactivity by the reaction rate wk of reaction k,
then

f o = f o(qc, Lei, j , wk), To
b = To

b (qc).

Furthermore, if the characteristic chemical times of the major heat release reactions
are much shorter than those of heat and mass diffusion, then the flame structure can
be considered to consist of a thin reaction zone preceded by a broader transport-
dominated, diffusive–convective zone, which are respectively characterized by thick-
nesses �o

R and �o
D satisfying �o

R ≈ �o
D/Ze � �o

D. From f o = ρu we can then define an
unburned, upstream laminar flame speed so

u = f o/ρu at the upstream boundary of
the transport zone, and a burned, downstream laminar flame speed so

b = f o/ρo
b for

the entire reaction zone because velocity does not change much owing to the thinness
of this zone.

Practical flames seldom behave in this idealized manner. For example, among the
various techniques used to determine the laminar flame speed, the Bunsen flame
cone possesses a curvature that is maximized at its tip, an outwardly propagating
flame from an ignition kernel is unsteady, and in most situations the flow field ahead
of the flame can also be quite nonuniform. Furthermore, small amount of heat loss

396
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Figure 10.1.1. Structure of a wrinkled flame at: (a) hydrodynamic, flame-sheet level, and (b) trans-
port, reaction-sheet levels.

from the flame is usually unavoidable. It is therefore reasonable to expect that these
influences can cause departure of the flame behavior from that in the idealized
limit.

Figure 10.1.1 shows the general situation of a wrinkled flame in a nonuniform flow,
with Figure 10.1.1a depicting the flame-sheet limit and Figure 10.1.1b exposing the
flame structure. It is seen that the presence of flow nonuniformity and flame curvature
introduces into the problem an additional, hydrodynamic, length scale, �H. If we now
symbolize influences due to such aerodynamic factors as flow nonuniformity, flame
curvature, and flame unsteadiness by a Karlovitz number Ka, which will be defined
later, and system nonadiabaticity by a “loss” parameter L, then the flame behavior
is expected to be described in general by

f = f (qc, Lei, j , wk; Ka, L), Tb = Tb(qc, Lei, j , wk; Ka, L),

which should deviate from f o and To
b of the idealized situation. It may be noted that

although in f and Tb we have purposely separated out the functional dependence
into the two groups of parameters (qc, Lei, j , wk) and (Ka, L), which, respectively,
represent parameters pertaining to the standard premixed flame and, hence, are
properties of the mixture, and those that can affect its burning characteristics, strong
coupling between the individual effects is expected. Furthermore, while To

b depends
only on qc, the presence of hydrodynamic and/or loss mechanisms can cause Tb to also
depend on the diffusive, reactive, as well as hydrodynamic aspects of the problem.

In this chapter, we shall study the effects of aerodynamics on the response of
laminar flames. Emphasis will be on premixed flames because of the richness of the
responses. The general phenomena of interest are the influences of the nonuniformity
and unsteadiness of the flow on the response of propagating, wrinkled flames. A flame
subjected to these aerodynamic influences is called a stretched flame. The behavior
of nonpremixed flames will be discussed whenever appropriate.
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For the standard premixed flame of Chapter 7, effects due to the unequal diffusiv-
ities of heat and the various species are minor: the flame temperature is not affected
and the burning flux f o is only modified by a constant factor, which is

√
Le for one-

reactant mixtures. For the stretched flame, however, it will become clear that the
flame temperature, and through it the entire flame response, can be affected in an
essential manner by the mixture property of unequal diffusivities.

The influence of stretch on the flame response can be discussed based on the length
scales as well as the tangential and normal components of the flow field at the flame.
Let us first consider stretch at the hydrodynamic scale (Figure 10.1.1a). In this limit,
diffusion and reaction zones are not resolved and the entire flame collapses into a
flame sheet, with �D = 0. The flame propagates into the fresh mixture with a local
flame speed su, which is normal to the flame surface and can also differ from so

u . The
presence of stretch, through the tangential velocity gradient at the flame, changes
the flame surface area Aand consequently the mass burning rate

∫
fudA. Depending

on whether the local tangential velocity increases or decreases with distance along
the surface, the local mass burning rate can also increase or decrease with stretch.
In stationary situations the normal velocity gradient allows adjustment of the flame
location in the normal direction so that the flame situates where the local flame speed,
su, dynamically balances the local normal velocity, uu. In nonstationary situations the
difference between su and uu yields the net propagation velocity of the flame segment
in the laboratory frame. Thus the combined effects of the tangential and normal
components of the velocity are the displacement of the flame surface, distortion of
its geometry, and modification of the mass burning rate. We shall refer to this stretch
as hydrodynamic stretch.

Resolving the transport and reaction zones (Figure 10.1.1b), the tangential velocity
variation in the transport zone directly affects the normal mass flux fb entering the
reaction zone. Furthermore, through interaction with heat and mass diffusion, it can
also modify the temperature and concentration profiles in the transport zone and
consequently the burning intensity, Tb and fb, in the reaction zone, as will be shown
in Section 10.4. We shall refer to this stretch as flame stretch. The normal velocity
variation also affects the residence time within the reaction zone and consequently Tb

and the completeness of reaction. However, it is also important to note the flexibility
with which a premixed flame can adjust its location to accommodate changes in
the normal velocity gradient and to achieve complete reaction. Thus a change in
the stretch rate does not necessarily lead to a change of corresponding extent in the
residence time. We shall call a flame with total freedom of adjustment either a freely
propagating or a freely standing flame, depending on whether the flame is in motion
in the frame of reference under consideration.

The hydrodynamic stretch and flame stretch are strongly coupled in that the former
imposes the stretch intensity within the flame, constituting the flame stretch, while the
latter not only yields the propagating speed of the hydrodynamic flame surface, but
it also affects such critical phenomena as extinction. The direct influence of stretch
in the reaction zone is expected to be small because of the secondary importance of
convective transport in this very thin zone.
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In the next section, the dynamics of structureless stretched flame surfaces in hydro-
dynamic flow fields are discussed. The phenomena of corner formation and burning
rate augmentation through flame wrinkling are analyzed. In Sections 10.3–10.6 the
influences of stretch on the flame structure and response are described and compared
with experimental and computational results. The implications of flame stretch on
combustion studies are also discussed. In Section 10.7 we integrate results from the
flame structure analysis to the dynamics of flame surfaces through the model prob-
lems of corner broadening and the configurations of Bunsen flames. In Section 10.8
the flame response in oscillating flow fields is studied, and in Section 10.9 the phe-
nomena of flamefront instability are discussed.

Further exposition on flame dynamics can be found in Williams (1985), Clavin
(1985, 2000), Law (1989), Dixon-Lewis (1990), Peters (2000), Law and Sung (2000),
Williams (2000), and Candel (2002).

10.2. HYDRODYNAMIC STRETCH

10.2.1. The G-Equation
When a flame is much thinner than the hydrodynamic length scale of a flow, it can
be treated as a surface propagating in the flow. Let the geometry of the surface be
described by G(x, t) = constant (Figure 10.1.1). In particular, we shall set

G(x, t) = 0 (10.2.1)

for convenience such that G < 0 and > 0 for the unburned and burned states, respec-
tively. This surface is assumed to be smooth and continuous so that its unit normal
vector,

n = −∇G
|∇G | , (10.2.2)

is uniquely defined everywhere. The negative sign in Eq. (10.2.2) indicates the con-
vention that n is defined to be positive when pointed in the upstream direction of the
flame. Consequently, a flame segment that is convex toward the unburned mixture
has a positive curvature and as such is considered to be positively stretched.

On the surface G(x, t), the relation

dG
dt

= ∂G
∂t

+ Vf · ∇G = 0 (10.2.3)

holds, where Vf = dx/dt is the local propagation velocity of the surface. Furthermore,
the local flame speed, su, is by definition

su = (Vf − v |G=0−) · n, (10.2.4)

where v is the flow velocity. Substituting Eq. (10.2.4) into Eq. (10.2.3), and using
Eq. (10.2.2), we obtain the G-equation (Kerstein, Ashurst & Williams 1988; Peters
2000),

∂Ĝ
∂ t̂

+ ṽ |Ĝ=0− · ∇̂Ĝ = s̃u |∇̂Ĝ |, (10.2.5)
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with its density-weighted version being

ρu
∂Ĝ
∂ t̂

+ (ρṽ)Ĝ=0− · ∇̂Ĝ = ρus̃u |∇̂Ĝ |, (10.2.6)

where s̃u = su/so
u , f̃ u = fu/ f o, and we have also nondimensionalized v by so

u , all space
variables by the hydrodynamic scale �H, and t by �H/so

u . For consistency all quantities
referenced to the hydrodynamic scale and the flame properties are superscripted
by ˆ and ˜ respectively.

We note that the LHS of Eq. (10.2.5) is simply the substantial derivative of G
while the RHS represents the source term that causes the flame surface to propa-
gate normal to itself with the flame speed su relative to the motion of the unburned
mixture. The G-equation is coupled to the governing equations in the hydrodynamic
zone through the term v |G=0− . The coupling is quite complicated, representing the
interaction between the flame front and the outer, hydrodynamic flow: the outer flow
convects the front while the front affects the outer flow through thermal expansion.
The problem, however, can be decoupled and, hence, significantly simplified by mak-
ing the constant density assumption such that the surface is a passive scalar being
convected and distorted by v |G=0− , which can be considered to be prescribed. The
constant density assumption is equivalent to the statement that there is negligible
heat release in crossing the flame (Matkowsky & Sivashinsky 1979). Although this
assumption is obviously a gross violation of what constitutes a conventional flame,
its use does facilitate the description of flame dynamics. Furthermore, there are also
liquid systems in which a (liquid) flame can spread with small heat release and con-
sequently minimal density change (Shy, Jang & Ronney 1996).

Another major assumption in the above derivation is that the flame is much thinner
than the hydrodynamic length scale, which does not always hold. For such “thick
flame” situations, it is more appropriate to treat the much thinner reaction zone as
the surface of interest (Peters 2000). Identical derivation then yields

∂Ĝ
∂ t̂

+ ṽ |Ĝ=0− · ∇̂Ĝ = s̃b |∇̂Ĝ |, (10.2.7)

and its density-weighted version

ρb
∂Ĝ
∂ t̂

+ (ρṽ)Ĝ=0− · ∇̂Ĝ = ρbs̃b |∇̂Ĝ |, (10.2.8)

for the evolution of the geometry and dynamics of the reaction sheet, where sb and
fb are respectively the downstream flame speed and flux.

10.2.2. Corner Formation in Landau Propagation
Solutions of Eq. (10.2.5) require a knowledge of su, which is sensitively affected by
stretch effects, as will be shown in Section 10.4. In the following analysis, however,
we shall assume that su is not affected by stretch such that su = so

u over the entire
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Figure 10.2.1. Evolution and propagation of an initially sinusoidal flame surface in a quiescent,
constant-density, medium, showing the formation of corners.

flame surface. We shall call this mode of flame propagation Landau propagation
because Landau was among the first in using this limit to describe flame dynamics.
The G-equation then becomes

∂Ĝ
∂ t̂

+ ṽ |Ĝ=0− · ∇̂Ĝ = |∇̂Ĝ |. (10.2.9)

A characteristic of Landau propagation is the propensity of corner formation over
the flame surface. This phenomenon can be readily appreciated by following the evo-
lution of a flame surface with an initial sinusoidal profile in a quiescent environment,
as shown in Figure 10.2.1 (Law & Sung 2000). It is seen that, since the flame surface
propagates normal to itself, in the same manner as Huygens’ principle of ray optics,
the surface tends to spread out in the crest region but collide in the trough region.
Thus depending on the initial flame shape, corners can develop in the trough region.

To study the problem in a more general manner, we consider the evolution of a
flame surface in a quiescent flow field. Equation (10.2.9) then becomes

∂Ĝ
∂ t̂

= |∇̂Ĝ |. (10.2.10)

If we assume that the flame is not folded or multiply connected, then the flame surface
in two dimensions can be described by Ĝ(x̂, ŷ, t̂) = ŷ − f̂ (x̂, t̂ ), where f̂ (x̂, t̂ ) is the
flame shape function with f̂ (x̂, 0) = f̂ o(x̂) being its initial shape; the use of the symbol
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f̂ here is not to be confused with the mass burning flux f . Equation (10.2.10) can
thus be expressed as

∂ f̂
∂ t̂

= −

1 +

(
∂ f̂
∂ x̂

)2



1/2

. (10.2.11)

Taking the partial derivative of Eq. (10.2.11) with respect to x̂ and letting ĝ = ∂ f̂ /∂ x̂,
Eq. (10.2.11) becomes

∂ ĝ
∂ t̂

+ ĝ
(1 + ĝ2)1/2

∂ ĝ
∂ x̂

= 0, (10.2.12)

with the initial condition ĝ(x̂, 0) = ĝo(x) = d f̂ o(x̂)/dx̂.

Equation (10.2.12) is a quasi-linear wave equation whose solution can be obtained
in the same manner as that for shock formation in supersonic flows by using the
method of characteristics, which will be studied in Chapter 14. Thus using

dĝ
dt̂

= ∂ ĝ
∂ t̂

+ dx̂
dt̂

∂ ĝ
∂ x̂

,

and by comparing it with Eq. (10.2.12), we see that Eq. (10.2.12) is equivalent to the
two equations

dx̂
dt̂

= ĝ
(1 + ĝ2)1/2

, (10.2.13)

dĝ
dt̂

= 0. (10.2.14)

Equations (10.2.13) and (10.2.14) show that ĝ is constant along the characteristic
defined by Eq. (10.2.13). Its slope, ĝ/(1 + ĝ2)1/2, is therefore also a constant. The
slope is different for different characteristics, which at t̂ = 0 start out at different x̂.
Thus at any x̂o, we have

ĝ(x̂, t̂) = ĝ(x̂o, 0) = ĝo(x̂o). (10.2.15)

Furthermore, since

x̂ = ĝ
(1 + ĝ2)1/2

t̂ + x̂o, (10.2.16)

obtained by integrating Eq. (10.2.13), ĝ(x̂, t̂) is given by ĝo [·] as

ĝ(x̂, t̂) = ĝo

[
x̂ − ĝ

(1 + ĝ2)1/2
t̂
]

. (10.2.17)

The characteristics can either diverge or converge, depending on x̂o and the func-
tional form of the slope. In the latter situation multiple solutions result as the char-
acteristics collide, which physically implies the formation of discontinuities. Mathe-
matically these discontinuities are called corners.
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To investigate the instant at which the corner is first formed, we substitute Eq.
(10.2.17) back to Eq. (10.2.12), yielding[

∂ ĝ
∂ t̂

+ ĝ
(1 + ĝ2)1/2

∂ ĝ
∂ x̂

] [
1 + (dĝo/dx̂)t̂

(1 + ĝ2)3/2

]
= 0. (10.2.18)

Equation (10.2.18) shows that as long as its second term is finite, Eq. (10.2.12) is
retrieved and the flame shape is uniquely determined. However, as the flame prop-
agates, at a certain time t̂∗ the system could reach a state at which the second term
vanishes. This then implies that the first term does not need to vanish and indeed can
assume any value. In other words, the flame shape now becomes multiple valued, as
manifested by the formation of corners that are characterized by the discontinuity
in slope at a given point (or line) on the flame surface. Thus

t̂∗ = min
{−(1 + ĝ2

o)3/2

dĝo/dx̂

}
(10.2.19)

can be identified as the minimum time for the corner to form.
It is also of interest to determine the propagation velocity ṽ∗ of the corner once

it is formed. Transforming Eq. (10.2.12) to a new frame of reference attached to the
corner, with ξ̂ = x̂ − ∫ t̂

ṽ∗(t̂ ′)dt̂ ′ and τ̂ = t̂ , we have

∂ ĝ
∂τ̂

− ṽ∗ ∂ ĝ

∂ξ̂
+ ∂(1 + ĝ2)1/2

∂ξ̂
= 0. (10.2.20)

Integrating Eq. (10.2.20) across the corner and neglecting the contribution from the
∂ ĝ/∂τ̂ term, we obtain

ṽ∗ = (1 + ĝ2
+)1/2 − (1 + ĝ2

−)1/2

ĝ+ − ĝ−
(10.2.21)

where ĝ+ and ĝ− are values of ĝ across the corner.
For the example given in Figure 10.2.1, the initial flame shape is described by

f̂ o(x̂) = − cos x̂, such that ĝo(x̂) = sin x̂. Equation (10.2.19) then readily shows that
the corner is formed at t̂∗ = 1, as shown in the figure. Furthermore, ṽ∗ = 0 due to the
symmetry of (1 + ĝ2).

10.2.3. Burning Rate Increase through Flame Wrinkling
Conceptually, it can be readily accepted that, by wrinkling a flame through hydrody-
namic stretch, the total flame surface area is increased. Thus if the local flame speed
at the flame surface is not affected by stretch, then the burning rate of a combustible
through which the wrinkled flame propagates will increase with increasing wrinkling
simply due to the increase in the flame surface area. Indeed, this is the primary mech-
anism through which the propagation speed of a turbulent flame is increased over
that of the laminar flame.

To demonstrate such an increase in the flame speed, Figure 10.2.2 shows an arbi-
trarily wrinkled flame situated in a flow field of uniform velocity s̃T j in the y-direction,
where the subscript T designates turbulent flame in anticipation of our latter studies
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Figure 10.2.2. Schematic demonstrating the increase of bulk flame propagation rate due to flame
wrinkling: (a) before corner formation, (b) after corner formation.

on this subject. Assuming ∂Ĝ/∂ t̂ = 0, use of s̃T j for ṽ in Eq. (10.2.9) readily yields

s̃T =
[

1 +
(
∂Ĝ/∂ x̂

)2

(
∂Ĝ/∂ ŷ

)2

]1/2

, (10.2.22)

which shows that s̃T = sT/so
u > 1, hence demonstrating that the flame speed of a

wrinkled flame is higher than that of the laminar flame.
If the flame is also not folded, then Ĝ(x̂, ŷ) = ŷ − f̂ (x̂). Substituting Ĝ into

Eq. (10.2.22) yields

s̃T =

1 +

(
d f̂
dx̂

)2



1/2

. (10.2.23)

Extending Eq. (10.2.23) to an arbitrary three-dimensional flame surface, we have

s̃T = (
1 + |∇̂t f̂ |2)1/2

, (10.2.24)

where ∇̂t is the tangential gradient operator over the flame surface.
Since the flame surface continuously evolves with time, as shown in Figure 10.2.1,

it is clear that for a quiescent flow in the Landau limit, the convex segment con-
tinuously grows, while the concave segment continuously shrinks until it is totally
eliminated when the corner is formed. Subsequently the increase in the surface area
and, hence, the burning rate are solely contributed by the convex flame segments
(Figure 10.2.2b). This then implies that flame wrinkles tend to be dominated by
those with positive curvatures. Furthermore, the area of such a convex segment will
continuously decrease as the opposite sides of the corner collide and annihilate each
other, thereby reducing the extent of wrinkling of the flame surface. Thus sustenance
or even amplification of flame wrinkling requires either external forcing through flow
nonuniformity or development of inherent flamefront cellular instabilities.
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Figure 10.2.3. Schematic of a surface element with velocity Vf and unit normal vector n in a flow
field of velocity v.

10.2.4. The Stretch Rate
The G-equation describes the dynamics and geometry of the flame surface through
the knowledge of the flow velocity at the flame surface, v |G=0− , the flame speed
su, and the geometry of the flame through its unit normal vector n. However, for
an observer stationed on the flame surface, the individual influences of the flow
and flame motion cannot be distinguished. Rather, the observer simply perceives
an unsteady and nonuniform flow approaching it with some effective velocity. Its
influence on the flame response, either the flame surface area in the hydrodynamic
limit or the flame speed su and thereby the burning intensity, is through the extent of
the unsteadiness of the flow and the nonuniform tangential velocity over the flame
surface. Consequently it is reasonable to expect that the various influences due to
flow nonuniformity, flame curvature, and flame/flow unsteadiness can be collectively
described by a single parameter – the stretch rate, to be defined next.

Refer to the general flame surface G = 0 in Figure 10.2.3. This surface has a velocity
Vf while the flow has a velocity v. A general definition of stretch rate at any point
on this surface is the Lagrangian time derivative of the logarithm of the area Aof an
infinitesimal element of the surface (Williams 1975),

κ = 1
A

dA
dt

, (10.2.25)

with the boundary of this surface element moving tangentially along the surface at
the local tangential component of the fluid velocity. The stretch rate κ has the unit
of s−1.

The deceptively simple expression of Eq. (10.2.25) actually contains the various
factors that contribute to the influence of stretch. To show this (Matalon 1983; Chung
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& Law 1984b) we now express Eq. (10.2.25) in terms of the dynamics of a general
surface x(p, q, t) as shown in Figure 10.2.3, where (p, q) are the two curvilinear
coordinates on it. The instantaneous velocity of the surface is therefore Vf (p, q, t) =
∂x(p, q, t)/∂t . Since dx(t) = epdp + eqdq, where ep and eq are the unit vectors in
the directions of p and q, an elemental area A(p, q, t) of the surface at time t is
simply

A(p, q, t) = (epdp) × (eqdq) = (dpdq)n, (10.2.26)

where n = ep × eq is the unit vector of the elemental surface pointed in the direction
in which the surface is propagating, as defined.

At a later time t + δt , we have

x(p, q, t + δt) = x(p, q, t) + ∂x
∂t

δt = x(p, q, t) + Vf δt

dx(p, q, t + δt) = dx(p, q, t) +
(

∂Vf

∂p
dp + ∂Vf

∂q
dq

)
δt

=
(

ep + ∂Vf

∂p
δt

)
dp +

(
eq + ∂Vf

∂q
δt

)
dq.

Using the p and q components of dx(p, q, t + δt), we have

A(p, q, t + δt) =
(

ep + ∂Vf

∂p
δt

)
×

(
eq + ∂Vf

∂q
δt

)
dpdq. (10.2.27)

Therefore if we now write A= A · n, and use Eqs. (10.2.26) and (10.2.27), then

κ = 1
A(t)

lim
δt→0

A(t + δt) − A(t)
δt

=
(

ep × ∂Vf

∂q
+ ∂Vf

∂p
× eq

)
· n =

(
ep · ∂Vf

∂p
+ eq · ∂Vf

∂q

)
, (10.2.28)

where we have used the cyclic law of triple scalar products, which states that for any
vectors a, b, and c, we have (a × b) · c = (b × c) · a = (c × a) · b.

The stretch rate κ can be further developed as follows. First, by using the relations

∇t · Vf = ∂(ep · Vf )
∂p

+ ∂(eq · Vf )
∂q

=
(

ep · ∂Vf

∂p
+ eq · ∂Vf

∂q

)
+ Vf ·

(
∂ep

∂p
+ ∂eq

∂q

)

and

∂ep

∂p
+ ∂eq

∂q
= −(∇ · n)n,
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we have

κ = ∇t · Vf + (Vf · n)(∇ · n). (10.2.29)

If we next decompose Vf into its tangential and normal components as Vf = V f,t +
(Vf · n)n, where V f,t is the tangential velocity of the surface, and assume that V f,t is
equal to the tangential component of the flow velocity vs at the flame,

V f,t = vs,t , (10.2.30)

Eq. (10.2.29) becomes

κ = ∇t · vs,t + (Vf · n)(∇ · n). (10.2.31)

Equation (10.2.31) shows the two sources of stretch a flame can be subjected to.
The first term represents the influence of flow nonuniformity along the flame surface.
Since

vs,t = n × (vs × n), (10.2.32)

this term embodies the effects due to flow nonuniformity through vs and flame cur-
vature through the variation in n. Furthermore, it exists only if the flow is oblique to
the surface such that vs × n �= 0. The second term in Eq. (10.2.31) represents stretch
experienced by a nonstationary flame through Vf , although the flame also has to
be curved because ∇ · n vanishes otherwise. These three stretch-induced effects can
be separately referred to as those due to aerodynamic straining, flame curvature,
and flame motion. We further note that since diffusion is in the direction of n, the
nonorthogonality requirement of vs × n leads us to anticipate the importance of heat
and mass diffusive transport in the dynamics of stretched flames, even though the
discussion so far has been kinematic in nature.

Although the use of the tangential gradient operator at the surface, ∇t , provides
a clear physical interpretation of stretch, mathematical specification of ∇t can be
somewhat cumbersome, especially for curved flames. However, writing ∇ = ∇t + ∇n,
where ∇n is the normal component of the gradient operator on the surface, and noting
that ∇n · vs,t ≡ 0, Eq. (10.2.31) can be expressed in alternate forms as

κ = ∇·vs,t + (Vf · n)(∇ · n), (10.2.33)

κ = ∇ · [n × (vs × n)] + (Vf · n)(∇ · n)

= −n · ∇ × (vs × n) + (Vf · n)(∇ · n). (10.2.34)

As examples, let us compute the stretch rate κ for some common flame configura-
tions shown in Figure 10.2.4. The flames are infinitely thin so that it constitutes the
stretched surface.

Stationary Planar Flame in Stagnation Flow: Figure 10.2.4a shows a planar flame
situated in a divergent stagnation flow. Assuming potential flow, the velocity
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Figure 10.2.4. Configurations of various model stretched flames.

vector is

v =
{

a
(k + 1)

x, −ay, 0
}

, (10.2.35)

where a is the strain rate of the flow, k = 0, 1 for cartesian and cylindrical coordinates
respectively, and the x- and y-velocities in the cylindrical coordinates are those in
the radial and axial directions respectively. Using Eq. (10.2.31), since Vf · n = 0 and
∇t · vs,t = a, we have

κ = a. (10.2.36)

Nonstationary Spherical Flame: We again use Eq. (10.2.31) for evaluation. Here
the flame propagates normal to its surface, implying that vs,t = 0 and Vf · n = Vf =
dRf /dt , where Rf is the instantaneous flame radius. Furthermore,

∇ · n = ±
(

1
R1

+ 1
R2

)
, (10.2.37)

where ± respectively refer to outwardly and inwardly propagating flames because
by definition ∂ep/∂p and ∂eq/∂q are the two principal radii of curvature, R1 and
R2, pointed away from the flame surface toward the center of curvature, and n
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respectively points outward and inward for these flames. Note that as the flame
propagates, the stretch effect becomes weaker for an expanding flame and stronger
for an inwardly propagating flame.

If the flame is spherically symmetric (Figures 10.2.4b and 10.2.4e), R1 = R2 = Rf ,
we have

κ = ± 2
Rf

dRf

dt
. (10.2.38)

Axisymmetric Flame: This configuration includes the Bunsen flame (Figure 10.2.4c).
Adopting the cylindrical (r, θ, z) coordinate, and using Eq. (10.2.34) in which Vf = 0,
v = (0, 0, −w), and n = (− cos α, 0, sin α), we have

κ = − sin α

r
∂

∂r
(rw cos α) − cos α

∂

∂z
(w cos α) (10.2.39)

evaluated at the flame surface.
The above result is general in that w and α can be general functions of r and z. If

we further assume that the flame surface is a circular cone with a sharp apex such
that w and α are constants, then

κ = −w sin 2α

2Rf
. (10.2.40)

Stretch in this case is derived from the three-dimensional nature of the curved sur-
face. Note that while the stagnation and expanding spherical flames are positively
stretched, the axisymmetric flame is negatively stretched. This indicates that the Bun-
sen flame actually suffers compression, which tends to reduce the flame surface area
in the direction of the flow. The intensity of compression increases with decreasing
Rf as the flow moves upward. The expression breaks down around the apex of the
cone where Rf → 0.

Similar to the outwardly and inwardly propagating flames, the counterpart of the
(forward) stagnation flame is the rearward stagnation flame (Figure 10.2.4d) whose
stretch rate is negative, while that of the Bunsen flame is the inverted flame (Fig-
ure 10.2.4f), whose stretch rate is positive based on curvature alone. Note that a
rearward stagnation flame in the adiabatic limit is inherently unstable because a
small displacement of the flame either toward or away from the stagnation surface
will render the flame to be situated in a region of either lower or higher flow velocity,
leading to a continuous motion in the direction of the displacement. One mechanism
to stabilize such a flame is through heat loss to the stagnation surface. Indeed, we
have invoked heat loss in our previous consideration of stabilization of the Bunsen
flame, in Section 8.6.2.

There are also stretchless flames. Examples are the stationary and nonstationary
one-dimensional planar flames, and the stationary cylindrical and spherical flames
respectively sustained by line and point sources.

In preparation for discussions on flame stretch in the next section, we shall define
a nondimensional stretch rate, the Karlovitz number, which is a measure of the flame
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time in terms of the aerodynamic time, as

Ka = �T

su
κ = �T

fu
(ρuκ)

∼ λ/cp

f 2
u

(ρuκ) ∼ ρuκ

w f
, (10.2.41)

where we have used the relations fu = ρusu, fu�T ∼ λ/cp, and f 2
u ∼ (λ/cp)w f from

Chapter 7. The above scaling evolves naturally in subsequent derivations. Since Ka
increases with increasing stretch rate κ , the above expressions then imply that the
effect of stretch is expected to be stronger for either a more diffusive mixture or a
weaker-burning flame. This is reasonable because of the central role played by dif-
fusion in modifying flame stretch. We also see that the proper parameter to measure
the effect of stretch is the density-weighted stretch rate, ρuκ , instead of κ alone.

10.3. FLAME STRETCH: PHENOMENOLOGY

We now study the effects of stretch on the flame structure and response, particularly
the flame speed su used in the G-equation. The response has been found to be par-
ticularly strong for mixtures with unequal species and thermal diffusivities because
the flame temperature is directly affected. For mixtures with equal diffusivities, the
influence has also been found to be quite subtle, as we shall show in the following.

To demonstrate the influence of nonequidiffusion on the response of stretched
flames, we first note that there are at least three diffusivities of interest for an inert-
abundant mixture, namely those associated with heat (DT), the deficient reactant
(Di ), and the excess reactant (Dj ). From these three diffusivities two interpreta-
tions for the effects of different diffusivities can be conducted, based on comparing
Di with DT , and Di with Dj , for sufficiently off- and near-stoichiometric situations
respectively. These two interpretations can be respectively termed nonunity Lewis
number (Le = DT/Di ) effect and preferential diffusion (Di/Dj ) effect. The general
phenomena related to unequal diffusion rates will be referred to as nonequidiffusion
effects.

10.3.1. Effects of Flow Straining: The Stagnation Flame
We consider the flame response in a stagnation flow, which imposes a well-defined
strain rate on the flame (Figure 10.3.1a), and draw a control volume enclosing the
transport zone and the divergent streamlines as shown. By assuming that the stagna-
tion surface is adiabatic, we can study the coupled effects of flow straining and mixture
nonequidiffusion without complications from system heat loss, flame curvature, and
flame unsteadiness.

Recognizing that diffusive transport is normal to the reaction surface, then with
the nonunity Lewis number interpretation, shown in the left portion of the figure,
the control volume loses thermal energy to the external streamlines while it gains
chemical energy from them due to an increase of the deficient reactant concentration.
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Control volumeStreamline

Figure 10.3.1. Conceptual demonstration of the effects of stretch on the flame response in the
presence of nonequidiffusion: (a) stagnation flame, (b) tip of Bunsen flame.

Thus the flame behavior, especially the flame temperature, depends on the relative
rates of heat and mass diffusion. If the diffusivities are equal such that Le = 1, then
total energy is conserved and the flame temperature is the adiabatic flame temper-
ature. However, if Le > 1, heat loss exceeds the gain in the concentration of the
deficient species and we expect Tb < Tad. Conversely, Tb > Tad if Le < 1.

We next take the preferential diffusion interpretation, shown in the right portion
of the figure. Then if the leaner reactant is also the more diffusive one, the reactant
composition in the reaction zone will become more stoichiometric such that the flame
temperature is higher and the burning more intense. The converse holds if the leaner
reactant is less diffusive.

In the following we shall adopt the nonunity Lewis number interpretation because
off-stoichiometric burning is more prevalent and because heat diffusion is a crucial
mechanism in flame propagation.

If we now increase the stretch rate, the flame will be pushed closer to the stagna-
tion surface in order to maintain kinematic balance between the local flame speed
and the normal flow velocity immediately upstream of the flame surface. The move-
ment of the flame is unrestrained and the lean reactant is completely depleted in
crossing the flame. The flame, however, suffers stronger flame stretch and thereby
nonequidiffusion effects. Consequently the reaction rate and the flame temperature
will either decrease or increase, depending on whether Le > 1 or < 1, as shown in
Figures 10.3.2 and 10.3.3. Thus it is clear that for Le > 1, there exists a critical stretch
rate at which Tb will be reduced to such an extent that burning is not possible. Extinc-
tion occurs when the flame, being unrestrained, is located at a finite distance away
from the surface, as shown in Figure 10.3.4a. On the other hand, since increasing
stretch elevates Tb for the Le < 1 flame, extinction cannot occur until the down-
stream boundary of the reaction zone is pushed onto the stagnation surface and
the flame movement becomes restrained. With further stretching, reaction cannot
be completed because of the reduced residence time. Only then will the reaction
rate and, hence, the flame temperature start to decrease (Figures 10.3.2 and 10.3.3),
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Figure 10.3.2. Effects of nonequidiffusion on the reaction rate with increasing stretch, especially
the completeness of reactant consumption at extinction.

leading eventually to extinction, with the flame in direct contact with the stagnation
surface, as shown in Figure 10.3.4a.

For the diffusionally neutral case of Le = 1, the flame temperature and reaction
rate remain unchanged until the reaction zone reaches the surface. With further
increase in the stretch rate, incomplete reaction and eventually extinction occurs.
Thus incomplete reaction is essential in causing flame extinction for Le ≤ 1 for an
adiabatic and impermeable surface.
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Figure 10.3.3. Effects of stretch, nonequidiffusion, and completeness of reaction, on the extinction
turning point behavior.
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Figure 10.3.4. Schematic showing different extinction mechanisms and the associated flame loca-
tions for (a) the stagnation flame, and (b) the counterflow flame.

However, if the stagnation surface is permeable but still adiabatic, as in the case of
impinging the combustible mixture against a hot product gas stream of temperature
Tb (Figure 10.3.4b), then the reaction zone can actually migrate across the stagnation
surface and situate in the product side of the counterflow. Since the propagation speed
of the flame is conventionally defined to be positive in the direction opposite to that
of the flow in which it is embedded, the downstream flame speed therefore assumes a
negative value in this case. The fuel consumption and heat release rates are of course
always positive. Combustion is now supported by diffusion of the reactant across the
stagnation surface against convection from the product stream. Since there is no loss
mechanism involved in such a situation, extinction is not possible. The existence of
negative flame speeds has been experimentally observed for superadiabatic flames
whose downstream temperature is higher than Tb (Sohrab, Ye & Law 1985). Negative
flame speeds for adiabatic flames have yet to be observed.

10.3.2. Effects of Flame Curvature: The Bunsen Flame
The second situation illustrating flame stretch effects, due to curvature, involves the
burning intensity over the curved surface of an axisymmetric Bunsen cone (Fig-
ure 10.3.1b). Here if we assume for simplicity that the flow is uniform, then flame
stretch is manifested through curvature effects over the flame surface, especially in
the tip region, which has the largest curvature. Thus for a closed tip, its concave cur-
vature towards the fresh mixture focuses the heat ahead of the flame. Consequently,
for a given streamtube that traverses a certain segment of the reaction sheet, it is
diffusively heated by a larger segment of the reaction sheet. Thus the flame tem-
perature tends to be raised to a value above Tad. On the other hand, this curvature
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has a defocusing effect on the concentration of the deficient reactant approach-
ing the flame, which tends to reduce the flame temperature. Thus the temperature
of the flame again depends on the relative rates of heat and mass diffusion, with
the extent of deviation increasing progressively from the flame base toward the
flame tip because of the corresponding increase in the stretch intensity. Specifically,
for Le > 1, the tip will burn more intensely relative to the shoulder region of the
flame, while for Le < 1 the burning is less intense and can lead to local extinction,
commonly known as the tip opening phenomenon. The response to Lewis number
variations is therefore completely opposite to that of the positively stretched stag-
nation flame as a result of the negatively stretched, compressive nature of the flame
curvature.

It is important to recognize that this effect is eliminated when the streamlines are
normal to the flame surface, as would be the situation involving stationary cylindri-
cal and spherical flames. We also note that the tip segment of the Bunsen flame is
actually restrained in that while the flame segment of the shoulder region can freely
adjust its orientation to achieve dynamic balance with the freestream flow, the ori-
entation and, hence, flame speed at the tip is fixed, as noted earlier in Section 7.6.1.
Since the tip segment is “held” by the flame shoulders, while the orientation of the
shoulder changes with increasing flow rate, there could exist situations under which
the tip segment would lose its flexibility to adjust its curvature. This could lead to
incomplete reaction and, hence, extinction of the tip regardless of the mixture Lewis
number.

10.3.3. Effects of Flame Motion: The Unsteady Spherical Flame
We now study the effects of stretch due to flame motion via the outwardly
and inwardly propagating spherical flames. Consider first the positively stretched,
outwardly propagating flame whose radius Rf is much larger than its thickness
(Figure 10.3.5). In an interval δt , the flame radius grows by an amount δRf �
(Rf , RT, RM), where RT and RM are respectively the radii for the thermal and lim-
iting reactant layers. Then the volume for the thermal energy will be increased by
an approximate amount 4

3π(RT + δRf )3 − 4
3π R 3

T ≈ 4π R 2
T δRf , while that for the re-

actant concentration by 4π R 2
M δRf . The increase in the thermal energy in the flame

structure represents an increased extent of heat transfer away from the reaction re-
gion, while an increase in the reactant concentration represents an increased amount
of reactant supply to the reaction region. Consequently, if RT > RM, that is, Le > 1,
then the flame temperature is expected to be reduced from Tad, while the opposite
holds for Le < 1.

The same argument can be applied to the negatively stretched, inwardly propa-
gating flame, recognizing that with a reduction in the flame radius there is a greater
reduction of heat loss than mass gain, which implies that Tf > Tad for Le > 1 and
Tf < Tad for Le < 1.

There are some additional points to note. First, the stretch intensity of an expanding
flame is the largest at the initial stage of the flame development, and steadily decreases
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Figure 10.3.5. Conceptual demonstration of the effects of stretch on the flame response in the
presence of nonequidiffusion for an expanding spherical flame at (a) t = 0, (b) t = δt .

as the flame expands. The flame degenerates to the stretchless, planar case as
Rf → ∞. Since the flame temperature is temporally varying with the stretch rate,
the burned state downstream of the flame is not uniform, decreasing toward the
center for Le > 1, and increasing otherwise. Furthermore, if a spherical flame can
be first established, and if there is no external loss such as that through radiation,
then stretch-induced extinction is not possible and the flame expands to approach
the planar limit, with Tf continuously increasing and decreasing for Le > 1 and < 1
mixtures.

For a shrinking flame, the intensity of stretch continuously increases. Since the
burning intensity is reduced for a Le < 1 flame, extinction occurs when the flame has
decreased to a finite size, with a finite amount of the fresh reactant upstream of the
flame left unreacted. However, for a Le > 1 flame the burning intensity continuously
increases until the upstream boundary of the flame reaches the center such that
�o

T/Rf = O(1). The reactant concentration at the center then rapidly decreases, being
diffusively drawn away toward the reaction zone. The burning intensity therefore also
decreases, rapidly leading to flame extinction. Thus extinction in this case is caused
by reactant depletion, with almost complete reactant consumption at extinction.

10.3.4. Effects of Heat Loss
Heat loss, both volumetric and through surface conduction, is of course still fre-
quently the major cause of extinction. For volumetric heat loss in the presence of
stretch, the relevant factors that need to be considered are the influence of stretch
on the flame temperature and thickness, both of which affect the extent of loss. For
surface heat loss, it is necessary to consider the influence of stretch on the proxim-
ity of the flame to the surface. In the case of the stagnation flow, increasing stretch
pushes the flame closer to the surface and, hence, increases the heat loss rate. This
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downstream heat loss will induce flame extinction before the flame can approach the
surface and become restrained.

We have therefore identified several factors responsible for the extinction of
stretched flames, namely nonequidiffusion, incomplete reaction due to flame re-
straining, upstream reactant depletion, and heat loss. Except for upstream reactant
depletion, extinction in each of the other three cases is caused by a loss of enthalpy.
The enthalpy loss can be in the form of the unburned reactant in the diffusion zone
due to diffusional imbalance or in the reaction region due to incomplete reaction, or
the volumetric and surface heat loss from either the upstream or downstream regions
of the flame.

10.4. FLAME STRETCH: ANALYSES

Asymptotic analyses have been performed for the structure and response of a curved
premixed flame situated in a general nonuniform flow field (Sivashinsky 1976; Pelce
& Clavin 1982; Clavin & Williams 1982; Matalon & Matkowsky 1982). We shall, how-
ever, use the simpler, conceptually more transparent integral analysis for solution
(Chung & Law 1988). Furthermore, we shall break the analysis into two parts. In
Section 10.4.1 we shall capture the effects of stretch on the flame response through
the model problem of the freely standing planar flame situated in a strained flow
field. In Section 10.4.2 we shall study the unstretched, stationary spherical flame to
show that there is a pure curvature effect that can also modify the flame speed. In
the linearized limit of small stretch rate and flame curvature, results from these two
separate analyses can be added to yield the final expressions for the flame response,
as shown in Section 10.4.3. Extinction is described by retaining the Arrhenius non-
linearity, and is controlled by the reduction of the flame temperature due to stretch.
These approximate analyses are fairly straightforward, providing clear quantification
of, and insight into, the various phenomena described above. Finally, in Section 10.4.4
an asymptotic analysis is applied to solve the problem of Figure 10.3.4b.

10.4.1. Effects of Flame Stretch
The stagnation flame problem analyzed is shown schematically in Figure 10.4.1a.
Here we shall treat the flow motion in traversing the flame structure as quasi-one-
dimensional, with a varying streamtube area A(x). The flame boundaries are planar.
The quasi-one-dimensional governing equations are the following:

Continuity:

d( f A)
dx

= 0 (10.4.1)

Energy Conservation:

d
dx

[
A

(
f cpT − λ

dT
dx

)]
= Abqc BCYe−Ta/T (10.4.2)
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Figure 10.4.1. Schematic for control volume analysis of the planar stretched flame: (a) Definitions
of various transport zones and directions; and (b) thicknesses of the transport and reaction zones.

Species Conservation:

d
dx

[
A

(
f Y − ρD

dY
dx

)]
= −AbBCYe−Ta/T, (10.4.3)

where Ab is the area of the thin reaction zone, and f = ρu the local mass flux.
Equation (10.4.1) readily yields the constant flow rate, and, hence, mass burning

rate m in the streamtube,

m = fu Au = fb Ab. (10.4.4)

We next integrate Eq. (10.4.2) over the preheat zone, from the unburned state to
x−

f , where A= Au and Ab respectively. The integration, however, is performed by
recognizing (Figure 10.4.1a) that while convective transport follows the streamline
over the entire streamtube such that Avaries from Au to Ab and ṁ is fixed, diffusive
transport occurs only in the direction normal to the reaction “sheet” such that only
the diffusive heat flux from the projection of Au on Ab is utilized in heating the
unburned mixture. Thus diffusive heat transport within the streamtube takes place
only over an area Au. Consequently, we have

mcp(Tb − Tu) − λ

(
dT
dx

)
x−

f

Au = 0. (10.4.5)
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We then integrate Eq. (10.4.2) across the reaction zone, which has a constant area
Ab and uniform downstream temperature Tb, to obtain

λ

(
dT
dx

)
x−

f

= qc BC

∫ x+
f

x−
f

Ye−Ta/Tdx. (10.4.6)

Multiplying Eq. (10.4.6) by Ab, and adding the resulting expression to Eq. (10.4.5),
we obtain an expression for overall energy transport across the entire flame,

mcp(Tb − Tu) + λ

(
dT
dx

)
x−

f

(Ab − Au) = Abqc BC

∫ x+
f

x−
f

Ye−Ta/Tdx. (10.4.7)

Equation (10.4.7) clearly shows the nonconservative nature of the thermal energy
transport. That is, if thermal energy were conserved, then all the chemical heat re-
lease is used to heat the mixture from the freestream and the diffusion term should
identically vanish, as for the one-dimensional planar flame in which Au ≡ Ab. For
the present problem, however, a finite amount of the thermal energy is lost from
the control volume because of the change in the streamtube area and the fact that
diffusive transport occurs normal to the reaction zone.

A similar manipulation for the reactant concentration yields the corresponding re-
lations for the mass diffusion zone, the reaction zone, and the overall nonconservative
reactant transport across the flame,

mYu + ρD
(

dY
dx

)
x−

f

AM = 0 (10.4.8)

ρD
(

dY
dx

)
x−

f

= −BC

∫ x+
f

x−
f

Ye−Ta/Tdx (10.4.9)

mYu − ρD
(

dY
dx

)
x−

f

(Ab − AM) = AbBC

∫ x+
f

x−
f

Ye−Ta/Tdx, (10.4.10)

where AM is the area of the upstream boundary of the mass diffusion zone.
If we multiply Eq. (10.4.10) by qc and subtract the resulting expression from

Eq. (10.4.7), and further assume equal diffusivity (Le = 1) such that AT = Au = AM,
then we obtain

(Ab − Au)

[
cp

(
dT
dx

)
x−

f

+ qc

(
dY
dx

)
x−

f

]
= 0. (10.4.11)

Since (Ab − Au) is arbitrary, the only solution of Eq. (10.4.11) is for the remaining
term to vanish, which in turn implies that the loss in thermal energy is balanced by
the gain in chemical energy. The system is therefore rendered conservative again,
even when it is stretched. This obviously does not hold for Le �= 1, which we shall
show next.
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Following Section 7.4.1 for the integral analysis of the one-dimensional unstretched
flame, we define effective thicknesses for the thermal and mass diffusion zones as
(Figure 10.4.1b)

�T = Tb − Tu

(dT/dx)x−
f

, �M = − Yu

(dY/dx)x−
f

.

Equations (10.4.5), (10.4.6), (10.4.8), and (10.4.9) then respectively become

fu�T = λ/cp, (10.4.12)

λ
Tb − Tu

�T
= qc BC

∫ x+
f

x−
f

Ye−Ta/Tdx, (10.4.13)

fu�M = ρD
AM

Au
, (10.4.14)

ρD
Yu

�M
= BC

∫ x+
f

x−
f

Ye−Ta/Tdx, (10.4.15)

which provide four relations to solve for the four flame responses fu, Tb, �T , and �M

in terms of the area ratio AM/Au.
If we next assume that the change in the streamtube area is gradual (see Figure

10.4.1b), then from geometrical consideration we have

Ab − Au

�T
≈ Ab − AM

�M
, (10.4.16)

which relates AM to AT = Au. Furthermore, recognizing that the Karlovitz number
is simply a nondimensional measure of the extent of flow nonuniformity across the
flame, it can be represented by the fractional area change along the streamtube. We
shall therefore define Ka as

Ka = �A
Ab

= Ab − Au

Ab
= 1 − Au

Ab
. (10.4.17)

The final point to note is that Ka itself, given by Eq. (10.2.41), depends on the
burning flux fu through the flame time and, hence, the flame thickness. This depen-
dence needs to be accounted for so as not to suppress the feedback between them.
Consequently, we write

Ka = (λ/cp)u

f 2
u

(ρuκ) = Kao

f̃
2
u

, (10.4.18)

where Kao = [
(λ/cp)u/( f o)2

]
(ρuκ).

By further approximating the reaction integral term
∫

Yexp(−Ta/T)dx in Eqs.
(10.4.13) and (10.4.15) by (Yu/Zeo)�Rexp(−Ta/Tb), Eqs. (10.4.12) to (10.4.16) can be
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solved, after some algebraic manipulation, to yield Au/AM ≈ 1 + So,

�̃T

�̃M
≈ 1 + So

f̃
2
u

≈ 1 + So (10.4.19)

T̃b − T̃o
b ≈ So

f̃
2
u

≈ So (10.4.20)

f̃
2
u = (�̃T)−2 = exp

(
2σ o

f̃
2
u

)
, (10.4.21)

where f̃ u = fu/ f o, �̃T = �T/�o
T , �̃M = �M/�o

M, and T̃b
o = 1 + T̃u. Furthermore,

through the above derivation, we have identified two fundamental parameters for
stretched flames, namely

So =
(

1
Le

− 1
)

Kao, (10.4.22)

which exhibits the intrinsic coupling between stretch and nonequidiffusion, through
Kao and Le respectively, and

σ o = Zeo

2
So = Zeo

2

(
1

Le
− 1

)
Kao, (10.4.23)

which represents the chemical weighting of So, through Zeo.
From Eq. (10.4.23), a Markstein number,

Mao = Zeo

2

(
1

Le
− 1

)
, (10.4.24)

which is a property of the mixture, can also be defined. Consequently, σ o can be
alternately expressed as

σ o = MaoKao, (10.4.25)

which properly identifies the influences of the mixture’s chemical-diffusive properties
(Mao) and the system dynamics (Kao).

We have therefore determined all the flame responses of interest. These results
degenerate to those of the standard premixed flame for Kao = 0, as should be the
case. Furthermore, although the above derivation was performed only for the aero-
dynamically stretched planar flame, the general nature with which κ and, hence, the
Karlovitz number Ka are defined implies that the above results are applicable to
flames subjected to various forms of stretch as imposed by flow nonuniformity, flame
curvature, and flame motion. We do note, however, that for simplicity effects of ther-
mal expansion in crossing the flame were not accounted for in the derivation. Results
incorporating these effects, obtained by using the integral analysis, are given in Sun
et al. (1999).
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Several important observations can be made regarding the above results. First,
expressing Eq. (10.4.20) in dimensional form, we have

cp(Tb − Tu) = (1 + So)Yuqc, (10.4.26)

which shows clearly that the influence of stretch on the flame temperature is equiv-
alent to modifying the freestream concentration of the reactant, Yu, by a factor
(1 + So). Second, the parameter So directly affects the flame temperature through
energy conservation due to the combined effects of nonequidiffusion and stretch.
Furthermore, since deviation of the flame temperature from the adiabatic flame
temperature can occur only in the simultaneous presence of stretch (Kao �= 0) and
nonequidiffusion (Le �= 1) such that So �= 0, and since Kao can be positive and neg-
ative, while Le can be greater or less than unity, we expect

Tb > To
b = Tad for {Kao > 0, Le < 1} or {Kao < 0, Le > 1}

(10.4.27)
Tb < To

b = Tad for {Kao > 0, Le > 1} or {Kao < 0, Le < 1}.

Thus the flame behavior for a gas of given Le is expected to be completely opposite
for the positively stretched stagnation flame and outwardly propagating flame as
compared to the negatively stretched Bunsen flame and inwardly propagating flame,
as anticipated previously based on phenomenological considerations.

The modification of Tb through So leads to corresponding modifications of the
burning flux and flame thickness through the factor σ o. Expressing Eq. (10.4.21) as

f̃
2
uln f̃

2
u = 2σ o, (10.4.28)

we readily recognize that it has the same functional form as that for the nonadia-
batic planar flame propagation, Eq. (8.4.9), studied in Section 8.4. Thus 2σ o assumes
the same role as the heat loss parameter, −L̃v , for the nonadiabatic flame. As such,
for σ o < 0 (and So < 0) the response of f̃ u with σ o is described by the extinction
curves of Figure 8.4.2, with extinction occurring at −2σ o

E = e−1 and f̃ E = e−1/2. This
is reasonable in that So < 0 flames are subadiabatic, causing the flame temperature
to be reduced from Tad. Thus the role of diffusive loss of enthalpy due to nonequid-
iffusion is entirely analogous to that of heat loss through, say, radiation.

For the downstream mass flux, fb, from continuity, fu Au = fb Ab, and using
Eq. (10.4.17), we have

f̃ b = f̃ u(1 − Ka), (10.4.29)

where f̃ b = fb/ f o.
When the exponent of Eq. (10.4.21) is of order 1/Zeo, the Arrhenius factor can be

linearized, yielding the weakly stretched burning flux

f̃ u ≈ 1 + σ o (10.4.30)

f̃ b ≈ 1 + σ o − Kao. (10.4.31)
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fu bf

  Diffusive transport
  Convective transport

Figure 10.4.2. Incorrect control volume analysis, with diffusion occurring along the streamline
direction.

It is of particular significance to recognize that, for an equidiffusive mixture, the
effects of stretch vanish identically (So ≡ 0), regardless of the intensity of stretch
(Kao), such that T̃b = T̃

o
b, f̃ u = 1, f̃ b = 1 − Kao, and �̃T = 1. Thus for an adiabatic,

equidiffusive, freely propagating stretched planar flame, the flame temperature, the
upstream burning flux, and the flame thickness are not affected by flow straining,
being identical to their unstretched values. The downstream burning flux is modified
from the unstretched value f o, by a factor (1 − Kao), due to flow divergence. As
corollaries, we then expect that the thermal and concentration structures of the
flame, in the direction normal to its surface, should be insensitive to strain rate
variations. Furthermore, since the burning intensity in the reaction zone, as indicated
by the flame temperature T̃b, is not affected by stretch, we should also expect that
this flame cannot be extinguished by stretch alone, contrary to early suggestions
(Klimov 1963).

The final point to note is that in writing the energy balance of Eq. (10.4.5) for the
diffusion zone, it is essential that the diffusive flux is normal to the reaction zone
as shown in Figure 10.4.1. If, however, the diffusive flux is along the streamlines
(Figure 10.4.2), then this amount is conserved. A similar analysis yields

f̃ u = Ab

Au
, (10.4.32)

f̃ b = 1, (10.4.33)

which shows that, with increasing (positive) straining, fb remains unchanged from
f o, while fu is increased. These results are completely contrary to what we have just
shown, and are incorrect. Thus it is necessary to preserve the orthogonality relation
between the reaction surface and the diffusive fluxes when performing a “quasi-one-
dimensional” analysis.

10.4.2. Effects of Pure Curvature
Markstein (1964) first showed that the flame speed can be affected by curvature
alone. To demonstrate this effect, we consider the situation of Figure 10.4.3 in which
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.m

Rf

T

Figure 10.4.3. Control volume analysis of the stationary spherical flame supported by a point source.

a stationary spherical flame (Vf = 0) is supported by a point source of constant mass
flow rate m = f A. Since diffusion now occurs in the same direction as convection,
the flame is not stretched (vs × n ≡ 0) and is basically the spherical analog of the
one-dimensional planar flame.

A balance of thermal energy and species transport through a radial streamtube
across the entire flame respectively yields

mcp(Tb − Tu) = Abqc BC

∫ R+
f

R−
f

Ye−Ta/Tdr (10.4.34)

mYu = AbBC

∫ R+
f

R−
f

Ye−Ta/Tdr . (10.4.35)

Comparing Eqs. (10.4.7) and (10.4.34), we see that there is no diffusive loss in the
present case and, hence, thermal energy is conserved across the flame. This is due to
the fact that because diffusion now takes place along the streamline, the total amount
of diffusive transport at Au and Ab must be the same. A similar observation can be
made for species conservation. Thus subtracting Eqs. (10.4.34) from (10.4.35) results
in cp(Tb − Tu) = qcYu, which shows that Tb = To

b = Tad.
Analysis for the rest of the flame responses follows the same procedure as that for

the stretched flame. In particular, we have

�̃T = 1,
�̃T

�̃M
= Le (10.4.36)

f̃ u = Ab

Au
=

(
Rf

Rf − �T

)2

= 1
(1 − �T/Rf )2

(10.4.37)

f̃ b = Au

Ab
f̃ u = 1. (10.4.38)
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Recognizing that −2/Rf is simply the curvature term ∇ · n for the spherical flame,
f̃ u can be generalized to an arbitrary curvature,

f̃ u =
(

1 + 1
2
∇̃ · n

)−2

, (10.4.39)

where ∇̃ = �o
T∇. For ∇̃ · n � 1, Eq. (10.4.39) can be linearized to

f̃ u ≈ 1 − ∇̃ · n. (10.4.40)

We have therefore shown that for a purely curved flame without stretch effect, the
downstream burning flux remains the same as that of the one-dimensional planar
flame, while the upstream burning flux is increased by an amount that is dependent on
its curvature. Thus fu is increased for a flame with negative curvature, and decreased
otherwise. This is the mechanism that allows the flame speed su at the tip of a Le = 1
Bunsen flame to exceed that at the shoulder (Poinsot, Echekki & Mungal 1992). Fur-
thermore, since the flame is adiabatic and its temperature not affected by curvature,
pure curvature cannot cause flame extinction. It is also significant to note that, with
Le = 1, fu is unaffected by straining for the stretched planar flame but is affected by
curvature for the purely curved flame. Consequently, through flow divergence fb is
affected for the stretched planar flame but unaffected for the purely curved flame.

10.4.3. Combined Solution
It is reasonable to expect that a generalized linear solution would be the sum of
the linear solutions for the stretched planar flame and the unstretched curved flame
(Chung & Law 1988). Since T̃b, �̃T , and �̃T/�̃M are unaffected by curvature for the
purely curved flame, their respective generalized responses are the same as those for
the stretched flame. For f̃ u, such a combination yields

f̃ u ≈ 1 − ∇̃ · n + σ o, (10.4.41)

while f̃ b is still given by Eq. (10.4.31).
Generalized nonlinear analyses (Sun & Law 2000) again yield the extinction turn-

ing point behavior identified for the general stretched flame presented earlier. This
point can be readily appreciated by recognizing that reaction, and hence extinc-
tion, take place near the downstream boundary, and because both f̃ b and the flame
temperature are not affected by the pure curvature effect.

10.4.4. Asymptotic Analysis of the Counterflow Flame
It is instructive to present an asymptotic analysis of the stretched flame phenomena.
We choose to analyze the problem of Figure 10.3.4b, in which a stagnation flame is
established in the counterflow of a combustible of temperature Tu and reactant con-
centration Yu against a hot inert of Tb such that the flame has the freedom to migrate
across the stagnation surface in order to achieve complete reaction. For simplicity we
shall assume that the flow is potential such that ρ = constant and its x- and y-velocities
are respectively ax/(k + 1) and (− ay), as discussed in relation to Figure 10.2.4a.
The stagnation surface is located at y = 0. Energy and reactant conservations in the
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y-direction are respectively described in nondimensional form as

d2T̃

dỹ2 + ỹ
dT̃
dỹ

= −DaCỸe−T̃a/T̃ (10.4.42)

1
Le

d2Ỹ

dỹ2 + ỹ
dỸ
dỹ

= DaCỸe−T̃a/T̃, (10.4.43)

where ỹ = y/(λ/cpρa)1/2 and DaC = BC/ρa is the collision Damköler number,
which measures the characteristic flow time (∼ 1/a) to the characteristic collision
time (∼ 1/BC).

The boundary conditions are

ỹ = ∞: T̃ = T̃u, Ỹ = 1 (10.4.44)

ỹ = −∞: T̃ = T̃f = T̃b, Ỹ = 0. (10.4.45)

It is important to note that in writing the boundary condition T̃f = T̃b, we have
assumed downstream adiabaticity and, hence, eliminated possible influences on the
flame response due to external heat loss. Thus all predicted flame behavior should
have their origin in flame stretch and nonequidiffusion.

In the reaction-sheet limit in which the flame temperature and location are respec-
tively T̃f and ỹ f , the temperature and concentration distributions are respectively
given by

ỹ ≥ ỹ f : T̃
+

0 (ỹ) = T̃u + (T̃f − T̃u)I(ỹ; 1)/I(ỹ f ; 1) (10.4.46)

Ỹ
+

0 (ỹ) = {1 − I(ỹ; Le)/I(ỹ f ; Le)} (10.4.47)

ỹ ≤ ỹ f : T̃
−

0 (ỹ) = T̃f (10.4.48)

Ỹ
−

0 (ỹ) = 0, (10.4.49)

where

I(ỹ; Le) =
∫ ỹ

∞
e−(Le)s2/2ds.

For large but finite values of T̃a , in the inner region T̃ and Ỹ assume the forms

T̃in = T̃f − εθ(χ) + O(ε2), Ỹin = εφ(χ), (10.4.50)

where χ = (ỹ − ỹ f )/ε, ε = T̃
2
f /T̃a , and we write εo = ε for simplicity. Substituting T̃in

and Ỹin into Eqs. (10.4.42) and (10.4.43) respectively, and solving for the local coupling
function with the downstream boundary conditions that θ(−∞) = φ(−∞) = 0 and
(dθ/dχ)−∞ = (dφ/dχ)−∞ = 0, we obtain

d2θ

dχ2
= �

2
φe−θ (10.4.51)

d
dχ

(
θ − φ

Le

)
= 0, (10.4.52)

θ − φ

Le
= 0, (10.4.53)

where � = 2ε2 DaC exp(−T̃a/T̃f ).
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In the outer region, the perturbed temperature and concentration distributions
that satisfy the reaction-free forms of Eqs. (10.4.42) and (10.4.43), as well as the
upstream boundary conditions, are

T̃
+

out = T̃
+

0 (ỹ) − εc1 I(ỹ; 1)/I(ỹ f ; 1) (10.4.54)

Ỹ
+

out = Ỹ
+

0 (ỹ) + εc2 I(ỹ; Le)/I(ỹ f ; Le), (10.4.55)

where c1 and c2 are integration constants to be determined through matching.
To perform the matching as χ → ∞, we need to expand the outer solution around

ỹ f . We first note that

I(ỹ; Le) =
∫ ỹ

∞
e−(Le)s2/2ds =

∫ ỹ f +εχ

∞
e−(Le)s2/2ds

=
∫ ỹ f

∞
e−(Le)s2/2ds +

∫ ỹ f +εχ

ỹ f

e−(Le)s2/2ds

= I(ỹ f ; Le) +
∫ εχ

0
e−Le(ỹ f +s)2/2ds

= I(ỹ f ; Le) + e−Leỹ2
f /2

∫ εχ

0
e−Le(ỹ f s+s2/2)ds.

The integrand in the last expression is approximately unity because s is a small
number in the integration interval 0 < s < εχ . Thus we have

I(ỹ; Le) � I(ỹ f ; Le) + εe−(Le)ỹ2
f /2χ as χ → ∞. (10.4.56)

Using Eq. (10.4.56), matching between the inner and outer solutions yields

θ(∞) = c1 − (T̃f − T̃u)
I(ỹ f ; 1)

e−ỹ 2
f /2 lim

χ→∞ χ (10.4.57)

(
dθ

dχ

)
∞

= − (T̃f − T̃u)
I(ỹ f ; 1)

e−ỹ 2
f /2, (10.4.58)

φ(∞) = c2 − 1
I(ỹ f ; Le)

e−(Le)ỹ 2
f /2 lim

χ→∞ χ (10.4.59)

(
dφ

dχ

)
∞

= − 1
I(ỹ f ; Le)

e−(Le)ỹ 2
f /2. (10.4.60)

Putting Eqs. (10.4.58) and (10.4.60) into Eqs. (10.4.52), we have

T̃f − T̃u = e(1−Le)ỹ 2
f /2

Le

I(ỹ f ; 1)

I(ỹ f ; Le)
. (10.4.61)

The final step is to solve the inner equation (10.4.51), with φ = Leθ and the bound-
ary conditions θ(−∞) = (dθ/dχ)−∞ = 0. The solution yields

[
(T̃f − T̃u)

I(ỹ f ; 1)
e−ỹ 2

f /2

]2

= Le�. (10.4.62)
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Figure 10.4.4. (a) Flame temperature, (b) flame location, and (c) downstream burning flux for the
counterflow configuration of combustible versus product.

Equations (10.4.61) and (10.4.62) are the final solutions of the problem, from which
the flame temperature T̃f and reaction zone location ỹ f = ỹb can be determined.
Knowing ỹ f , the downstream burning flux is simply given by

fb = (ρv) f = ρayf . (10.4.63)

Figure 10.4.4 shows typical solutions of Tf /Tad, ỹ f , and fb/ f o with increasing
stretch (∼ Da−1

C ), obtained from Eqs. (10.4.61) to (10.4.63). It is clear that the charac-
teristic turning point behavior, representing the occurrence of extinction, is captured
from the nonlinear analysis. The results for Le > 1 situations are easy to interpret:
increasing stretch reduces the flame temperature and causes flame extinction. For Le
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sufficiently greater than unity, extinction occurs on the reactant side of the stagna-
tion surface (ỹ f > 0). However, for smaller values of Le, the reaction sheet migrates
across the stagnation surface and extinguishes on the product side of the flow. Flames
in this region possess negative downstream flame speeds as mentioned earlier. For
Le < 1, the flame temperature continuously increases with stretch. The burning flux
first increases and then decreases. The increase is due to the increase in the flame
temperature while the decrease is due to flow divergence. Since there is no chemical
limitation in the flame behavior in that complete reaction is assumed, extinction does
not occur for these situations. This is supported by the lack of turning points for these
curves.

The above result therefore substantiates our previous anticipation that extinction
cannot be achieved by stretch alone. In order to attain extinction, the additional
factor of nonequidiffusion is needed for Le > 1 mixtures and incomplete reaction is
needed for Le ≤ 1 mixtures.

It is also of interest to derive the linearized results for weak stretch. Under such
a situation the flame is located close to the freestream, with ỹ f → ∞. Using the
expansion

∫ ỹ f

∞
e−(Le)s 2/2ds � −e−(Le)ỹ 2

f /2

Leỹ f

[
1 − 1

Leỹ2
f

+ 3
(Leỹ2

f )2
+ · · ·

]
, for ỹ f � 1

Eq. (10.4.61) becomes

T̃f − T̃u � 1 +
(

1
Le

− 1
)

1

ỹ2
f

. (10.4.64)

Equation (10.4.64) again shows that T̃f > T̃ad for Le < 1 and T̃f < T̃ad for Le > 1.
If we next expand Eq. (10.4.62) for large ỹ f , using the definition of �, it can be

shown that the following expression results:

Kaoỹ4
f − ỹ2

f +
[

2
Le

−
(

1
Le

− 1
)

1
ε

]
= 0, (10.4.65)

where we have identified Kao = (λ/cp)(ρa)/( f o)2. Furthermore, since ỹ f = yf /

(λ/cpρa)1/2, and fb = ρayf , f 2
b can be solved from Eq. (10.4.65) for small a,

yielding f̃ b = fb/ f o = (1 + σ o − Kao), which is Eq. (10.4.31). Further noting that
since fu = (ρv)u = ρayu = ρa(yb + �T), while �T = �o

T + O(ε) = λ/(cp f o), we have
f̃ u = 1 + σ o, which is simply Eq. (10.4.30). Finally, an expansion for Eq. (10.4.64)
also leads the linearized result for the flame temperature, Eq. (10.4.20).

10.5. EXPERIMENTAL AND COMPUTATIONAL RESULTS

10.5.1. Equidiffusive Flames
Perhaps one of the most interesting properties predicted for stretched flames is that,
for an equidiffusive, freely standing or freely propagating planar stretched flame, its
flame temperature and thickness, as well as the upstream burning flux and velocity,



P1: JZP
0521870526c10 CUFX045/Law Printer: cupusbw 0 521 87052 6 July 19, 2006 17:46

10.5. Experimental and Computational Results 429

are independent of the magnitude of stretch. This then further implies that the flame
structure in the direction normal to the flame surface should also be insensitive to
strain rate variations. In order to verify this prediction, the temperature and major
species profiles across a basically adiabatic, equidiffusive flame in a symmetrical coun-
terflow have been experimentally determined by using laser Raman spectroscopy
(Law et al. 1994). Figure 10.5.1a shows the temperature profiles for four strain rates,
with the highest strain rate being close to the extinction state. It is seen that, with
increasing straining, the flame recedes toward the stagnation surface located at the
origin. If we now superimpose these temperature profiles by shifting their spatial
locations such that the locations of their maximum temperature gradient coincide,
then Figure 10.5.1b shows that, in this “flame coordinate,” the temperature profiles
basically overlap. To provide an even more stringent comparison, the temperature
gradients were computed and their profiles again overlap. Similar results were ob-
tained for the major species profiles. Furthermore, these experimental results also
quantitatively agree well with the computed ones using detailed chemistry and trans-
port, with an agreement similar to that of the nonpremixed counterflow flame of
Figure 6.5.3. As such, it is reasonable to conclude that the structure of equidiffusive,
planar flames is insensitive to strain rate variations.

Figure 10.5.1 also tabulates the computed Karlovitz numbers, Kao = (�o
T/so

u)κ , for
the four flames, with so

u = 17.0 cm/s independently calculated. The flame thickness
is found to be 0.785 mm based on the definition �o

T = (Tad − Tu)/(dT/dx)max. Using
this value, Figure 10.5.1 shows that the estimated Karlovitz numbers including that
for the near extinction state are either smaller than, or of the order of, unity.

10.5.2. Nonequidiffusive Flames
For nonequidiffusive, stretched flames, theoretical results show that the flame re-
sponse exhibits opposite behavior when the stretch changes from positive to neg-
ative, and when the mixture’s effective Lewis number is greater or smaller than a
critical value, which is unity for the flame temperature. These completely opposite
trends should provide definitive verification of the concept of flame stretch with
nonequidiffusion.

Two groups of mixtures are especially suitable for the study of nonequidiffusion
effects (Table 10.1). The first group consists of lean hydrogen–air, lean methane–air

Table 10.1. Mixtures for the study of nonequidiffusion effects on stretched flames

Mixture for Simulation Le �= 1 Interpretation Di �= Dj Interpretation

Lean hydrogen–air LeH2 < 1
Lean methane–air LeCH4 < 1
Rich propane–air LeO2 < 1 DH2 > DCH4 > DO2 > DC3H8

Rich hydrogen–air LeO2 > 1
Rich methane–air LeO2 > 1
Lean propane–air LeC3H8 > 1
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Figure 10.5.1. Experimentally determined temperature profiles of equidiffusive counterflow pre-
mixed flames with different strain rates, in (a) laboratory coordinate, and (b) flame coordinate,
demonstrating the insensitivity of the flame structure to strain rate variations. (Fuel: methane,
φ = 0.95, N2/O2 = 5).
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and rich propane–air mixtures. Estimates show that their effective Lewis numbers,
based on the deficient species, are smaller than unity. Thus positive (negative) stretch
is expected to increase (decrease) the flame temperature of such mixtures from Tad.
This argument still holds even if we just consider the relative mass diffusivities of
the fuel and oxidizer species. That is, based on molecular weight considerations, we
expect the diffusivities of the various reactants relative to nitrogen should increase
in the order of propane, oxygen, and methane. Thus positive (negative) stretch will
increase (decrease) the methane concentration of a lean methane–air mixture but
decrease (increase) the propane concentration of a rich propane–air mixture at the
flame. Both mixtures are consequently rendered more (less) stoichiometric at the
flame, leading to enhanced (reduced) flame temperature.

The second group consists of rich hydrogen–air, rich methane–air, and lean
propane–air mixtures, whose effective Lewis numbers are greater than unity while
positive (negative) stretch also renders the mixture less (more) stoichiometric. Thus
the responses of these two groups of mixtures to stretch are expected to be qualita-
tively opposite.

Several flame configurations have been found useful to demonstrate the effects of
positive or negative stretch, either experimentally and/or computationally. For posi-
tive stretch, the symmetric counterflow flame (CFF) and the outwardly propagating
flame (OPF) can be readily investigated through both experiment and computation.
For negative stretch, the inwardly propagating flame (IPF) can be computationally
simulated but not easily experimentally established. The tip of the Bunsen flame is
also negatively stretched, and can provide qualitative nonequidiffusive indications
for such flame response as the flame temperature. However, accurate quantification
of, say the local flame speed, is hindered by the difficulty in defining the local flame
curvature.

Figure 10.5.2a (Sun et al. 1999) shows the computationally determined sb as a
function of the stretch rate for lean and rich hydrogen–air counterflow flames, with
sb defined as the axial flow velocity at the location of the maximum heat release rate.
The use of sb avoids the ambiguity from choosing the spatial location at which su is
defined (Tien & Matalon 1991). It is seen that while sb increases with κ for lean flames,
it decreases for rich flames. This is in agreement with the anticipated behavior of the
positively stretched flames with Le smaller and greater than unity, respectively. The
increasing trend for the lean flame due to nonequidiffusion is particularly significant
because, as shown in Eq. (10.4.31), pure stretch alone would cause sb to decrease
because of flow divergence.

To further demonstrate the importance of nonequidiffusion, Figure 10.5.3a shows
the corresponding plot for the lean and rich propane–air flames. Since the Le behavior
for lean and rich mixtures are switched for hydrogen–air and propane–air flames, it is
seen that sb now exhibits completely opposite behavior, decreasing for lean mixtures
while increasing for rich mixtures.

Figures 10.5.2b and 10.5.3b show the sb for the outwardly propagating hydrogen
and propane flames; sb is chosen because, in addition to being well-defined, the
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Figure 10.5.2. Calculated flame speeds of 1 atm lean and rich hydrogen–air mixtures as functions
of stretch rate for: (a) counterflow flame, (b) outwardly propagating flame, and (c) inwardly prop-
agating flame.
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Figure 10.5.4. Counterflow (κ > 0) twin flame images just prior to the state of extinction, demon-
strating the influence of Le and, hence, the stretch parameter So ∼ (Le−1 − 1)κ .

downstream state is stationary for the OPF in the laboratory frame, and as such can be
readily determined experimentally, as mentioned in Section 7.6.3. It is seen that since
OPF is also positively stretched, the flame responses are qualitatively similar to those
for the CFF. However, unlike the CFF whose sb is affected by both nonequidiffusion
and flow divergence, the sb for the OPF is affected only by nonequidiffusion. Thus the
opposite behavior for lean and rich flames here is a clear indication of the influence
of nonequidiffusion alone.

Figures 10.5.2c and 10.5.3c show the su for the negatively stretched, inwardly prop-
agating flames. Since the upstream state of an IPF is stationary in the laboratory
frame, su is now a more logical choice than sb in determining the flame speed. It is
seen that, since the nature of the stretch is now reversed as compared to those of
the CFF and OPF, the flame response is also reversed, with su decreasing and in-
creasing with increasing stretch rate for the hydrogen–air flames, and increasing and
decreasing for the propane–air flames.

The variations shown in Figures 10.5.2 and 10.5.3 are all linear, indicating that the
flames computed are all weakly stretched and, hence, can be described by the linear
results presented earlier.

We next examine the influence of nonlinear stretch on the flame response. Fig-
ure 10.5.4 shows the photographic images of the binary flame configuration for
lean and rich methane–air and propane–air mixtures at the state just prior to
extinction if stretch is further increased by increasing the freestream flow velocities
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Figure 10.5.5. Images of Bunsen flames (κ < 0) with open and closed tips, demonstrating the influ-
ence of Le and, hence, the stretch parameter So ∼ (Le−1 − 1)κ .

(Ishizuka & Law 1983; Tsuji & Yamaoka 1983). It is seen that while the lean propane–
air and rich methane–air flames are quite separated at extinction, implying that the
flames are located away from the stagnation surface, the lean methane–air and rich
propane–air flames merge at extinction. These results, which have also been sub-
stantiated computationally, agree with our previous discussion that Le > 1 flames
extinguish when situated away from the stagnation surface, and Le < 1 flames extin-
guish at the stagnation surface due to incomplete reaction. The slight separation for
the rich propane–air flames is likely due to the presence of soot and, hence, radiative
heat loss downstream of the flames, causing them to extinguish before reaching the
stagnation surface.

Next we examine the flame temperature response to negative stretch, provided
by the increasing curvature along the surface of a Bunsen cone. Figure 10.5.5 shows
the photographic images of the flame configurations of lean and rich propane–air
and methane–air mixtures. It is clear that with increasing curvature, and thereby
increasing negative stretch along the surface as the flame tip is approached from the
flame base, the burning intensity increases for the lean propane–air and rich methane–
air mixtures, but decreases for rich propane–air and lean methane–air mixtures. The
reduction in the flame temperature can be so severe that extinction occurs at the flame
tip, which suffers the largest stretch, hence exhibiting the tip opening phenomenon
(Law, Ishizuka & Cho 1982).

To quantify the above observation, Figure 10.5.6 shows the measured maximum
temperatures along the flame surface (Mizomoto et al. 1985). Excluding the segment
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Figure 10.5.6. Measured flame temperature distribution over the flame surface for lean, near-
stoichiometric, and rich methane–air, ethylene–air, and propane–air flames.

near the flame base where burning is weak due to heat loss to the burner rim, it is seen
that as we move toward the flame tip, the flame temperature increases for the rich
methane–air and lean propane–air flames, but decreases for the lean methane–air
and rich propane–air flames. The neutral compositions are found to be approximately
φ = 1.00 and 0.94 for methane–air and propane–air flames respectively.
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Figure 10.5.7. Comparison of measured flame tip temperatures and calculated adiabatic flame tem-
peratures of methane–air, ethylene–air and propane–air Bunsen flames with various equivalence
ratios.

Recognizing that the flame responds in opposite trends for methane–air and
propane–air mixtures, and that the molecular weight of ethylene is between those of
methane and propane, Figure 10.5.6 shows that for the ethylene–air flame, the flame
temperature varies very slightly not only with flame curvature but also for rich and
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Figure 10.5.8. Temperature profiles of the two-dimensional Bunsen flame surface for methane–air
and propane–air flames, showing the absence of stretch effects over the unstretched flame shoulder
region.

lean mixtures. This is in agreement with the theoretical result that for an equidiffusive
mixture, stretch has no effect on the flame temperature.

The theory not only indicates the increasing/decreasing trends of a given mixture,
but it also specifies that such deviations are relative to the adiabatic flame tempera-
ture. In Figure 10.5.7 the measured flame temperatures at the tip, (Tf )tip, are com-
pared with the calculated Tad. It is seen that Tad > (Tf )tip for lean methane–air and
rich propane–air flames and Tad < (Tf )tip for rich methane–air and lean propane–air
mixtures. The fact that the crossover points do not occur at φ � 1 is due to radia-
tive loss from the thermocouple. If such losses were compensated for in analyzing
the data, then the data would be shifted upward and the crossover point would be
closer to φ = 1. For ethylene–air flames there is no crossover point; Tad exceeds the
uncorrected (Tf )tip over the entire range of φ.

We further note that since the flame temperature can deviate from the adiabatic
flame temperature only in the simultaneous presence of stretch and nonequidiffusion,
the deviation should also be suppressed for a nonequidiffusive mixture if the flame
is not stretched. By using the shoulder region of a two-dimensional Bunsen flame to
simulate such an unstretched flame, Figure 10.5.8 shows that the flame temperature is
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indeed minimally affected for the lean and rich methane–air and propane–air flames
(Law et al. 1988).

It is therefore clear that all experimental and computational results are in agree-
ment with the concept of flame stretch in the presence of nonequidiffusion.

10.6. FURTHER IMPLICATIONS OF STRETCHED FLAME PHENOMENA

Except for some specially created laboratory-scale flames, such as those stabilized
over flat-flame burners or two-dimensional slot burners, flames are invariably under
the influence of stretch. Since stretch coupled with nonequidiffusion can significantly
affect the flame behavior, failure to account for these effects can lead to quantitative
as well as qualitative errors in the study of fundamental flame phenomena and the
modeling of complex combustion processes. Some examples are given in this section.

10.6.1. Determination of Laminar Flame Parameters
With understanding gained herein, it is now clear that practically all the flame configu-
rations adopted in the determination of the laminar burning velocity so

u suffer stretch.
Notable examples are the widely adopted, negatively stretched Bunsen flame and
the positively stretched, outwardly propagating spherical flame. These stretch effects
have to be subtracted out when determining so

u from stretched flames, as previously
discussed in Section 7.6.

The need for an accurate knowledge of so
u can be illustrated by the practice of ex-

tracting and/or partially validating chemical kinetic schemes and constants by numer-
ically modeling the standard premixed flame and comparing the predicted laminar
burning velocities with the measured ones, as briefly mentioned in Chapter 3. Im-
plicit in such a comparison is the assumption that the experimental configurations are
truly representative of the chemical system under simulation. However, as we have
seen, experimentally determined burning velocities can be contaminated by stretch
effects. Furthermore, since stretch can induce opposite effects as a hydrogen–air or
hydrocarbon–air mixture changes from fuel lean to fuel rich, lean and rich kinetics
of the mixture can also be misinterpreted accordingly.

Results of the previous section show that, for a given stretch rate κ , the global
responses of a stretched flame depend only on the four global properties of the
corresponding unstretched flame, namely f o, �o

T , Zeo ∼ Ea , and Le, recognizing that
�o

T is needed in the evaluation of Kao and ∇̃. In Sections 7.6 and 7.7, we discussed
the determination of f o, �o

T and Ea . We shall now consider the evaluation of Le.
Conventionally, Le is evaluated based on the freestream properties of the mixture,

with the mass diffusivity being that of the deficient reactant and the abundant inert.
This evaluation therefore embodies two assumptions, namely Le is only a diffusive
property of the flame, and it is only applicable to sufficiently off-stoichiometric mix-
tures. The potential inadequacy of the first assumption can be appreciated by rec-
ognizing that since the flame is a diffusive–reactive system, Le should be a global
diffusive–reactive property of the flame in the same manner as Ea . Specifically,
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although Ea is meant to describe the global response of the detailed reaction chem-
istry, the progress of the individual reactions obviously depends on the availability
and concentrations of the intermediates, which in turn depend on the transport as-
pects of the mixture and the flame structure. By the same token, although Le is super-
ficially a parameter representing the transport of the freestream reactants, there are
many intermediates, with different diffusivities, that could affect the entire reaction
progress and manifest their effects through some nonequidiffusive phenomena. As
such, Ea and Le are fundamentally flame-dependent properties.

The procedure used to extract Ea from f o, as discussed in Section 7.7.3, satisfies
the above consideration. The extraction of Le is however best conducted based on
the response of stretched flames, which is sensitive to Le variations (Sun et al. 1999).
As an example, consider the CFF of Figure 10.5.2a. Since the burning velocity varies
linearly with the stretch rate κ for small κ , we can express the result as

sb,CFF = so
b + Lb,CFFκ, (10.6.1)

where Lb is the slope of the linear variation and is called the Markstein length (based
on the downstream burning velocity) of the flame, measuring its response to stretch
rate variation. However, sb,CFF is also given by Eq. (10.4.31) as

sb,CFF ≈ so
b +

[
Zeo

2

(
1

Le
− 1

)
− 1

] (
�o

T

αo

)
κ, (10.6.2)

where αo = ρo
b/ρu and use has also been made of Eq. (10.4.23). Thus by equating the

slopes of Eqs. (10.6.1) and (10.6.2), we have

Lb,CFF =
[

Zeo

2

(
1

Le
− 1

)
− 1

] (
�o

T

αo

)
, (10.6.3)

from which Le can be determined.
Figure 10.6.1 shows the global Le for hydrogen–air and propane–air mixtures,

computationally determined in this manner for various flame configurations as a
function of normalized equivalence ratio �. These values were also found to be
only weakly dependent on the flame configuration, and, hence, the upstream or
downstream location at which they are evaluated. Additional results show that they
are also insensitive to pressure variations.

Then by using f o, �o
T , Ea , and the extracted values of Le, determined for the entire

range of stoichiometry, the response of stretched flames can be predicted while the
various nondimensional parameters, So, Mao, Kao, and σ o can also be evaluated.
This procedure is conceptually complete, with the various aspects of the phenomena
well described.

A simpler, though less fundamental approach is to use the Markstein length, Lu or
Lb, as the empirical parameter, and express the rest of the stretched flame responses
in terms of it. The dependence on Le and Ea are then embedded within Lu or Lb.
Evaluation of the stretched flame speed, say su, then just depends on so

u , �o
T , and Lu.
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Figure 10.6.1. Extracted Le of stretched flames of various flame configurations for: (a) hydrogen–
air, and (b) propane–air mixtures.

In terms of utility it is simpler to use the upstream flame speed expression

su = so
u + Luκ (10.6.4)

instead of the downstream expression, Eq. (10.6.1). In evaluating Lu, it is important
to recognize that since the flame is treated as being infinitesimally thin in the gen-
eral formulation, the upstream flame speed su should correspond to the local flow
velocity obtained by extrapolating the upstream flow velocity from the location of
the upstream boundary to that of the thin reaction zone. Failure to do so could result
in different values of Lu for different flame configurations.
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Further discussion on the dependence of the Markstein length on the stoichiometry
of several fuel–air mixtures can be found in Bechtold and Matalon (2001).

10.6.2. Dual Extinction States and Extended Flammability Limits
In Section 8.4, we studied the extinction of the planar flame in the doubly infinite
domain due to volumetric heat loss, and through it defined the fundamental flamma-
bility limits of fuel–oxidizer systems in terms of its equivalence ratio or the system
pressure. In this chapter, we have shown that the burning intensity of a flame can also
be modified by stretch. Thus it is reasonable to expect that the flammability limits of
a combustible mixture can be either extended or contracted when the flame is sub-
jected to a stretch which tends to modify its burning intensity through the parameter
So, which can be either greater or smaller than zero. This concept can be demon-
strated by combining the effects of volumetric heat loss and stretch modification of
the flame temperature, which are respectively given by Eqs. (8.4.19) and (10.4.20),
as

T̃b = T̃
o
b + So

f̃
2

u

− 1
Ze o

L̃v

f̃
2

u

. (10.6.5)

Using the modified T̃b, it can be shown that the nonlinear flux relation Eq. (10.4.21)
becomes

f̃
2

u ln f̃
2

u = 2σ o − L̃v. (10.6.6)

Recognizing that σ o ∼ (Le−1 − 1)κ , it is clear that, for a positively stretched flame,
extinction is promoted and the flammability limit narrowed for Le > 1, while extinc-
tion is delayed and the flammability limit extended for Le < 1. The opposite holds
for a negatively stretched flame. Specifically, the extinction criterion is given by the
state of the turning point of Eq. (10.6.6),

L̃v − 2σ o ≥ e−1. (10.6.7)

The extinction turning point behavior is shown in Figure 10.6.2.
The simultaneous presence of heat loss and stretch can also lead to a rather inter-

esting, dual extinction state phenomenon. Take the positively stretched, counterflow
flame as an example (Sung & Law 1996). Figure 10.6.3 shows the computed results for
the maximum temperature Tf as a function of the strain rate a, for lean methane–air
and propane–air flames whose Lewis numbers are respectively smaller and greater
than unity. It is seen that extinction occurs for both flames with increasing strain
rate, as would be expected. However, with decreasing strain rate, the methane flame
exhibits another extinction turning point while Tf monotonically increases for the
propane flame. The reason for the difference is that since the burning rate of a freely
standing methane flame decreases with decreasing a, its flame becomes thicker and,
hence, loses more heat because of the larger volume. This further reduces the flame
temperature, and, hence, the flame speed, which in turn increases the flame thickness
and consequently leads to even more heat loss; this feedback process eventually ends
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Figure 10.6.2. Extinction turning point response for stretched flames with radiative heat loss.

in flame extinction. Consequently for such a flame there is an upper, stretch-induced
extinction state and a lower, loss-induced extinction state, characterized by their
respective strain rates, aE,upper and aE,lower. The temperature reduction is small for
the former but is quite substantial for the latter. Figure 10.6.3a further shows that
the flame response is a closed curve, called an isola. Consequently, with continuous
reduction of the burning intensity of the flame, say through decreasing the fuel con-
centration or increasing the heat loss tendency, the extent of the combustible regime
shrinks until a critical value is reached beyond which combustion is not possible. This
behavior can be represented by plotting the extinction strain rates as a function of, say,
the fuel equivalence ratio φ, as shown in Figure 10.6.4a. Here we see that with contin-
uous decrease in φ, the dual extinction state phenomenon is exhibited, with aE,upper

decreasing with decreasing φ, which is characteristic of stretch-induced extinction,
and aE,lower increasing with decreasing φ, which is contrary to stretch-induced ex-
tinction but is characteristic of loss-induced extinction. We further recognize that
since the loss-induced extinction state must degenerate to that of the fundamen-
tal flammability limit as the strain rate vanishes, mixtures leaner than that of the
fundamental flammability limit can sustain burning, demonstrating the potential of
extended flammability through aerodynamic stretching. The flames in this extended
flammability regime are very weak, as shown by their propensity to be extinguished
by exceedingly small strain rates.

For the Le > 1, propane flame, the burning rate increases with decreasing straining.
Consequently the flame becomes thinner, heat loss is reduced, and extinction is not
possible. Thus the propane flame exhibits only the upper, stretch-induced extinction
state, as shown in Figures 10.6.3b and 10.6.4b. Combining the results for the methane
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Figure 10.6.3. Calculated maximum temperature for: (a) lean methane–air, and (b) lean propane–
air counterflow flames with radiative heat loss, showing the phenomenon of dual turning points for
the former.

and propane flames, it can then be stated that dual extinction states and, hence,
extension of the fundamental flammability limits are possible for So > 0 flames.
For So < 0 flames, stretch-induced extinction is the only extinction mode and the
flammability limit is contracted in the presence of stretch.

The responses of Figures 10.6.4a and 10.6.4b have been confirmed through micro-
gravity experiments (Maruta et al. 1996) in which counterflows with very small strain
rates, uncomplicated by buoyancy, can be produced.
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Figure 10.6.4. Calculated extinction strain rates for: (a) lean methane–air, and (b) lean propane–air
counterflow flames, with radiative heat loss, showing the extended lean flammability limit for the
former.

The extended flammability phenomenon also explains the existence of the so-
called “self-extinguishing flames” (Ronney & Wachman 1985; Ronney 1985). Specif-
ically, it has been observed in microgravity experiments that while sublimit, Le < 1
mixtures can support the initial outward propagation of a spark-ignited spherical
flame, the flame will suddenly extinguish when it reaches a certain size. As recognized
in Section 10.3.3, the stretch effect is stronger when the flame radius is smaller for
such positively stretched, outwardly propagating flames. Flame propagation beyond
the fundamental flammability limit therefore can be initially supported by stretch
when the flame is small. The effect, however, diminishes as the flame grows. At the
same time, heat loss increases because of the continuously increasing volume of the
flame sphere. The enhancing effect of stretch is eventually eliminated when the flame
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attains a certain size, leading to abrupt extinction. The practical implication of this
phenomenon in the firing of spark-ignition engines is obvious.

The dual extinction turning point behavior has also been identified for other flame
systems. Of particular interest is the response of nonpremixed flames (Chao, Law
& Tien 1991) whose thickness varies with the stretch rate through κ , as shown in
Section 6.5. Thus while extinction occurs with increasing κ , it can also be induced
with decreasing κ . Interestingly though not unexpectedly, the final structure equation
obtained from asymptotic analysis is that of Liñán’s near-equilibrium regime and is
found to describe both turning points, indicating that extinction is ultimately caused
by reactant leakage.

The phenomenon of dual extinction turning points is expected to be fairly preva-
lent, with the loss-induced extinction being particularly relevant for weakly strained
or weakly burning flames of extended dimension, typically found in limit situations.

10.6.3. Other Phenomena
10.6.3.1. Concentration and Temperature Modifications in Flame Chemistry: The
study of fundamental chemical kinetics is sometimes conducted by employing a par-
ticular flame as a “chemical reactor” fed by the freestream mixture, which is assumed
to react either at the adiabatic flame temperature or in a temperature environment
prescribed by, say, the one-dimensional laminar flame. Recognizing that some of
these flames suffer stretch, which can cause modifications in both the mixture com-
position as well as the flame temperature, failure to account for these modifications
can lead to inaccuracies in the deduced chemical information. In fact, the need for an
accurate determination of so

u , as just discussed, stems from such a concern. Another
example of the concentration modification is soot formation in flames, as evidenced
by the formation of soot streak from the tip of the Bunsen flame. Studies of polyhe-
dral flames, to be discussed later, have also shown substantial composition variations
from the crests to the troughs. Because of the nonlinear nature of chemical kinetics,
these effects obviously do not average out. A study on the counterflow ignition of a
hydrogen–air mixture by a heated inert jet (Zheng et al. 2002) has shown that, because
of the large mobility of hydrogen, the concentration of an ultra-lean hydrogen–air jet
can be modified to be very rich as it reaches the hot ignition boundary (Figure 10.6.5).
This causes the system to exhibit the counterintuitive result that ignition becomes
more difficult with increasing hydrogen concentration in the freestream.

10.6.3.2. Flame Stabilization and Blowoff: It was discussed in Section 8.6.2 that the
mechanism through which a Bunsen flame is stabilized at, and subsequently blown
off from, the burner rim is heat loss from the flame base to the burner rim. This heat
loss allows the flame base to have the flexibility to adjust its local flame speed so that
a dynamic balance with the local flow velocity can be continuously maintained.

Recognizing now that in addition to heat loss, the flame speed can also be modified
by stretch as well as pure curvature effects, the possible mechanisms which can lead to
flame stabilization and blowoff are significantly enriched. Consider, for example, the



P1: JZP
0521870526c10 CUFX045/Law Printer: cupusbw 0 521 87052 6 July 19, 2006 17:46

10.6. Further Implications of Stretched Flame Phenomena 447

Freestream Equivalence Ratio,

)
K(

Ig
ni

ti
on

 T
em

pe
ra

tu
re

0.1 0.2 0.3 0.4 0.5 0.6
1,010

1,020

1,030

1,040

1,050

1,060

0

1

2

3

4

Experiment

Calculation

L
ocal E

quivalence R
atio, φ

p = 1 atm
a = 390 s-1

φ

Figure 10.6.5. Variation of the fuel equivalence ratio at the ignition kernel and the ignition temper-
ature of a lean hydrogen–air jet counterflowing against a heated inert jet, showing the enrichment
of the hydrogen–air jet due to the preferential diffusion of hydrogen.

possible modification of the flame speed at the flame base of an equidiffusive mixture
through pure curvature effects. Then, since the flame base is convex toward the
approach flow, Eq. (10.4.39) shows that the flame speed is reduced from so

u . Therefore,
this convex curvature could assume the same role as heat loss in maintaining flame
stabilization through its continuous adjustment. By the same reasoning, the flame
can also be blown off in the absence of heat loss.

The possibility of adiabatic stabilization and blowoff has been experimentally in-
vestigated by measuring the temperature and heat flux at the burner rim (Sun, Sung
& Law 1994). Figure 10.6.6 shows the measured rim temperature and the standoff
distance of the flame base for different average flow velocities issuing from the Bun-
sen tube. It is seen that, with increasing flow velocity, the flame base is continuously
lifted higher until blowoff, which is indicated by the last datum. The temperature
at the rim initially decreases but then attains a constant value until blowoff occurs.
Furthermore, this constant value is 320 K, which is only slightly higher than the
room temperature. Additional interferometric studies have shown that there is prac-
tically no temperature gradient near the burner rim. These results then substantiate
the possibility that flames can be adiabatically stabilized and blown off. In general,
the effects of stretch and pure curvature should be taken into consideration when
considering flame stabilization and blowoff processes.
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Figure 10.6.6. Variation of the flame base standoff distance and rim temperature with mean
exit velocity for a methane–air premixed flame, demonstrating the possibility of adiabatic flame
stabilization.

10.6.3.3. Flamefront Instability and Modeling of Turbulent Flames: When a smooth
flamefront is subjected to spatial or temporal disturbances, the resulting unsteadiness
or wrinkles can either grow or decay. This is a stretched flame phenomenon because
the susceptibility to instability depends on the flame response to the development of
the flame unsteadiness or curvature over its surface. We shall study the flamefront
instability phenomena in Section 10.9.

Stretch is also of relevance to the modeling of turbulent flames. In a turbulent
flow the fluctuating nonuniform local velocities impose aerodynamic stretching on
the highly convoluted flame surface. The results of stretched laminar flames can
be applied to the structure of turbulent premixed flames when the laminar flame
thickness is smaller than the smallest turbulent eddy sizes. The subject of turbulent
combustion will be studied in the next chapter.

10.7. SIMULTANEOUS CONSIDERATION OF HYDRODYNAMIC
AND FLAME STRETCH

Our discussion has demonstrated that while the hydrodynamic stretch affects the ge-
ometry of the flame surface, the flame stretch affects the flame structure. These effects,
while manifested at different scales, are intimately coupled. One approach through
which such a coupling can be effected is the use of the G-equation, Eq. (10.2.5),
with s̃u given by results of Section 10.4. In the following we shall study two problems
that clearly show the coupling and influence of these two stretch effects, namely the
smoothing of flame corners identified in Section 10.2.2, and the possible configura-
tions of Bunsen flames (Sung, Yu & Law 1994).

10.7.1. Curvature-Induced Corner Broadening
In Section 10.2.2 we have shown the propensity of corner formation for wrinkled
flame surfaces. The flame itself, however, possesses an intrinsic response that tends
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Figure 10.7.1. Schematic showing the smoothing effect of curvature on wrinkled flames.

to inhibit corner formation. As shown in Section 10.4.2, the upstream flame speed
of an equidiffusive mixture in the presence of curvature is modified from f̃ u = 1 for
the one-dimensional flame to

s̃u = 1 − �o
T∇ · n. (10.7.1)

Using this curvature-affected flame speed expression in the G-equation, Eq. (10.2.5),
with v = 0 for the quiescent flow example studied in Section 10.2.2, Eq. (10.2.12) is
modified to

∂ ĝ
∂ t̂

+ ĝ

(1 + ĝ2)1/2

∂ ĝ
∂ x̂

= ∂

∂ x̂

[
�̂o

T

(1 + ĝ2)

∂ ĝ
∂ x̂

]
, (10.7.2)

which governs the evolution of the flame surface. Comparing Eq. (10.7.2) with
Eq. (10.2.12), we see that the additional, second-order term assumes the role of
diffusional broadening that tends to smoothen the corner. This “diffusion” term has
a corresponding “diffusion coefficient,” given by �̂

o
T/(1 + ĝ2). Physically, as shown in

Eq. (10.7.1), since the negative flame curvature associated with the receding, trough
region of the flame (Figure 10.7.1) enhances the burning velocity (s̃u > 1), while
the positive curvature in the protruding, crest region tends to reduce it (s̃u < 1),
the aggravating tendency for the flame segment in the trough region to collide is
moderated.

For weakly wrinkled flames (ĝ � 1), Eq. (10.7.2) simplifies to

∂ ĝ
∂ t̂

+ ĝ
∂ ĝ
∂ x̂

= �̂
o
T
∂2ĝ
∂ x̂2

, (10.7.3)

which is Burger’s equation. Analytical solutions are available for this well-known
equation.

For nonequidiffusive mixtures, the flame speed will be further affected by the
stretch term σ o, which can be either positive or negative depending on the nature of
stretch and nonequidiffusion. Thus following similar reasoning for the burning in-
tensity of Bunsen flames (Figure 10.3.1b), for the present wrinkled flame we expect
that the tendency to form sharp segments is respectively moderated and aggravated
for Le > 1 and < 1 mixtures. Furthermore, when the burning intensity in the trough
region is reduced by flame stretch, local extinction may also occur, leading to the
formation of “holes” over the flame surface. We shall now demonstrate this phe-
nomenon by considering the opening of the Bunsen flame tip.
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Figure 10.7.2. Analytical description of the configuration of an open-tipped Bunsen flame.

10.7.2. Inversion and Tip Opening of Bunsen Flames
We consider the steady-state configuration of a two-dimensional Bunsen flame sit-
uated in a uniform flow of velocity v = (0, v). With Vf = 0, space variables nondi-
mensionalized by �o

T , G̃(x̃, ỹ) = ỹ − f̃ (x̃), and using the stretch-affected flame speed
given by Eq. (10.4.41), the G-equation becomes

dg̃
dx̃

= (1 + g̃2)3/2[(1 + g̃2)1/2 − ṽ]

(1 + g̃2)1/2 − (Mao)ṽ
, (10.7.4)

which describes the flame configuration for given flow velocity and Markstein num-
ber, Mao. For this problem it is more convenient to reference quantities to the flame
scale instead of the hydrodynamic scale because the hydrodynamic scale here is the
curvature of the flame, which however is a response of the analysis. Furthermore, the
present reference facilitates analysis of the flame structure and extinction.

Although Eq. (10.7.4) can be integrated to yield an analytical solution, the char-
acteristic of the flame configuration can be more clearly illuminated by using the
critical-point analysis. Thus setting the numerator and denominator of Eq. (10.7.4)
to zero, we obtain the critical points that respectively correspond to the states at
which the slopes of the flame are constant or become discontinuous,

g̃†
± = ±(ṽ2 − 1)1/2, (10.7.5)

g̃∗
± = ±[(Maoṽ)2 − 1]1/2. (10.7.6)

The particular value of g̃± = g̃†
± corresponds to the Landau limit, which describes

the constant slope of the flame shoulder as shown in Figure 10.7.2 for an open tipped
Bunsen flame. It is also clear that g̃†

− < g̃ < g̃†
+. Further setting g̃∗

± = 0 and g̃∗
± = g̃†

±
respectively yields the following two critical Markstein numbers:

Mao
1 = 1

ṽ
and Mao

2 = 1, (10.7.7)

where 0 < Mao
1 < Mao

2 = 1.
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Figure 10.7.3. Regimes with different Bunsen-type flame configurations as functions of flow velocity
and Markstein number.

Based on the above critical Markstein numbers, the following observations can be
made regarding the possible configurations of Bunsen flames. First,

dg̃
dx̃

> 0 for Mao > Mao
2 = 1 (10.7.8a)

dg̃
dx̃

< 0 for Mao < Mao
1 . (10.7.8b)

Recognizing that dg̃/dx̃ is the second derivative of the flame shape function, (10.7.8a)
and (10.7.8b) then respectively define regimes for the existence of inverted and nor-
mal Bunsen flames, as shown in Figure 10.7.3. The prediction of inverted Bunsen
flames is of particular interest because they have not been experimentally observed.
This is not surprising because special stabilization mechanisms are probably needed
to hold such freely propagating flames at the burner rim.

In the regime Mao
1 < Mao < 1, the behavior is more complex:

dg̃
dx̃

< 0 when g̃†
− < g̃ < g̃∗

−

dg̃
dx̃

> 0 when g̃∗
− < g̃ < g̃∗

+ (10.7.9)

dg̃
dx̃

< 0 when g̃∗
+ < g̃ < g̃†

+.
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In this intermediate regime of the Markstein number, the differential equation is
singular at g̃ = g̃∗

± where |g̃∗
±| < |g̃†

±|. Consequently, an integration starting from
g̃ = g̃†

± at the shoulder will stop at g̃∗
±. The flame takes the shape of an open tip Bunsen

flame, which is concave toward the unburned mixture (Figures 10.7.2 and 10.7.3).
Moreover, since increasing either Mao or ṽ causes |g̃∗

±| to increase, the opening
becomes wider with increasing flow velocity and decreasing mixture diffusivity. The
above characteristics of tip opening are in agreement with experimental observations.

10.8. UNSTEADY DYNAMICS

The stretch effects considered so far are quasi-steady in nature in that the flame struc-
ture and location can respond almost instantaneously to any change in the externally
imposed stretch rate. Conceptually this is expected to be the situation when the char-
acteristic time associated with the flow unsteadiness is much longer than the flame
time. When the flow time is much shorter, however, a lag in response is expected and
the instantaneous flame structure would correspond to the stretch rate at an earlier
time. In the particular case of an oscillating stretch rate, the responsiveness of the
flame can be substantially weakened by the periodic reversal of the perturbation
stretch rate, to be demonstrated in the following.

We first study the response of nonpremixed flames (Sung & Law 2000). Fig-
ure 10.8.1a shows the computed temporal variations of the FWHM flame thickness
of a basically equidiffusive methane–air counterflow flame in response to symmet-
rical oscillations from both the fuel and oxidizer streams, for different frequencies.
The flow has a steady strain rate of 134/s and 20 percent oscillation amplitude, A,
and the flame has a steady-state extinction strain rate of 172/s. It is seen that the
amplitude of oscillation of the flame thickness steadily decreases with the increas-
ing oscillation frequency, indicating the weakening in the flame responsivity. Since
the characteristic (inverse) flow time here is of the order of the steady strain rate,
O(100/s), we expect that this inertia effect should become important for oscilla-
tion frequencies that are O(100/s) and higher. To demonstrate this concept, Figure
10.8.1b shows the scaled flame thickness, FWHM

√
a, for the results of Figure 10.8.1a,

with a being the instantaneous, local strain rate evaluated on the oxidizer side of
the flame. Recalling that this quantity is basically a constant for the steady-state
flames, as shown in Figure 6.5.5, it is seen that it indeed remains fairly constant for
f = 10 Hz, demonstrating the quasi-steady nature of the response for low-frequency
oscillations. For high-frequency oscillations, the gradual loss of response of the flame
structure then causes the quantity FWHM

√
a to behave as

√
a, hence the observed

oscillation. These results therefore show that the nonpremixed flame structure scales
with

√
a for low-frequency oscillations, but is minimally affected for high-frequency

oscillations.
Figure 10.8.2 shows the temporal variation of the maximum flame temperature for

the same flame except the oscillation amplitude is increased to 60 percent such that
the maximum strain rate of 218/s exceeds the steady-state extinction strain rate. It
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Figure 10.8.1. Variations of: (a) the full-width-at-half-maximum (FWHM) thickness, and (b) scaled
FWHM of a methane-versus-air nonpremixed flame when subjected to flow oscillations of different
frequencies.

is seen that, for the relatively low frequency of 50 Hz, extinction occurs within the
first cycle. However, extinction is delayed with increasing frequency (500 Hz) and is
totally inhibited for the high-frequency situation of 1,000 Hz. Thus high-frequency os-
cillation not only delays but can also inhibit flame extinction. The physical reasoning
being that before the flame can respond to the high strain rate phase of the oscillation
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Figure 10.8.2. Variation of the flame temperature of a methane-versus-air nonpremixed flame
when subjected to flow oscillations of different frequencies, demonstrating delayed extinction with
increasing frequency.

that induces extinction, the flow has already reversed to the low strain rate phase
that favors burning.

We now examine the response of premixed flames (Egolfopoulos & Campbell 1996;
Sung & Law 2000). Figure 10.8.3a shows the temporal variation of the location of a
near-equidiffusive, counterflow, methane–air flame with φ = 1, when it is subjected
to an oscillation amplitude that is approximately half of the steady strain rate. Since
a premixed flame can freely adjust its location in response to changes in the flow so as
to achieve dynamic balance, provided there is enough time to achieve the relocation,
Figure 10.8.3a shows that for low frequencies the flame indeed translates readily and,
hence, exhibits large movements. However, for high-frequency oscillations, the flame
does not have enough time to adjust to changes in the flow field and its movement is
considerably diminished.

Figure 10.8.3b shows the corresponding variation of the flame thickness in terms of
the FWHM value. It is seen that the flame thickness is not sensitive to the oscillation
frequency for all frequencies. This interesting behavior is due to the fact that, for
a near-equidiffusive mixture, the flame thickness is basically invariant to strain rate
variations in the steady, and hence low-frequency, limit, as discussed earlier, while it is
also insensitive to high-frequency oscillations because of the reduced response time.

The effects of nonequidiffusion are illustrated in Figure 10.8.4 for two mixtures
whose Lewis numbers are respectively larger and smaller than unity. It is seen that
while the maximum flame temperature and heat release rate are out of phase with
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Figure 10.8.3. Variations of: (a) flame location, and (b) flame thickness of a stoichiometric methane–
air premixed flame when subjected to flow oscillations of different frequencies, demonstrating the
insensitivity of the flame structure to oscillation frequencies.

the imposed oscillatory strain for the Le > 1 flame, the behavior is reversed for the
Le < 1 flame. This result is in agreement with the understanding from the steady-
state response that shows that, for mixtures with Le greater or smaller than unity,
the burning intensity respectively decreases and increases with increasing strain rate.
The practical implication of this result in combustion instability within combustion
chambers can be quite significant.
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Figure 10.8.4. Phase relations between stretch rate, maximum flame temperature, and integrated
heat release rate for oscillated premixed flames with: (a) Le > 1, and (b) Le < 1.

Finally, similar to the result of Figure 10.8.2 for diffusion flame extinction, high-
frequency oscillation has also been found to inhibit extinction of premixed flames,
as is reasonable to expect.

10.9. FLAMEFRONT INSTABILITIES

10.9.1. Mechanisms of Cellular Instabilities
Perhaps one of the most beautiful and fascinating phenomena in flame dynamics is
the presence of instabilities in the forms of cells and ridges of characteristic sizes over
the flame surface (Smith & Pickering 1928; Markstein 1964). These nonplanar flame
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Front View Top View 

Figure 10.9.1. Front and planar photographic images of a polyhedral rich propane–air flame.

patterns, which represent alternating regions of intensified and weakened burning,
can be either stationary or nonstationary; in the latter case they can also be either
steadily or chaotically evolving.

The earliest observation of flamefront instability is that of the polyhedral flame,
manifested by the presence of regularly spaced ridges over a Bunsen flame in which
the deficient reactant is also the lighter one. Figure 10.9.1 shows the frontal and
top views of such a flame, observed for a rich propane–air flame. The flame pattern
consists of petals of strongly burning flame surfaces separated by weakly burning
regions of ridges, with the petals being convex toward the unburned mixture. For a
given tube diameter, the number of ridges has been found to vary with the mixture
concentration and the flow velocity (Sohrab & Law 1985). Furthermore, the polyhe-
dral pattern can spin about its vertical axis, with a spinning rate that sometimes can
even exceed the laminar flame speed of the mixture. The spinning, however, does not
appear to have any preference for either clockwise or counterclockwise direction.
One may also note that burning at the tip is particularly weak for the present Le < 1,
negatively stretched flame in accordance with our previous discussion.

There are three modes of intrinsic cellular instability, namely diffusional-thermal
instability (Markstein 1964; Sivashinsky 1977), hydrodynamic instability (Darrieus
1938; Landau 1945), and buoyancy-driven instability. We shall now discuss the mech-
anisms and characteristics of these instabilities.

The flame images of Figure 10.9.1 clearly demonstrate the importance of nonequid-
iffusion on the generation of the flame wrinkles. Indeed, if we perturb an initially
planar flame into one consisting of alternating convex and concave segments toward
the unburned mixture (Figure 10.9.2), then the subsequent evolution of these flame
segments can be considered in the same manner as that for the intensification or
weakening of the Bunsen flame tip (Figure 10.3.1b). Specifically, for a Le > 1 flame,
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Figure 10.9.2. Schematic showing the mechanism of diffusional-thermal cellular instability.

the burning is intensified at the concave segment and weakened at the convex seg-
ment, leading to smoothing of the wrinkles. Consequently such a flame is cellularly
stable. Conversely, by the same reasoning a Le < 1 flame is cellularly unstable. This
phenomenon can of course also be interpreted on the basis of the different diffusiv-
ities of the deficient and abundant species, leading to the conclusion that a flame is
diffusively unstable if it is deficient in the more mobile reactant. Since the instability
is caused by the active modification of the diffusional structure of the flame, the cell
size is expected to be of the order of the flame thickness. We shall refer to this mode
of instability as nonequidiffusional instability.

In addition to nonequidiffusion, we have shown that the upstream flame speed can
also be modified by pure curvature effects. Thus if we again consider Figure 10.9.2, but
for an equidiffusive mixture, it is then apparent that since the flame speed is reduced
for the convex segment and increased for the concave segment, as schematically
shown in Figure 10.7.1, curvature tends to stabilize the flame. This is expected to
shift the stability boundary based on nonequidiffusion considerations away from
Le = 1 to a smaller value of Le. We shall refer to the combined nonequidiffusive and
pure curvature instabilities as diffusional-thermal instability.

Hydrodynamic instability, also known as the Landau–Darrieus instability, is caused
by the density jump across the flame. The mechanism (Figure 10.9.3) considers the
flame being infinitely thin, separating the upstream region of constant density ρu

from the downstream region of constant density ρb. The flame surface propagates in
the Landau mode, with a constant flame speed that can be taken to be the laminar
flame speed, so

u . By again perturbing the flame surface, and recognizing that the areas
of the streamtube should remain the same both far upstream and downstream of the
flame because of the lack of disturbance there, that because the normal component of
the downstream flow velocity at the flame surface is larger than that of the upstream
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Figure 10.9.3. Schematic showing the mechanism of hydrodynamic instability (Williams 1985).

velocity due to thermal expansion, and that the tangential components of the up-
stream and downstream velocities should be continuous, the streamlines must re-
spectively diverge and converge in approaching the convex and concave segments of
the flame. Thus for the convex segment of the flame, the widening of the streamtube
causes the flow to slow down. However, since the flame speed remains unaffected
as specified, the local velocities of the approach flow and the flame can no longer
balance each other, hence resulting in further advancement of this flame segment
into the unburned mixture. A similar argument for the concave segment shows that
it will further recede into the burned mixture. Thus this hydrodynamic mode of insta-
bility is absolutely unstable. Furthermore, because this discussion does not involve
any length scales, the flame is unstable to perturbations of all wavelengths.

The buoyancy-driven instability, commonly known as the Rayleigh–Taylor insta-
bility, occurs for fluids that have negative density stratification in the direction of a
body force such as gravity. Thus an upwardly propagating flame is buoyantly unstable
because the denser, unburned mixture is over the lighter, burned product, while the
converse holds for a downwardly propagating flame. Furthermore, since an accel-
erating flame experiences a body force directed from the unburned to the burned
mixtures, it is also subjected to this mode of body force instability.

The discussion on the hydrodynamic and buoyancy-driven instabilities is based on
the flame being infinitely thin. In the presence of finite flame thickness, the curvature-
stabilization mechanism just considered for the diffusional-thermal instability must
also be operative. This renders a characteristic dimension to the cells, and conse-
quently a stabilization mechanism for disturbances with the dimension of the flame
thickness. Thus while the dimensions of the diffusional-thermal cells are expected
to be of the order of the flame thickness, those of the hydrodynamic and buoyancy-
driven cells are larger, but with the smallest sizes still being that of the flame thickness.
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H2 5 atm H2 5 atm H2 20 atm C3H8 5 atm C3H8 5 atm C3H8 20 atm 

φ = 0.60 φ = 4.00 φ = 2.50 φ = 0.70 φ = 1.40 φ = 0.95

      
1.0 ms 1.0 ms 1.5 ms 14.0 ms 8.0 ms 4.0 ms 

      

1.5 ms 2.0 ms 2.0 ms 21.0 ms 12.0 ms 10.0 ms 

      
2.0 ms 3.0 ms 2.5 ms 28.0 ms 16.0 ms 16.0 ms 

      

3.5 ms 4.5 ms 3.0 ms 35.0 ms 20.0 ms 22.0 ms 

Figure 10.9.4. Photographic images of spherically expanding flames of hydrogen–air and propane–
air mixtures, showing the presence of diffusional-thermal instability for the lean hydrogen–air and
rich propane–air flames, and the presence of hydrodynamic instability for the rich hydrogen–air and
lean propane–air flames at high pressures because of the reduced flame thickness. The horizontal
physical dimension of each frame is 5.4 cm.

Consequently, development of the hydrodynamic and buoyancy-driven cells is pro-
moted with decreasing flame thickness.

Figure 10.9.4 shows the time-resolved Schlieren images of spark-ignited expanding
spherical flames of lean and rich hydrogen–air and propane–air mixtures, at pressures
of 5 and 20 atm (Law 2006). It is seen that, at 5 atm, the rich hydrogen flame remains
fairly smooth except for some large wrinkles as it propagates outward, while its
lean counterpart rapidly develops profuse small-scale wrinkles after ignition. The
behavior of the propane flames, however, is completely opposite in that its lean
flame is remarkably smooth while large and then small wrinkles are developed for
the rich flame even from its early stage of propagation. These results are in agreement
with the theoretical prediction in that the Le for lean and rich hydrogen–air mixtures
are respectively smaller and larger than unity.

Figure 10.9.4 further shows that, although the rich hydrogen–air and lean propane–
air flames are stable at 5 atm, they become wrinkled at 20 atm. Since these flames
are diffusionally stable, the wrinkling must be caused by the hydrodynamic in-
stability. Thus the stability of the 5-atm flames is due to the stabilizing, Le > 1,
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diffusional-thermal effect as well as the fact that the flame is sufficiently thick that
the curvature effect stabilizes the omnipresent hydrodynamic instability. However,
with increasing pressure, the flame becomes thinner and stabilization by curvature
becomes less effective. Consequently, when the pressure is sufficiently high, the flame
is so thin that the hydrodynamic instability dominates over the stabilizing diffusional-
thermal and curvature effects, causing the flame to wrinkle.

The fact that the hydrodynamic instability is promoted with increasing pressure
could have important implications on analyzing and understanding the flame mor-
phology and dynamics in internal combustion engines. That is, in addition to turbu-
lence, flame-front instability could also contribute substantially to flame wrinkling
and thereby the burning rate of turbulent flames.

10.9.2. Analysis of Cellular Instabilities
Extensive asymptotic analyses have been performed on flamefront instabilities
(Sivashinsky 1977, 1983; Pelce & Clavin 1982; Matalon & Matkowsky 1982, Clavin
1985, 2000; Bychkov & Liberman 2000). We shall, however, adopt an approximate,
though analytically and conceptually apparent, analysis which incorporates the three
modes of instabilities mentioned above (Law & Sung 2000). The approach involves
analyzing the stability of flame surfaces in the manner of Landau and Darrieus, but
allowing the flame speed to be affected by the generalized flame stretch effects.
In this manner both the large-scale hydrodynamic and body-force instabilities, and
the small-scale diffusional-thermal instabilities, are captured. The analysis is that of
linear stability, relevant for the initial growth of the disturbance and, hence, small
departures of the flame surface configuration from the planar one. Such an analysis
yields the stability boundaries and the dispersion relations of a given system. For
simplicity we shall also restrict the analysis to two-dimensional disturbances.

As discussed in Section 10.2, in the hydrodynamic limit the slightly-perturbed,
unfolded flame surface can be represented by the function Ĝ(x̂, ŷ, t̂) = ŷ − f̂ (x̂, t̂) =
0, whose geometry and dynamics are described by the G-Equation (10.2.5). We aim
to determine whether this disturbance will cause the instantaneous flame surface
f (x, t), along with other quantities, to grow or decay.

On the unburned and burned sides of the flame, respectively designated by the
subscripts (−) and (+), the densities are assumed to be uniform, given by

ρ̂− = ρ̂u = 1 and ρ̂+ = ρ̂b = αo < 1, (10.9.1)

where αo = 1/(1 + q̃c) is the density ratio. The velocity and pressure variations for the
inviscid and incompressible flows are governed by continuity and the Euler equation

∇̂ · ṽ∓ = 0 (10.9.2)

ρ̂∓

(
∂ ṽ∓
∂ t̂

+ ṽ∓ · ∇̂ṽ∓

)
= −∇̂ p̃∓ + ρ̂∓ĝeg (10.9.3)

where eg is the unit vector in the direction of gravity. In the above, length, velocity,
time, ρ, p, g and the heat of reaction, qc, are respectively nondimensionalized by
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the physical quantities �H, so
u , �H/so

u , ρu, ρu(so
u)2, (so

u)2/�H, and cpTu/Yu. We further
require that the upstream and downstream solutions must be bounded as y → ±∞,
and that they are related to each other across the flame sheet through the conserva-
tions of mass and the normal and tangential momenta, which are simply the jump
relations of Eqs. (5.1.27) and (5.1.29):

[ρ̂(ṽ − Ṽf ) · n]+− = 0 (10.9.4)

[ρ̂(ṽ − Ṽf ) · n(ṽ · n) + p̃ − ρ̂ ĝ( f̂ − ŷ)]+− = 0 (10.9.5)

[ṽ × n]+− = 0, (10.9.6)

where [φ]+− = φ(ŷ = f̂ +) − φ(ŷ = f̂ −) for the quantity φ. The jump relation of
(10.9.6) states that the tangential components of the velocities are continuous across
the flame.

The problem is completed by specifying the upstream flame speed s̃u needed for
the G-equation (10.2.5). We shall use the linear expression for the stretched flame,
(10.4.40). When expressed in the hydrodynamic scale �H, this expression can be
written as

s̃u = 1 + �̂
o
T

(−∇̂ · n + MaoK̂ao) , (10.9.7)

where the Karlovitz number K̂ao is now measured in units of �H and therefore differs
from Kao given by Eq. (10.2.41) by the factor �̂

o
T = �o

T/�H, which compares the flame
thickness to the hydrodynamic scale.

The steady one-dimensional solution of the above problem, corresponding to a
planar flame front with the velocity field ṽ = ṽo = (0, ṽo), is given by

ṽo =
{

1
1 + q̃c

, p̃o =
{ −ĝ ŷ ŷ < 0

−q̃c − ĝ ŷ/(1 + q̃c) ŷ > 0.
(10.9.8)

Here the subscript o designates this basic solution, ĝ > 0 corresponds to a downward
propagating flame, and we have also located the planar flame front at ŷ = 0.

To perform a linear stability analysis in order to determine the response of this
solution to small arbitrary disturbances, we represent the disturbed quantities as
ṽ = ṽo + ṽ′, p̃ = p̃o + p̃′, and f̂ ≡ f̂ , where ṽ = (ũ′, ṽo + ṽ′), ṽ′ = (u′, v′), and the
perturbations are assumed to be small compared to the basic steady-state solution.
Substituting these expressions into Eqs. (10.9.2) and (10.9.3), and linearizing about
the basic steady state, we obtain

∇̂ · ṽ′
∓ = ∂ũ′

∓
∂ x̂

+ ∂ṽ′
∓

∂ ŷ
= 0 (10.9.9)

ρ̂∓

(
∂ ṽ′

∓
∂ t̂

+ ṽo,∓ · ∇̂ṽ′
∓ + ṽ′

∓ · ∇̂ṽo,∓

)
= −∇̂ p̃′

∓ (10.9.10)
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whose x̂- and ŷ-components are

ρ̂∓
∂ũ′

∓
∂ t̂

+ ∂ũ′
∓

∂ ŷ
= −∂ p̃′

∓
∂ x̂

(10.9.11)

ρ̂∓
∂ṽ′

∓
∂ t̂

+ ∂ṽ′
∓

∂ ŷ
= −∂ p̃′

∓
∂ ŷ

. (10.9.12)

Note that Eq. (10.9.12) can be replaced by

∂2 p̃′
∓

∂ x̂2
+ ∂2 p̃′

∓
∂ ŷ2 = 0, (10.9.13)

obtained by adding the differentials of Eqs. (10.9.11) and (10.9.12) by x̂ and ŷ respec-
tively. Similar linearization for the flame speed expression (10.9.7), the G-equation
(10.2.5), and the jump relations (10.9.4), (10.9.5), and (10.9.6) then respectively yield

s̃u = 1 − �̂
o
T
∂2 f̂
∂ x̂2

+ �̂
o
T Mao ∂2 f̂

∂ x̂2
= 1 − (1 − Mao)�̂

o
T
∂2 f̂
∂ x̂2

(10.9.14)

ṽ′
−(0) = ∂ f̂

∂ t̂
− (1 − Mao)�̂

o
T
∂2 f̂
∂ x̂2

(10.9.15)

[ṽ′]+− = −q̃c(1 − Mao)�̂
o
T
∂2 f̂
∂ x̂2

(10.9.16)

[ p̃′]+− = 2q̃c(1 − Mao)�̂
o
T
∂2 f̂
∂ x̂2

− ĝq̃c f̂
1 + q̃c

(10.9.17)

q̃c
∂ f̂
∂ x̂

+ [ũ′]+− = 0. (10.9.18)

In obtaining these results we have used the following relations:

n = − ∇̂Ĝ

|∇̂Ĝ | = (∂ f̂ /∂ x̂, −1)

{1 + (∂ f̂ /∂ x̂)2}1/2
≈

(
∂ f̂
∂ x̂

, −1

)

Ṽf · n = 1

|∇̂Ĝ |
∂Ĝ
∂ t̂

= −∂ f̂ /∂ t̂

{1 + (∂ f̂ /∂ x̂)2}1/2
≈ −∂ f̂

∂ t̂
.

Note that in the Landau–Darrieus model [ũ′]+− = 0 and [ p̃′]+− = 0.
To solve Eqs. (10.9.9), (10.9.11), and (10.9.13) subject to Eqs. (10.9.15)–(10.9.18),

we look for solutions of the form

ũ ′
∓ = ¯̃u∓(ŷ) exp(ω̂t̂ + i k̂x̂), ṽ ′

∓ = ¯̃v∓(ŷ) exp(ω̂t̂ + i k̂x̂)
(10.9.19)

p̃ ′
∓ = ¯̃p∓(ŷ) exp(ω̂t̂ + i k̂x̂), f̂ = Âexp(ω̂t̂ + i k̂x̂).
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Substituting (10.9.19) into Eqs. (10.9.9)–(10.9.18), we obtain

d ¯̃v∓
dŷ

= −i k̂ ¯̃u∓ (10.9.20)

d ¯̃v∓
dŷ

+ ρ̂∓ω̂ ¯̃v∓ = −d ¯̃p∓
dŷ

(10.9.21)

d2 ¯̃p∓
dŷ2 = k̂2 ¯̃p∓ (10.9.22)

¯̃v−(0) = {ω̂ + k̂2(1 − Mao)�̂
o
T}Â (10.9.23)

[ ¯̃v]+− = ¯̃v+(0) − ¯̃v−(0) = k̂2q̃c(1 − Mao)�̂
o
T Â (10.9.24)

[ ¯̃p]+− = ¯̃p+(0) − ¯̃p−(0) =
{
−2k̂2q̃c(1 − Mao)�̂

o
T − ĝq̃c

(1 + q̃c)

}
Â (10.9.25)

[ ¯̃u]+− = ¯̃u+(0) − ¯̃u−(0) = −i k̂q̃c Â. (10.9.26)

The solution of Eqs. (10.9.20)–(10.9.22), subject to Eqs. (10.9.23)–(10.9.26), and the
requirement of boundedness as ŷ → ±∞, is straightforward. It can thus be shown
that in order for a nontrivial solution to exist, ω̂ must satisfy the following dispersion
relation:

(2 + q̃c)ω̂2 + 2(1 + q̃c)k̂ω̂

− q̃c(1 + q̃c)k̂

{
k̂ − 2(1 − Mao)�̂

o
T(1 + q̃c)

q̃c
k̂2 − ĝ

(1 + q̃c)

}
= 0. (10.9.27)

Equation (10.9.27) possesses two roots. One root has a negative real part, and there-
fore it does not predict instability. The other root is given by

ω̂ =
(

1 + q̃c

2 + q̃c

)

×
{

−k̂ +
√[

1 + q̃c(2 + q̃c)
(1 + q̃c)

]
k̂2 − 2(2 + q̃c)(1 − Mao)�̂

o
Tk̂3 − (2 + q̃c)q̃c

(1 + q̃c)2
ĝk̂

}
.

(10.9.28)

We now study the implications of the dispersion relation (10.9.28) for real val-
ues of ω̂, in particular the relative importance of the three terms under the radical
sign. These three terms respectively represent effects due to thermal expansion,
diffusional-thermal instability, and body-force instability. Furthermore, they are re-
spectively proportional to k̂2, k̂3, and k̂, implying that the diffusional-thermal cells
are the smallest while the body-force cells the largest.

We first examine the Landau limit, corresponding to the Landau–Darrieus insta-
bility. Setting �̂o

T ≡ 0 and ĝ ≡ 0, Eq. (10.9.28) becomes

ω̂ =
(

1 + q̃c

2 + q̃c

) {
−1 +

√
1 + q̃c(2 + q̃c)

(1 + q̃c)

}
k̂. (10.9.29)
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Figure 10.9.5. Stability diagrams for: (a) hydrodynamic instability, (b) hydrodynamic instability
in the presence of a stabilizing body force, and (c) stabilizing influence of pure curvature on the
hydrodynamic instability.

Since ω̂ > 0 for all q̃c > 0, Eq. (10.9.29) shows that the flame is unconditionally
unstable to disturbances of all wavelengths. Because this mode of hydrodynamic
instability is caused by the thermal expansion of the gas upon crossing the flame, it
grows faster with increasing αo and, hence, increasing heat release, q̃c, as shown in
Figure 10.9.5a.

We next consider body-force instability. Specifically, for an upwardly propagating
flame in the presence of gravity, ĝ < 0 and we again have ω̂ > 0 from Eq. (10.9.28) for
�̂

o
T ≡ 0. Such flames are exposed to both hydrodynamic and body-force instabilities.

However, for a downwardly propagating flame, ĝ > 0, the above root possesses both
real and imaginary parts. The real part passes through zero at the critical value
k̂g = ĝ/(1 + q̃c). Since in the radical term of Eq. (10.9.28) the gravity term varies
with the wavenumber k̂ while the thermal expansion term varies with k̂2, the gravity
term dominates for small k̂. The flame is therefore unstable to short wavelength
disturbances with k̂ > k̂g , and stable to long wavelength disturbances with k̂ < k̂g , as
shown in Figure 10.9.5b. Thus buoyancy can stabilize long wavelength disturbances
for downwardly propagating flames.

We next study the pure flame curvature effect by setting Mao = 0 (and ĝ = 0)
in Eq. (10.9.28). It is seen that the term representing its influence in the radical
term is always negative, and it therefore tends to moderate the destabilizing effect
of thermal expansion. Furthermore, because this curvature term varies with k̂3 as
compared to the k̂2 variation of the thermal expansion term, we expect that the
flame is rendered stable by curvature for short wave disturbances with k̂ > k̂n =
q̃c/[2�̂

o
T(1 + q̃c)], as shown in Figure 10.9.5c. This is in agreement with our earlier

anticipations and explains the fact that smooth flames are routinely observed in
the laboratory even though they are absolutely unstable based on hydrodynamic
considerations.

We finally study the nonequidiffusive instability, as determined by the term in
Eq. (10.9.28) with the factor Mao = (Le−1 − 1)Zeo/2. Since this term is positive for
Mao > 0 and, hence, Le < 1, the flame is rendered unstable for Le < 1 mixtures. The
converse holds for Le > 1 mixtures. Thus stability is promoted for short wavelength
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(a)

(b)

Figure 10.9.6. Numerical simulation of the cellular flame structure exhibiting: (a) diffusional-
thermal instability, and (b) hydrodynamic instability. Note the chaotic nature of the former and
the regular folds of the latter (Sivashinsky 1983).

disturbances in the same manner as the pure curvature effect. All these results are
again in agreement with our earlier discussion.

By combining the pure curvature and nonequidiffusive effects as represented by
the factor (1 − Mao) for the diffusional-thermal instability, it is clear that their in-
fluence is destabilizing for Mao > 1, or Le < 1/(1 + 2/Zeo) ≈ (1 − 2/Zeo), and sta-
bilizing otherwise. Thus the pure curvature effect extends the regime of stabilizing
Lewis number by 2/Zeo in that without considering it the flame will lose stability for
Le < 1.

The linear stability analysis discussed above only describes the initial response of
the flame. Nonlinear analyses, frequently aided by numerical solutions, are needed to
trace through the development of the instabilities until the formation of the cellular
flame pattern. Such numerical simulation has found that diffusive-thermal instabil-
ity generates cells of a chaotic nature (Figure 10.9.6a), while hydrodynamic insta-
bility generates steady cells of regular sizes and shapes (Figure 10.9.6b). It has thus
been suggested that diffusional-thermal instability could lead to self-turbulization of
flames (Sivashinsky 1983).

10.9.3. Mechanisms of Pulsating Instabilities
In addition to cellular instability, a flame can also propagate in a pulsating or spin-
ning mode due to temporal instability. The controlling factor in inducing the pulsating
instability is again diffusional-thermal in nature, and the mechanism is depicted in
Figure 10.9.7, for a planar flame. Specifically, consider a disturbance momentarily
applied to the reaction zone, causing it to move forward. Because of the relatively
larger inertia of the heat and mass diffusion zones, the flame structure cannot instan-
taneously adjust itself to accommodate such a disturbance. Consequently the diffu-
sion zones become thinner, and the corresponding temperature and concentration
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Figure 10.9.7. Schematic showing the mechanism of diffusional-thermal pulsating instability:
(a) Le > 1, unstable; (b) Le < 1, stable.

gradients also steepen. For a Le > 1 flame, since the thermal diffusion zone is initially
thicker than the mass diffusion zone, a reduction of their respective thicknesses by
the same amount implies that the thermal gradient suffers less steepening than the
concentration gradient. Thus the reaction zone will burn stronger because it now
gains more reactant from the freestream than loses heat to it, and consequently will
propagate forward with a higher velocity. By the same token, if the reaction zone is
displaced backward, the burning will be weakened, causing it to further lag behind.
Thus Le > 1 flames can be pulsatingly unstable while Le < 1 flames are pulsatingly
stable. The dependence on Le for the pulsating instability is therefore completely
opposite to that of diffusional-thermal cellular instability in that cellular instability
is promoted for Le < 1 flames and suppressed for Le > 1 flames.

Asymptotic analysis (Sivashinsky 1977) shows that the standard, planar flame is
pulsatingly unstable for Zeo(Le − 1) > 4(1 + √

3) ≈ 10.9. Since Zeo for many prac-
tical flames are actually not too large, typically having values around six or seven,
and since Le for gaseous mixtures are close to unity, the tendency for gaseous flames
to exhibit pulsating instability is actually not strong. Thus studies of pulsating insta-
bility have been focused on solid flames, which are of interest to materials synthesis
(Merzhanov 1990, 1994; Makino 2001), for which Le is very large. Indeed, pulsating or
spinning modes of propagation are frequently observed in the solid-phase synthesis
of materials, resulting in undesirable laminated products.

While pulsating instability is not expected for strongly burning flames, the global
activation energy and, hence, Zeo are expected to be quite large for weakly burn-
ing flames. Thus the above instability criterion can possibly be satisfied for such
flames. Take, for example, the computed results for the planar freely propagating
rich hydrogen–air flames with radiative heat loss (Christiansen, Sung & Law 1998).
A steady-state calculation shows that the flame extinguishes at φ = 10.4 through the
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Figure 10.9.8. Calculated temporal variations of the maximum temperature of radiative, freely
propagating planar rich hydrogen–air flames, showing the gradual transition from steady propaga-
tion, to pulsating propagation, to extinction, with increasing φ.

turning point criterion. However, when unsteadiness is allowed in the calculation, a
rich variety of propagation modes is captured, as shown in Figure 10.9.8. It is seen
that while the flame is still stable at φ = 7.3, it loses stability at φ = 7.4 and propa-
gates in an oscillatory mode, with a single frequency. The overall propagation rate,
however, is slower, as shown in Figure 10.9.9, because the flame spends more time
in the negative phase of the oscillation due to the slower flame speed. At φ = 7.6
the propagation mode transitions to that of period doubling, with two frequencies.
Finally, the flame fails to propagate at φ = 7.8. These results clearly show that the
flame extinguishes in the pulsating mode, and that the extinction limit is narrowed
due to pulsation. Thus pulsation promotes extinction. The reason is that although the
positive phase of the oscillation enhances the intensity of the flame, which however
is already burning anyway, the negative phase can reduce the burning intensity to a
state of temporary extinction, which is unrecoverable. Indeed, further studies have
shown that permanent extinction occurs when the instantaneous, oscillating flame
temperature dips below the steady-state extinction flame temperature, indicating the
quasi-steady nature of the flame pulsation process. This is reasonable in that, com-
pared to the phenomena of forced oscillation for which the imposed frequency can
be arbitrarily large and the flame can lose its sensitivity in response, the intrinsic
pulsating instability is self-generated such that the frequency and magnitude of the
oscillation are controlled by the diffusive characteristics of the flame.

It is also reasonable to expect that the instability boundary can be sensitively
affected by the kinetic mechanism through the global activation energy. For the
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Figure 10.9.9. Trajectory of steady and pulsating flames, showing that the propagation rate is smaller
for the latter.

hydrogen–oxygen system, since the global reaction rate will first increase and then
decrease with pressure, one would expect that the propensity to pulsate will first
increase and then decrease. Figure 10.9.10 shows the calculated stability diagram in
terms of φ and pressure, indicating the respective limits for the onset of pulsation,
extinction in the steady mode, and extinction in the pulsating mode. It is seen that
while pulsation is indeed promoted with increasing pressure for the lower pressure
range, an island of stability is identified at higher pressures.

10.9.4. Effects of Heat Loss and Aerodynamic Straining
Results from computation and stability analysis (Joulin & Clavin 1979) for the dou-
bly infinite flame with volumetric heat loss show that heat loss has a destabilizing
effect and therefore narrows the regime of stability. This is conceptually reasonable
because heat loss tends to weaken the flame burning intensity and, hence, increase
the flame time, which favors the onset of diffusional-thermal cellular and pulsating
instabilities.

Bulk aerodynamic stretching has been found to be stabilizing for cellular insta-
bility if it is positive (Sivashinsky, Law & Joulin 1982), and destabilizing otherwise.
Conceptually, a positively stretched flame such as the counterflow flame and the
outwardly propagating flame tends to continuously “stretch out” and “carry away”
any wrinkles which may develop over the flame surface. Figure 10.9.11 shows the
flame configurations in a stagnation flow with increasing stretch rate. It is seen that
for low rates of stretch, the flame exhibits the same cellular structure as observed
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Figure 10.9.10. Calculated pulsating and extinction boundaries of rich hydrogen–air flames, with
radiative heat loss, from 1 to 25 atm (Christiansen, Law & Sung 2001).

for unstretched flames. However, with increasing stretch, the instability in the radial
direction is first suppressed, resulting in ridges emanating in the radial direction.
With strong enough stretching, even these radial ridges are suppressed. By the same
reasoning, flamefront cellular instability tends to be aggravated in a compressive flow
whose stretch is negative, such as the formation of the polyhedral Bunsen flames.

The tendency to form hydrodynamic and diffusional-thermal cells can also be
delayed for the outwardly expanding flames (Bechtold & Matalon 1987), as shown

Low Stretch Rate Moderate Stretch Rate High Stretch Rate

Figure 10.9.11. Photographic images showing the stabilizing effect of positive stretch on diffusional-
thermal instability (Courtesy: S. H. Sohrab).
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in Figure 10.9.4. This is because upon ignition, the flame kernel is small and therefore
the positive stretch can be sufficiently strong to suppress the development of the cells.
The intensity of stretch subsequently decreases as the flame propagates outward and
cells will then develop quite abruptly at a state when the stretch is substantially
weakened.

For pulsating instability, the effect of bulk aerodynamic stretching is completely op-
posite in that positive stretch tends to be destabilizing and negative stretch stabilizing
(Sung, Makino & Law 2002). This is reasonable because pulsating and cellular in-
stabilities are both affected by the combined effects of stretch and nonequidiffusion.
Since these processes are governed by the combined parameter So ∼ (Le−1 − 1)κ ,
and since these two instability modes have opposite Le dependence, it is then rea-
sonable that their dependence on κ is also reversed. Mechanistically, since positive
(negative) stretch tends to reduce (increase) the thickness of the diffusion zone
(Figure 10.9.7) during transient, effects due to the disparity in the heat and mass
diffusion rates are aggravated (relaxed).

PROBLEMS

1. For the stationary saw-tooth flame shown in Figure 10.P.1, derive the effective
flame speed sT in the Landau limit.

2. (a) For a stationary flame with a sinusoidal profile f̂ = Asin x̂, derive sT in the
Landau limit. Show that in the limit of weak wrinkling,

sT ≈ so
u

(
1 + A2

4

)
.

(b) Repeat (a) but allowing for Le = 1, stretch effects. Compare and comment
on results from (a) and (b).

3. (a) For a two-dimensional slot Bunsen flame of cone angle α and a parabolic
exit velocity u = uo[1 − (x/a)2], show that its stretch factor is

κ = −
( x f

a2

)
uo sin α,

where a is the half width of the slot.

(b) Repeat (a) for a tube with radius a. Show that the stretch rate vanishes at

r f = a√
3
.

4. For a uniform slot flow of velocity uo, assume the tip of a Bunsen flame is given
by the arc of a circle, as shown in Figure 10.P.2. For Le = 1, show that the height
of the flame is

h = a
tan α

− so
u�o

T

(uo − so
u)

(1 − sin α)
sin α

.

5. As discussed in Section 7.6.3, an experimental method used to determine the
laminar flame speed is the outwardly propagating flame. Measuring the rate of
change of the radius of the expanding flame, r(t), yields the downstream flame
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Figure 10.P.1. Schematic of the saw-tooth flame.

speed, sb, as a function of the instantaneous strain rate κ that the flame expe-
riences. Assume the variation is linear, with the proportionality constant being
the Markstein length Lb, show that

r(t) + 2Lblnr(t) = so
bt + constant.

Thus by fitting r(t) as a function of t according the above relation, we can
simultaneously determine Lb and the downstream laminar flame speed so

b and,
hence, the upstream flame speed through so

u = so
b(ρo

b/ρu).

6. In Section 10.4.4 we solved the stagnation flame problem for the situation of a
combustible mixture impinging upon an inert at the flame temperature. Conse-
quently the flame can migrate across the stagnation surface. Let us now solve
the problem when the stagnation surface is an adiabatic, noncatalytic wall so
that the flame movement is restrained, as shown in Figure 10.3.4a.

(a) For a general Le and assuming that the flame is located away from the
surface, determine the flame temperature and location for a given strain rate κ ,
as well as the state of extinction characterized by the extinction strain rate. Show

R

α

uo

a

h

Figure 10.P.2. Schematic of the Bunsen flame with a circular tip.
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that for this flame location extinction through increasing stretch is possible only
for Le > 1.

(b) For Le < 1, the flame is extinguished after it is in contact with the wall
and a separate analysis is needed. This is accomplished by assuming that to the
leading order the flame is located at the stagnation surface, and that reaction
is not complete at the downstream boundary of the reaction zone, which is the
stagnation surface. Derive the extinction criterion.
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11 Combustion in Turbulent Flows

11.1. GENERAL CONCEPTS

Most flows in practical combustion devices are turbulent, characterized by the pres-
ence of rapid, random fluctuations of the flow velocity and scalar properties at a
given point in space. These fluctuations spread out in a manner similar to molecular
diffusion as the flow evolves in time and/or proceeds downstream. Figure 11.1.1 illus-
trates various canonical flow configurations that are often encountered in practical
combustion systems: unconfined flows such as jets and mixing layers, semiconfined
flows over solid surfaces, confined flows in ducts, reverse flows in wakes, and buoyant
flows.

Turbulence remains one of the most challenging and unsolved problems in physics.
The complexity further increases when chemical reactions are also present. Because
of these difficulties, studies on turbulent combustion have been mostly empirical
until the late 1970s. Advances since then have identified fruitful paths for rational
investigation. In this chapter we present a brief account of the current state of un-
derstanding.

In the next two sections the general concepts and solution techniques of tur-
bulent flows, mostly nonreacting, are presented. These are followed by separate
discussions on turbulent premixed and nonpremixed combustion. For a more de-
tailed exposition, the reader is referred to Monin and Yaglom (1965), Tennekes and
Lumley (1972), Launder and Spalding (1972), Hinze (1975), Schlichting et al. (1999),
and Pope (2000) for nonreacting turbulent flows, and to Libby and Williams (1980,
1994), Williams (1985), Peters (2000), and Poinsot and Veynante (2005) for reacting
turbulent flows.

11.1.1. Origin and Structure
To appreciate the possibility that laminar flows can become unstable when subjected
to disturbances of infinitesimal intensity, consider the simple example of two paral-
lel, uniform streams of an inviscid fluid with different initial velocities, as shown in
Figure 11.1.2a. This flow satisfies the equations of motion and is therefore a possible

474
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Figure 11.1.1. Schematic showing various classes of turbulent flows.

flow configuration. Let a disturbance be introduced such that one of the streamlines
is distorted, as shown in Figure 11.1.2b. At the bulge of the disturbance, the increase
in area of the streamtube causes a decrease in the flow velocity and hence an increase
in pressure. By the same reasoning, the pressure in the region of constriction is re-
duced. This imbalance in pressure further distorts the streamlines (Figure 11.1.2c),
implying that the intensity of the original disturbance tends to increase through this
feedback mechanism, causing the flow to be unstable.

In order to sustain the growth of the instability, the depleted mass from the original
lower streamtube must be replenished from that of the upper streamtube. Further-
more, in order to close the flow circuit, in a suitable coordinate the upper streamline
must be flowing in the opposite direction from that of the lower streamline, hence
forming a vortex. Thus turbulent flows are characterized by the presence of vortexes,
or eddies, of various strengths and dimensions.

The growth of the disturbance can be limited by the finite viscosity of the fluid,
which tends to damp the disturbance and thereby produce a stabilizing effect on the
flow. If the viscous force is sufficiently large as compared to the inertial force, the
damping is strong enough to render the flow stable and, hence, laminar. Furthermore,
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p

Figure 11.1.2. Destabilization mechanism in an inviscid flow.

an initially destabilized flow may not necessarily develop into a turbulent flow. It
can instead evolve into a laminar, multidimensional flow of organized pattern, for
example, the Benard cells in a thermally stratified flow subjected to the gravitational
field in the direction of decreasing density. The flow becomes turbulent only if it
exhibits a chaotic behavior subsequent to the initial destabilization.

Recognizing the importance of inertia and viscosity on flow stability, the relevant
nondimensional parameter characterizing the tendency for a flow to become unstable
and subsequently turbulent is the Reynolds number, Re = ρUL/µ, which is the ratio
of the inertial force to the viscous force in the flow, where U and Lare respectively the
characteristic velocity and dimension of the flow. Thus, flows with small Re tend to be
laminar, and those with large Re tend to be turbulent. Another reason that large Re
promotes the existence of turbulent flows is that a large amount of kinetic energy is
needed to sustain the generation of turbulent eddies, which are eventually dissipated
through viscous action. Consequently, the general structure of a turbulent flow is
one that consists of large eddies created by abstracting energy from the mean flow
motion. These eddies then continuously break up into smaller ones until a certain
size range is reached over which viscous dissipation becomes effective. This is the
cascade concept of turbulent flows.

A complete description of a turbulent flow must also include the presence of in-
termittency. That is, if we were to measure the turbulence properties in the transition
region of a turbulent flow, say close to the edge of a turbulent boundary layer, then
the measurements will record periods of total randomness separated by periods of
laminar-like flows. Thus processing and interpretation of measurements need to be
conditioned for this intermittency behavior. A prominent class of turbulent flows ex-
hibiting intermittency is that of coherent structures (Brown & Roshko 1974), which
are large, rather organized parcels of turbulent flows with relatively long lifetimes and
their own dynamic behavior. They may also contain a substantial amount of the tur-
bulent kinetic energy of a turbulent flow. Figure 11.1.3 shows the spark-shadowgraph
of the mixing layer in a two-dimensional shear flow, illustrating the characteristics of
such coherent structures. Contrary to the cascading mechanism of energy dissipation
described above, coherent structures may actually grow in size in the downstream
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Figure 11.1.3. Spark-shadowgraph of the mixing layer in a two-dimensional shear flow, showing the
characteristics of coherent structures (Brown & Roshko 1974).

direction through pairing of two structures into one. Thus a turbulent flow could
consist of the organized nature of coherent structures and the chaotic nature of
turbulence.

In the presence of chemical reactions, the complexity of turbulent flows takes on
a new dimension. Mechanistically, turbulence is expected to generally increase the
burning intensity by enhancing the mixing of reactants and the transport of heat, and
by wrinkling and, hence, increasing the total flame surface area available for reaction
to take place. Excessively intense turbulent eddies, however, can also cause local
extinction in a turbulent flow, thereby adversely affecting the combustion efficiency.

While turbulence affects the intensity and extent of reactions in the flow, the tur-
bulence intensity and structure are in turn affected by the large exothermicity that is
characteristic of combustion reactions. Specifically, although chemical heat release
is an energy source in sustaining the structure of a turbulent flow, it also has a lami-
narizing effect on the flow because for gases Re ∼ ρ/µ ∼ T−(1+α), with α > 0. Con-
sequently Re is reduced in the presence of heat release because of the simultaneous
reduction in density and increase in viscosity.

Counteracting the laminarizing effect of heat release, vorticity and, hence, tur-
bulence are generated in the flow through the baroclinic torque, ∇(1/ρ) × ∇(p)
developed on the flame surface. This is caused by the coupling between the density
jump across the flame and the pressure variation over it when it is wrinkled.

The burning intensity of a turbulent flame can also be enhanced by the develop-
ment of flamefront instabilities. Clearly, the potential of generating hydrodynamic
cells due to the density jump across flame surfaces is always present. Furthermore,
cells generated by the diffusional-thermal instability have been found to be chaotic,
as mentioned in Section 10.9, and could constitute a source of flame-generated tur-
bulence. The presence of these cells is expected to increase the local flame surface
area and, hence, the total burning rate.

11.1.2. Probabilistic Description
Although the Navier–Stokes equation and the conservation equations for energy and
species are deterministic in that unique solutions should exist for properly specified
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boundary and initial conditions, for large Reynolds number flows the solutions are
highly sensitive to conditions at points sufficiently away from the boundaries and/or
at sufficiently early times. In other words, minute changes in these conditions can
lead to huge changes in the solutions. As such, even the most powerful computer
attainable in the foreseeable future cannot adequately resolve the solutions in space
and time. It is then logical to describe the flow from the statistical viewpoint, yielding
solutions that are probabilistic in nature.

For a probabilistic description of a variable u, we introduce the probability density
function (pdf ), P(u; x, t), such that P(u; x, t)du is the probability of observing u
within a small range du about u, at fixed values of x and t . P must satisfy the realization
requirement that

∫ ∞

−∞
P(u; x, t)du = 1. (11.1.1)

Once P is known for the stochastic variable u, then its nth moment can be defined
as

u(x, t)n =
∫ ∞

−∞
un P(u; x, t)du, (11.1.2)

where the overbar indicates the mean, or expectation, value of un. The first moment
(n = 1) then gives the mean value of u(x, t), namely ū(x, t). Similarly, the mean value
for a function g(u) is given by

ḡ(x, t) =
∫ ∞

−∞
g(u; x, t)P(u; x, t)du. (11.1.3)

We can also define the nth central moment by

[u(x, t) − ū(x, t)]n =
∫ ∞

−∞
(u − ū)n P(u; x, t)du. (11.1.4)

The second central moment, n = 2, is the variance. By splitting u into its mean (ū)
and random fluctuation (u′),

u(x, t) = ū(x, t) + u′(x, t), (11.1.5)

such that u′ ≡ 0, the variance is given in terms of the first and second moments as

u′2 = (u − u)2 = u2 − 2ū2 + ū2 = u2 − ū2. (11.1.6)

Thus while u′ ≡ 0, u′2 �= 0.
Since in a given flow, fluctuation of all of its properties (u, v, w, T, ρ, . . . .) can

be related to each other, we are frequently interested to know the joint probability
of observing some or all of them about their respective values. A joint probability
density function can thus be similarly defined for these stochastic variables. For
example, for the variables u and v, the joint pdf, P(u, v; x, t), gives the probability
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Pdudv of observing u and v within the range du and dv about u and v, at fixed values
of x and t . Furthermore,

P(u; x, t) =
∫ ∞

−∞
P(u, v; x, t)dv. (11.1.7)

From stochastic theory it is shown that the joint pdf of two independent variables
can be expressed as the product of the pdf of one variable conditioned on the pdf of
the other,

P(u, v; x, t) = P(u | v; x, t)P(v; x, t), (11.1.8)

where P(u | v; x, t) is the probability density of u conditioned at a fixed value of v. If
u and v are statistically independent, that is, not correlated, then

P(u, v; x, t) = P(u; x, t)P(v; x, t). (11.1.9)

In this case it can be easily shown that u′v′ ≡ 0. In turbulent flows u′v′ �= 0 in general.
A random field may also exhibit some special statistical properties. Specifically, it

is called statistically stationary, statistically homogeneous, and statistically isotropic
if all statistics are, respectively, invariant under a shift in time, a shift in position, and
a rotation and reflection of the coordinate system.

Statistical treatment based on (11.1.5) is called Reynolds averaging, and is used
for constant density flows. For high-speed or chemically reacting flows, large changes
in density take place. As we have shown several times before, the relevant flow
variable representing convective transport for such flows is ρu instead of u alone.
It is therefore appropriate to introduce a density-weighted average ũ(x, t), called
the Favre average, such that all fluid mechanical quantities except the pressure are
density weighted. Thus by splitting u(x, t) into a Favre-averaged quantity ũ(x, t) and
a corresponding fluctuating component u′′(x, t),

u(x, t) = ũ(x, t) + u′′(x, t), (11.1.10)

we define the Favre average as

ũ ≡ ρu
ρ̄

. (11.1.11)

Substituting Eq. (11.1.10) into Eq. (11.1.11), it is readily seen that

ρu′′ ≡ 0. (11.1.12)

In general, in terms of the probability density function, Favre-averaged quantities
are defined as

ρ̄ g̃(x, t) = ρg(x, t) =
∫ ∞

0

∫ ∞

−∞
ρg(u; x, t)P(ρ, u; x, t)dudρ, (11.1.13)
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where

ρ̄ =
∫ ∞

0

∫ ∞

−∞
ρ P(ρ, u; x, t)dudρ.

To illustrate the usefulness of Favre averaging, consider a typical convection term,
ρuv, in the Navier–Stokes equation. By respectively using the Reynolds and Favre
averagings, we have

ρuv = ρ̄ūv̄ + ρ̄u′v′ + ūρ ′v′ + v̄ρ ′u′ + ρ ′u′v′, (11.1.14)

ρuv = ρ̄ũṽ + ρu′′v′′ = ρ̄ũṽ + ρ̄ũ′′v′′. (11.1.15)

Comparing Eqs. (11.1.14) and (11.1.15), it is clear that their respective first terms
correspond to the mean quantities, and their respective second terms also resemble
each other. The three additional terms involving density fluctuations in Reynolds
averaging, however, do not appear in Favre averaging, which automatically incor-
porates the influence of these various modes of momentum exchange into a smaller
number of terms, with better physical clarity. Indeed, Eq. (11.1.15) has the similar
expressions as those of a constant density flow for which uv = ūv̄ + u′v′.

11.1.3. Turbulence Scales
A turbulent flow is often characterized by a spectrum of eddies. An eddy is a canonical
structure represented by a vortical flow unit riding on the mean flow, for which
the average rotational velocity and diameter characterize the relevant velocity and
length scales. The magnitude of the vortical velocity of an eddy is a measure of the
intensity of the turbulent fluctuation. To estimate the length scales of the eddies, a
normalized space correlation can be defined based on the velocities at two adjacent
points in the flow, x and x + r, where r is a spatial distance emanating from x. In the
three-dimensional Cartesian coordinate, the normalized correlation functions are
written as

R11(x, r, t) = u′(x, t)u′(x + r, t)/u′2(x, t), (11.1.16a)

R22(x, r, t) = v′(x, t)v′(x + r, t)/v′2(x, t), (11.1.16b)

etc., where R11 and R22 are the longitudinal and transverse correlations, respectively.
For homogeneous isotropic turbulence, the correlations are independent of x and

are also rotationally invariant. Figure 11.1.4 schematically shows its variation with r ,
indicating the progressive decrease in the intensity of interaction between two points
as their separation distance increases.

A characteristic length, called the integral scale, can thus be defined based on these
correlations, such as

�o(x, t) =
∫ ∞

0
R11(x, r, t)dr. (11.1.17)

Eddies at the integral scale are called energy-containing eddies to indicate the fact
that the largest concentration of turbulent kinetic energy occurs in the neighborhood
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Figure 11.1.4. The normalized two-point velocity correlation for homogeneous isotropic turbulence
as a function of the distance r between the two points (Peters 2000).

of �o. Integral scale eddies are associated with the large scale instabilities of the flow
during its transition to turbulence, and the scale is typically set by the dimension of
the device or phenomenon, or confinement of the flow field.

By further identifying the characteristic velocity fluctuation at the integral scale as
u′

o = (u′2)1/2, the turbulent kinetic energy of the flow, k, can be expressed as

k ≈ 3u′2
o

2
, (11.1.18)

allowing for the three components of the fluctuation and assuming isotropy. Based on
the integral scale �o and the turbulent velocity fluctuation u′

o, a turbulent Reynolds
number can be defined as

Reo = u′
o�o

ν
, (11.1.19)

where ν = µ/ρ is a characteristic kinematic viscosity of the fluid. The turbulent
Reynolds number is a measure of the overall turbulence intensity.

Eddies of different sizes in a turbulent flow have different amounts of kinetic
energy, determined by the intensity of the velocity fluctuations at each scale of the
eddies. The kinetic energy of eddies at one scale is transferred to another through var-
ious modes. This energy cascade concept, first established through the Kolmogorov’s
postulate, states that for turbulent flows at sufficiently high Reynolds numbers, there
exists a range of scales through which the energy transfer rate is independent of the
molecular viscosity. This universal range of scales through which the energy cascade
occurs is called the inertial subrange. Dimensional consideration yields the rate of
energy transfer in this range as

ε ≈ u′
o

3

�o
≈ k3/2

�o
. (11.1.20)

The period of cascade, which can be identified as either the turbulent time or the
turnover time of the integral scale eddies, is then

τo ≈ �o

u′
o

≈ k
ε
. (11.1.21)
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Consequently, the turbulent kinetic energy contained in eddies of the integral scale
is continuously transferred at a rate ε to eddies of smaller sizes, until they eventually
reach the smallest size at which viscous dissipation dominates. This minimum scale
of eddies is the Kolmogorov scale, �K. From energy conservation, the rate of energy
dissipation in the Kolmogorov eddy must be equal to the rate of energy transfer in
the inertial subrange, ε. Thus by using ε and ν, dimensional analysis leads to the
determination of the Kolmogorov time, length, and velocity as

τK ≈
(ν

ε

)1/2
, �K ≈

(
ν3

ε

)1/4

, u′
K ≈ (νε)1/4. (11.1.22)

Using the definition of ε, given by (11.1.20), the above relations then show that
the Kolmogorov length is related to the integral length through

�o

�K
≈ Re3/4

o , (11.1.23)

which implies that the disparity between the integral and Kolmogorov scales becomes
larger as the turbulent Reynolds number increases. Similar manipulation shows that
the Kolmogorov time is related to the integral time through

τo

τK
≈ Re1/2

o , (11.1.24)

where we have used (11.1.21).
Since the rate of energy transfer ε is constant throughout the entire inertial sub-

range, we also have

ε ≈ u′3
o

�o
≈ u′2

o

τo
≈ u′3

K

�K
≈ u′2

K

τK
. (11.1.25)

The dependence of the turbulent kinetic energy of a flow on its eddy size can be
represented by the turbulent kinetic energy spectrum, E(K) ∼ dk/dK, where K is
the wave number, which is inversely related to the length scale of the eddies. In the
inertial subrange, we have

E(K) = dk
dK

∼ k
K

≈ (ε�o)2/3

K
≈ ε2/3

K5/3
, (11.1.26)

which is known as the “−5/3 law,” indicating the decay rate of the turbulent kinetic
energy in the inertial subrange.

A typical energy spectrum of a large Reynolds number flow is shown in Fig-
ure 11.1.5. In general, the energy spectrum peaks at the integral length scale, followed
by the inertial subrange of the −5/3 decay, and then the viscous subrange where the
kinetic energy is dissipated by molecular viscosity. As (11.1.23) suggests, the inertial
subrange spans a wider range of wave number as the turbulent Reynolds number
increases.

We note in passing that in addition to the integral and Kolmogorov scales, studies
on nonreactive flows have used an intermediate scale, namely the Taylor scale, �λ,
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Figure 11.1.5. Schematic representation of the turbulent kinetic energy spectrum as a function of
the wavenumber K (Peters 2000).

that represents the distance a Kolmogorov eddy travels during its turnover time when
it is convected by an integral-scale eddy. Thus, we have

�λ ≈ u′
oτK ≈ �o

τo
τK ≈ �o

Re1/2
o

, (11.1.27)

which shows that for Reo � 1, �K 	 �λ 	 �o. This scale has not been shown to be of
importance to the description of turbulent combustion.

In the following, we shall discuss various computational simulation and model-
ing approaches for turbulent reacting flows. Starting from the Navier–Stokes and
scalar transport equations, Favre-averaged equations will be derived and terms rep-
resenting the averages of the products of fluctuating quantities are generated. The
determination of these quantities requires additional independent input, which con-
stitutes the closure problem of turbulence modeling. Various modeling approaches
to provide closure of the problem will be discussed. Since the purpose of the present
discussion is to illustrate the salient features of turbulence modeling, assumptions
will be made on the nonessential aspects of the formulation, leaving the reader to
consult advanced literature on turbulence and turbulent combustion, such as the
texts by Pope (2000) and Peters (2000) respectively, for more detailed formulations,
and review articles by Bradley (1992), Ashurst (1994), Bray (1996), Kerstein (2002),
Lipatnikov and Chomiak (2002), and Veynante and Vervisch (2002).

11.2. SIMULATION AND MODELING

We first start from the general conservation equations for reacting flows, described
in Chapter 5. For compactness of notation and ease of referencing to the literature,
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we shall use the Cartesian tensor notation here, with subscripts i and j to indicate
quantities associated with the coordinate direction, and the repeated subscripts α

and β to indicate summation as in, for example,

uα

∂ui

∂xα

= u1
∂ui

∂x1
+ u2

∂ui

∂x2
+ u3

∂ui

∂x3

= u
∂ui

∂x
+ v

∂ui

∂y
+ w

∂ui

∂z
,

for ui = (u1, u2, u3) = (u, v, w). For ease of comprehension, we shall also write out
the tensor expressions in terms of the individual Cartesian components for some
complicated expressions.

Thus for a mixture of constant cp, the conservation equations in Cartesian tensor
notation are:

Continuity:

∂ρ

∂t
+ ∂(ρuα)

∂xα

= 0 (11.2.1)

Momentum:

Dui

Dt
= − ∂p

∂xi
+ ∂σiα

∂xα

+ ρgi (11.2.2)

Energy:

Dhs

Dt
= ∂p

∂t
+ ∂

∂xα

(
λ

cp

∂hs

∂xα

)
− qcw (11.2.3)

Species:

DY
Dt

= ∂

∂xα

(
ρD

∂Y
∂xα

)
+ w, (11.2.4)

where

D
Dt

≡ ρ
∂

∂t
+ ρuα

∂

∂xα

= ∂ρ

∂t
+ ∂(ρuα)

∂xα

is the material derivative,

σi j = µ

(
∂ui

∂xj
+ ∂u j

∂xi
− 2

3
∂uα

∂xα

δi j

)
(11.2.5)

the viscous stress tensor, δi j the Kronecker delta, and we have not attached the sub-
scripts i to Y to indicate the ith species in order to avoid confusion with the subscript
i for the directional coordinate. The formulation is complete with the equation of
state, p = ρRT.



P1: JZP
0521870526c11 CUFX045/Law Printer: cupusbw 0 521 87052 6 July 21, 2006 8:55

11.2. Simulation and Modeling 485

11.2.1. Direct Numerical Simulation
Allowing for the restrictions and assumptions imposed in deriving Eqs. (11.2.1) to
(11.2.4), the numerical solutions to these equations are correct to the accuracy of
the embedded numerical methods. This approach, namely direct numerical simu-
lation (DNS), was started in the 1980s for nonreacting flows and in the 1990s for
reacting flows (Poinsot, Candel & Trouvé 1995; Poinsot 1996). It yields first-principle
solutions free from turbulence modeling errors such that, with careful implemen-
tation of robust high-fidelity numerical schemes, it serves as a valuable tool for the
investigation of all the fine-scale physics with utmost realism. To ensure spatially
and temporally accurate solutions, the main challenge of DNS is the development
of stable, accurate, and efficient numerical methods. It includes high-order spatial
discretization and time integration schemes, accurate implicit time integration for
the terms with large stiffness, and adaptive mesh refinement to resolve small scales
efficiently. Moreover, because the computational domain size is limited, accurate
physical boundary conditions that minimally affect the interior solutions are crucial
in achieving the fidelity of simulation.

The superior accuracy of DNS, however, comes at the expense of enormous com-
putational demand. Relations (11.1.23) and (11.1.24) put in a nutshell the almost
impossible task of computationally resolving a high Reo turbulent flow field without
resorting to statistical methods. Specifically, since �o/�K ≈ Re3/4

o , then in a flow of D
dimension the minimum number of grid points, N, needed to spatially resolve the
flow structure down to the Kolmogorov scale is

N = (�o/�K)D = Re3D/4
o .

Furthermore, the number of time steps, M, needed to resolve the temporal variation
down to the turnover time of a Kolmogorov eddy is

M = τo/τK = Re1/2
o .

Consequently, the total computational demand would be

NM = Re(3D/4)+(1/2)
o ,

which is NM = Re11/4
o (≈ Re3

o) for a three-dimensional flow (D = 3). The steep rise
in NM with increasing Reo is quite evident. For example, if we take Reo = 104, then
NM = 1011, which is a huge number.

The computational demand is further multiplied in the presence of chemical re-
actions, for it is obvious that there are laminar flames whose thicknesses are much
smaller than the Kolmogorov scale, and there are reactions whose rates are much
faster than the turnover time of a Kolmogorov eddy. For such situations, resolutions
finer than those just mentioned are required. More detailed discussion of various
combustion regimes based on the length scales of flames and turbulent flows will be
given in later sections. Suffice to note herein that the relevant spatial and tempo-
ral scales are respectively given by (�o/�L) ≈ Re3/4

o Ka−1/2
L and (τo/τL) ≈ Re1/2

o Ka−1
L ,

where �L and τL are respectively the characteristic thickness and time of the laminar
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flame, and KaL is a Karlovitz number based on the Kolmogorov eddy. Thus for
KaL < 1 the demands on the number of grid points and time steps are further in-
creased from the nonreactive flow, with the computational burden being

NM = Re(3D/4)+(1/2)
o Ka−(D/2)−1

L ,

which becomes NM = Re11/4
o Ka−5/2

L for D = 3.
While it is expected that the role of DNS will continue to increase with advances

in high-speed computing hardware, due to its extreme cost, such an approach is not
applicable to most practical engineering simulations. Some compromises in resolu-
tion must be made and the fine-scale details have to be modeled. In the next three
sections we shall present three major classes of approaches that have been developed
toward modeling turbulent flows. The first approach is to solve only the statistical
mean and variance of the solution variables in Eqs. (11.2.1)–(11.2.5) by averaging the
equations, as was done in the last section. This approach is called Reynolds-averaged
Navier–Stokes (RANS) models, for which additional modeling approximations must
be provided for the unclosed Reynolds stress and flux terms, ρ̄ũ′′v′′ and ρ̄ũ′′φ′′, re-
spectively, where φ is a reaction scalar. This approach is further subdivided into two
levels of modeling approximation. The simpler level, called either the gradient trans-
port model or the turbulent viscosity model, involves approximating the Reynolds
transport terms as diffusively transported quantities, with the associated turbulent
diffusivity modeled either algebraically or through differential equations. This ap-
proach will be discussed in detail in the next section. The second level is called the
Reynolds stress model, which pushes the closure assumption to higher moments.

The second approach is called large eddy simulation (LES), which has attracted
significant interest in recent years (Piomelli 1999; Janicka & Sadiki 2005). LES is
introduced to overcome limitations of the conventional RANS approach by exactly
solving the transient and three-dimensional flow field up to a certain length scale
that is amenable to the computational capacity, and then modeling the scale that is
not resolved. This will involve derivation of spatially filtered equations instead of the
statistically averaged ones. The similarities and differences between LES and RANS
approaches will be discussed.

The third approach is based on the probability density function (PDF) technique
in which modeled transport equations are developed to solve for the pdfs.

11.2.2. Reynolds-Averaged Navier–Stokes Models
Applying Favre averaging discussed in Section 11.1.2 and Eqs. (11.2.1)–(11.2.5), we
obtain the first moment equations,

∂ρ̄

∂t
+ ∂(ρ̄ũα)

∂xα

= 0 (11.2.6)

D̃ũi

D̃t
= − ∂ p̄

∂xi
+ ∂

∂xα

(σ̄iα − ρ̄ũ′′
αu′′

i ) + ρ̄gi (11.2.7)
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D̃h̃s

D̃t
= ∂ p̄

∂t
+ ∂

∂xα

(
λ

cp

∂hs

∂xα

− ρ̄ũ′′
αhs′′

)
− qcw̄ (11.2.8)

D̃Ỹ

D̃t
= ∂

∂xα

(
ρD

∂Y
∂xα

− ρ̄ũ′′
αY′′

)
+ w̄ (11.2.9)

where

D̃

D̃t
≡ ρ̄

∂

∂t
+ ρ̄ũα

∂

∂xα

σ̄i j = µ

(
∂ūi

∂xj
+ ∂ū j

∂xi
− 2

3
∂ūα

∂xα

δi j

)
. (11.2.10)

In Eqs. (11.2.7) to (11.2.10) we have left the molecular transport terms in the primitive,
time-averaged form because Favre averaging does not help to simplify them. In high
Reynolds number flows, these terms are usually small and can be neglected anyway,
as mentioned earlier. This assumption, however, fails for flows near solid walls where
effects of molecular viscosity are important. It could also become questionable for
flows with highly diffusive species such as hydrogen, and in the high-temperature
flame region where the turbulent Reynolds number can be significantly reduced.

An inspection of Eqs. (11.2.6) to (11.2.10) shows that the statistically averaged
equations do not involve only the averaged quantities—additional terms describing
exchanges between the fluctuating quantities are generated from the inertial terms.
These additional, turbulent flux terms involve the Reynolds stress for ρ̄ũ′′

i u′′
j and

Reynolds flux for ρ̄ũ′′
i hs′′ and ρ̄ũ′′

i Y′′. Since there are now more unknowns than equa-
tions, the system of equations is not closed. Consequently, additional independent
relations, which are necessarily intuitive and approximate in nature, are needed for a
complete solution. This constitutes the closure problem in turbulence modeling. For
turbulent combustion, closure is also needed for the averaged reaction rate term, w̄,
that appears in the reactive scalar equations (11.2.8) and (11.2.9). The highly nonlin-
ear nature of this term makes its evaluation based on statistics very difficult. We shall
first study the closure methods for nonreacting turbulent flows, and then discuss the
reaction rate closure.

11.2.2.1. Gradient Transport Models: Since turbulence is diffusive and dissipative in
nature, it is reasonable to draw analogy between the turbulent transport of a flow
property and the corresponding molecular diffusive transport, which is proportional
to the gradient of that property. As such, the gradient transport approach assumes
that the turbulent transport term of a property is proportional to the negative of
the gradient of the mean value of that property, with the proportionality constant
being a corresponding turbulent transport coefficient. This is readily demonstrated
by expressing the Reynolds flux term for the reaction scalar φ as

−ρ̄ũ′′
i φ

′′ = µT

σφ

∂φ̃

∂xi
, (11.2.11)
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where µT is the turbulent viscosity coefficient, and σφ a turbulent Prandtl or Schmidt
number. Contrary to their counterparts for the molecular transport, these turbulent
transport parameters are properties of the flow, and as such must be independently
specified.

To prescribe an expression for the Reynolds stress term ρ̄ũ′′
i u′′

j , we first note that the

transport should not involve the symmetrical terms ρ̄ũ′′
i u′′

i as momentum transport in
one direction is caused by its gradient in the direction normal to it. If we further define
the turbulent kinetic energy (per unit mass) based on Favre-averaged quantities as

k̃ = 1
2

ũ′′
αu′′

α, (11.2.12)

then we can express the Reynolds stress terms as

−
(

ρ̄ũ′′
i u′′

j − 2
3
ρ̄k̃δi j

)
= µT

(
∂ũi

∂xj
+ ∂ũ j

∂xi

)
− 2

3
µT

∂ũα

∂xα

δi j . (11.2.13)

The need for the second term on the LHS of Eq. (11.2.13) can be demonstrated by
summing over all i and requiring that the resulting expression be balanced. When
ρ̄ũ′′

i u′′
j is used in the Favre averaged equation (11.2.7), this term can be absorbed in

the pressure term as (∂/∂xi )( p̄ + 2ρ̄k̃/3).
The assumption of gradient transport relegates closure to the specifications of

µT and σφ . Two models have been developed towards specifying µT , namely the
simplest, Prandtl’s mixing length model, and the more descriptive k–ε model. Much
less study has been conducted on the modeling of σφ , which is frequently treated as
an empirical constant.

Thus, based on the concept of diffusive transport, we have

νT = µT

ρ̄
∼ u∗�∗, (11.2.14)

where νT is a turbulent kinematic viscosity, and u∗ and �∗ some velocity and length
scales of the flow. Drawing analogy with molecular diffusion, Prandtl proposed the
mixing length hypothesis by assuming that �∗ is some mixing length �m over which
the turbulent transport is effected, and that

u∗ ≈ �m

∣∣∣∣∂ũ
∂y

∣∣∣∣ (11.2.15)

for two-dimensional flows. Consequently,

νT ≈ �2
m

∣∣∣∣∂ũ
∂y

∣∣∣∣ . (11.2.16)

For a general flow |∂ũ/∂y| is to be evaluated on the basis of the mean rate of strain.
In this model �m still needs to be specified. For example, for channel or duct flows

�m can be taken to be proportional to the channel height or the duct diameter. For
flow near a solid wall, Prandtl assumed that �m is proportional to the distance from
the wall.
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The mixing length hypothesis is simple to use and can be predictive if �m is properly
prescribed. However, it has two major limitations. First, νT , and, hence, turbulent
transport, vanish whenever the gradient of ũ vanishes, for example, along the axis of a
jet. Second, it is inadequate to describe complex flows such as those with recirculation,
for which a relevant �m cannot be readily identified.

A more descriptive approach that at present enjoys considerable usage is the k–ε

model, also known as the two-equation model. The basic concept here is to describe
the two fundamental parameters governing turbulent gradient transport, u∗ and �∗

or their equivalents, through differential equations instead of algebraically as in the
mixing length model. Specifically, we first express

u∗ ≈ k̃1/2, �∗ ≈ k̃3/2

ε̃
, (11.2.17)

where ε̃ is the viscous dissipation rate of the turbulent kinetic energy k̃, defined as

ε̃ = νT

〈
∂u′′

α∂u′′
α

∂xβ∂xβ

〉
, (11.2.18)

and the meaning of the symbol < > is identical to that of the superscript ∼, indicating
Favre averaging. Consequently, from Eq. (11.2.14) we can write

νT = Cµ

k̃2

ε̃
, (11.2.19)

where Cµ is a proportionality constant. Both experimental and DNS studies on simple
flows have shown that νT ε̃/k̃2 is indeed approximately a constant, having a numerical
value that is close to 0.09.

Thus instead of specifying u∗ and �∗ in order to determine νT , the task now is
to determine k̃ and ε̃. The approach is to derive from the Navier–Stokes equations
differential conservation equations governing their evolution. Extra terms are gener-
ated upon averaging, and are subsequently modeled to effect closure. The advantage
here is that the spatial variation of νT can be described through the corresponding
variations of k̃ and ε̃ as a result of their transport, production, and dissipation.

To derive an equation for k̃, we first write Eq. (11.2.2) for i and j . These equations
are then respectively cross multiplied by u′′

j and u′′
i , Favre averaged, and added. We

then set i = j for the resulting equation and sum over i , yielding

D̃k̃

D̃t
= − ρ̄ũ′′

αu′′
β

∂ũβ

∂xα

− ∂

∂xα

(
ρ̄ũ′′

αk′′) − u′′
α

(
∂ p̄
∂xα

− gα

)

− ∂

∂xα

(
p̃′u′′

α

) + p′ ∂u′′
α

∂xα

− ρ̄ε̃. (11.2.20)

In writing Eq. (11.2.20) we have neglected molecular transport on the assumption of
high Reynolds number flows.

To proceed with the modeling of the various terms on the RHS of Eq. (11.2.20),
we shall first drop the third and fifth terms which vanish for constant-density flows
because u′

i ≡ 0 and ∂u′
α/∂xα ≡ 0 from continuity. Since modeling of these two terms
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for variable-density flows is still not agreed upon, they are neglected here on the
assumption that their influence on νT and, hence, the flow through variable density
might be small.

The Reynolds stress ρ̄ũ′′
i u′′

j , appearing as the first term on the RHS and representing
turbulence generation, will be simply modeled in the manner of Eq. (11.2.13). The
second term involves the transport of k′′ through the flow fluctuation u′′

i , and, hence,
can be modeled as the gradient transport of k̃. This also holds for the transport of the
pressure work, p′u′′

i . Consequently it is reasonable to collectively model these two
terms as

−(ρ̄ũ′′
αk′′ + p̃′u′′

α) = µT

σk

∂k̃
∂xα

, (11.2.21)

where σk = 1.00 is recommended.
Summarizing, the k-equation is given by

D̃k̃

D̃t
= ∂

∂xα

(
µT

σk

∂k̃
∂xα

)
+ Pk − ρ̄ε̃, (11.2.22)

where

Pk = µT

(
∂ũα

∂xβ

+ ∂ũβ

∂xα

)
∂ũα

∂xβ

− 2
3

(
µT

∂ũβ

∂xβ

+ ρ̄k̃
)

∂ũα

∂xα

. (11.2.23)

The basic nature of the ε-equation is quite different from that of the k-equation.
The k-equation can be considered to be an exact one given the gradient transport
assumption and the turbulent viscosity hypothesis. While a procedure similar to that
for the k-equation can be performed to derive an equation that describes the transport
of ε̃, the various source terms on the RHS are still grouped into the three global terms
representing gradient diffusion, production, and destruction. Furthermore, each of
these terms requires an empirically determined coefficient. As such, the ε-equation
is best viewed as entirely empirical (Pope 2000), given by

D̃ε̃

D̃t
= ∂

∂xα

(
µT

σε

∂ε̃

∂xα

)
+ Cε1

ε̃

k̃
Pk − Cε2ρ̄

ε̃2

k̃
, (11.2.24)

where σε = 1.3, Cε1 = 1.44, and Cε2 = 1.92.
The k–ε model is perhaps the simplest, complete model to describe turbulent flows,

and as such is incorporated in many commercial CFD codes for extensive ranges of
applications. However, while its performance is acceptable for simple flows, the pre-
dictions can be qualitatively incorrect for complex flows. Frequently the constant co-
efficients need to be adjusted to achieve “predictability,” which is questionable from
both fundamental and practical viewpoints. The inaccuracies of the model mostly
come from the gradient transport assumption and the ε-equation.

11.2.2.2. Reynolds Stress Models: In the gradient transport models the Reynolds
stress and flux are indirectly determined through the turbulent viscosity coefficient
subjected to, and therefore limited by, the assumption of gradient transport. It is then
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logical to develop differential equations that would describe the transport of these
quantities directly. Compared to the gradient transport models, modeling and closure
are now delayed to the next level in the hierarchy of equations generated by taking
moments of the Navier–Stokes equations. As such, the Reynolds stress models yield
improved description of turbulent transport.

To obtain a differential equation for the Reynolds stress ρ̄ũ′′
i u′′

j , we follow the same
manipulation as that for the derivation of the k-equation, Eq. (11.2.20), except the
last steps of setting i = j and summing over i are omitted. This yields

D̃

D̃t
(ũ′′

i u′′
j ) = −

(
ρ̄ũ′′

αu′′
j
∂ũi

∂xα

+ ρ̄ũ′′
αu′′

i
∂ũ j

∂xα

)
− ∂

∂xα

(ρ̄ < u′′
αu′′

i u′′
j >)

−
(

u′′
j
∂p
∂xi

+ u′′
i

∂p
∂xj

)
+ u′′

j gi + u′′
i g j + u′′

j
∂σiα

∂xα

+ u′′
i
∂σ jα

∂xα

. (11.2.25)

On the RHS of Eq. (11.2.25), the first two terms represent the effects of interaction
between fluctuations and mean velocity gradients. The third term is the triple corre-
lation of velocity fluctuations, which requires further modeling approximation. The
fourth and fifth terms in the parenthesis involve the pressure gradient, u′′

i (∂p/∂xj ).
Each of these terms can be broken up into two terms through p = p̄ + p′. The first
of these two terms, u′′

i (∂ p̄/∂xj ), does not exist in constant density flows because for
them u′

i ≡ 0. It represents the coupling between density inhomogeneities and the
mean pressure gradient, and was shown (Bray et al. 1981) to account for turbulence
production in premixed turbulent flames.

Similarly, to obtain a differential equation for the Reynolds flux ρ̄ũ′′φ′′, we multiply
Eq. (11.2.2) by φ′′, multiply, say, Eq. (11.2.4) (with Y ≡ φ) with the index j by ui ,
average the resulting expressions, and then add them. This results in the expression

D̃

D̃t

(
ũ′′

i φ
′′
)

= −
(

ρ̄ũ′′
αφ′′ ∂ũi

∂xα

+ ρ̄ũαui
∂φ̃

∂xα

)
− ∂

∂xα

(ρ̄ < u′′
αu′′

i φ
′′ >)

− φ′′ ∂p
∂xi

+ φ′′gi + u′′
i w + µ

∂ui

∂xα

∂φ

∂xα

. (11.2.26)

Meaning of the individual terms in Eq. (11.2.26) can be interpreted in the same
manner as that for Eq. (11.2.25).

In second moment modeling, we frequently also need to know the variance of
the reaction scalars, φ̃′′2. An equation describing its variation can be obtained by
multiplying Eq. (11.2.4) by φ′′ and averaging,

D̃

D̃t
φ̃′′2 = 2ρ̄ũ′′

αφ′′ ∂φ̃

∂xα

− ∂

∂xα

(
ρ̄ũ′′

αφ′′2
)

+ φ′′w − ρ̄µ

(
∂φ

∂xα

)2

. (11.2.27)

11.2.3. Large Eddy Simulation
While the RANS approach has been used successfully, its inherent limitation is that
the solution is a statistical mean and, hence, is not sufficient to capture highly transient
phenomena or detailed structures of the turbulent flow. However, application of
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DNS is still cost-prohibitive. Large eddy simulation (LES) finds a compromise in
between, by resolving the large-scale structure while modeling the dissipative small-
scale processes. The basic concept stems from Kolmogorov’s theory in that, while
the large-scale flow motion is geometry and problem specific, at sufficiently high
Reynolds numbers the small-scale eddies are more canonical in nature, and their
primary role is to dissipate the turbulent kinetic energy. Therefore the important
large-scale characteristics are solved accurately while the “subgrid” effects below
the numerical resolution are modeled.

To implement LES, all the conservation equations are spatially filtered with a filter
of size , which is in general equivalent to the grid size (hence called the “grid filter”)
of the LES simulation. Let the filtered flow variable, say u, be denoted by an overbar

ū(x, t) =
∫

D
G(x, r)u(x − r, t)dr, (11.2.28)

where the integral is over the entire flow domain D and G is some filtering function
satisfying ∫

D
G(x, r)dr = 1. (11.2.29)

Typically, G is the product of three filter functions in each of the space dimensions
xi , i = 1, 2, 3. For example, the Gaussian filter

Gi (xi , ri ) =
√

6√
πi

exp
[−6(xi − ri )2/2

i

]
, i = 1, 2, 3, (11.2.30)

or the sharp cutoff filter defined as

Gi (xi , ri ) = sin[π(xi − ri )/i ]
π(xi − ri )

, i = 1, 2, 3, (11.2.31)

may be used in each coordinate direction.
Applying the filter in Eq. (11.2.28) to the momentum equation (11.2.2) yields

D̃ũi

D̃t
= − ∂ p̄

∂xi
+ ∂

∂xα

[σ̄iα − ρ̄(ũi uα − ũi ũα)] + ρ̄gi , (11.2.32)

which looks very similar to the RANS equation (11.2.7). While the formalism of the
filtered equation (11.2.32) is based on the filtering of Eq. (11.2.28), it is noted that
such a filtering operation is not needed in actual computation because it is the filtered
variables that are solved at the grid level. The main difference between Eq. (11.2.32)
and the RANS counterpart (11.2.7) is the subgrid-scale stress term

τi j = ρ̄(ũi u j − ũi ũ j ), (11.2.33)

which physically represents turbulent dissipation at the unresolved scale. Since ũi u j

cannot be determined from the solutions of the filtered equation, this term needs to
be modeled. One of the most common approaches is the Smagorinsky model:

τi j − 1
3
δi jτkk = −νt

(
∂ũi

∂xj
+ ∂ũ j

∂xi

)
= −2νt S̃i j , (11.2.34)
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which is analogous to the gradient transport model. By dimensional argument anal-
ogous to that of the mixing length theory, the subgrid-scale viscosity, νt , has been
modeled as

νt = Cs
2
∣∣S̃∣∣ , (11.2.35)

where Cs , called the Smagorinsky coefficient, is to be determined.
In the Smagorinsky model (Smagorinsky 1963), Cs is predetermined as a constant

number, typically 0.3 or less, depending on the flow configuration. In the past, having
such an arbitrary constant renders the LES concept to be yet another engineering
approximation, albeit much less so than the RANS approach. This has been over-
come by the development of the dynamic subgrid model (Germano et al. 1991) that
determines the Smagorinsky constant as a part of the integration procedure. The
model starts from the scale invariance in the inertial subrange of turbulence spec-
trum. If the turbulent Reynolds number is sufficiently large and the grid resolution
() properly falls into the inertial subrange, then the amount of the subgrid kinetic
energy can be extrapolated from the shape of the spectrum that has a larger scale
than . This can be achieved by filtering the grid-level momentum equation (11.2.32)
with a “test filter” ̂, which is a multiple of the original grid size , typically twice as
large. Applying the test filter to Eq. (11.2.36) results in the unresolved stress term

Ti j = ρ̄
( ̂̃ui u j − ˆ̃ui ˆ̃u j

)
. (11.2.36)

By further applying the test filter to (11.2.33), and then equating the term ̂̃ui u j from
Eqs. (11.2.33) and (11.2.36), we obtain a mathematical identity

˜̂ui ũ j − ˆ̃ui ˆ̃u j = Ti j − τ̂i j , (11.2.37)

which is called the Germano identity. Substituting the Smagorinsky model
Eqs. (11.2.34) and (11.2.35) into Eq. (11.2.37) allows the determination of the
Smagorinsky constant because it now depends on only ũi and its gradients. It is
now computed dynamically and is in general a function of space and time. Similar
dynamic procedures can be formulated for other scalar transport equations in mod-
eling subgrid scalar dissipation. It may be noted that there are many subtle issues
involved in properly implementing the dynamic procedure without causing numer-
ical instability or preventing the subgrid model from being affected by numerical
errors.

11.2.4. Probability Density Functions
The gradient transport and Reynolds stress models are also called first and second
moment methods respectively because the mean velocity ūi and the Reynolds stresses
ũ′′

i u′′
j are simply the first and second moments of the probability density function of

the velocity, P(u; x, t). Thus it is logical to attempt to develop a transport equation
for P and determine P through it. Once P is known, then the Reynolds stresses can
be readily evaluated. By the same token, by knowing the joint pdf Puφ(u, φ; x, t) of

u(x, t) and a reaction scalar φ(x, t), the Reynolds flux for φ, ũ′′
i φ

′′, can be evaluated.
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Analogous to the Boltzmann equation for the velocity distribution function in the
kinetic theory of gases, transport equations for P(u; x, t) and Puφ(u, φ; x, t) can be
developed in terms of temporal, spatial, velocity, and the reaction scalar variations
(Pope 1985, 1990). Thus for P(u; x, t) we have

ρ
∂ P
∂t

+ ρu · ∇x P + (ρg − ∇ p̄) · ∇u P = ∇u · [< −∇ · σ + ∇ p′|u > P], (11.2.38)

where ∇u is the divergence operator with respect to the velocity vector, and the
force factor associated with the ∇u P term is simply that due to gravity and the mean
pressure gradient.

Similarly for Puφ(u, φ; x, t), we have

ρ
∂ Pu,φ

∂t
+ ρu · ∇x Pu,φ + (ρg − ∇ p̄) · ∇u Pu,φ + ∂(wPu,φ)

∂φ

= ∇u · [< −∇ · σ + ∇ p′|u, φ > Pu,φ] − ∂

∂φ
[< ∇ · (ρD∇φ)|u, φ > Pu,φ].

(11.2.39)

It is significant to note that all the terms on the LHS of Eqs. (11.2.38) and (11.2.39),
including the inertial terms, are closed and, hence, do not require modeling. The
source terms on the RHS, representing effects due to viscous stress, pressure fluctua-
tion, and molecular diffusion, require modeling in the manner discussed previously.
Hence the PDF method is still inherently approximate.

The primary merit of the PDF method is that aspects of turbulent transport are
in closed form, hence avoiding the assumption of gradient transport. Furthermore, a
probability density function contains much more information than the corresponding
means and correlations, and, therefore, is potentially more useful. The difficulty lies
in the large number of dimensions involved in characterizing the pdf ; it being seven
(u, x, t) for single-component flows and many more for reacting flows because the
enthalpy and concentrations of all species are independent variables that characterize
the pdf. Thus it is a challenging task not only to acquire the pdf experimentally, but
also to obtain the PDF solutions computationally.

11.2.5. Closure of the Reaction Rate Term
In previous sections, the various turbulence modeling approaches are discussed for
nonreacting flows. While modeling nonreacting turbulent flows is already a challeng-
ing task, modeling reacting flows imparts even more significant challenges in the
closure of the highly nonlinear chemical source terms. For example, in the context
of the RANS model, solution of the Favre-averaged Eqs. (11.2.8) to (11.2.9) also
requires an evaluation of the averaged reaction term, w̄, which cannot be evaluated
simply in terms of the average thermodynamic properties. That is,

w̄ �= w( p̄, Ȳi , T̄, . . .).

To demonstrate this point, let us consider only the term for the reaction rate constant,
k(T) = Be−Ta/T , in the reaction rate expression w; the symbol k(T) here should not
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be confused with the turbulent kinetic energy k. Expanding k(T) with T = T̄ + T′

for T′ 	 T̄, we have

k(T) = Be−Ta/T̄

[
1 +

(
Ta

T̄2

)
T′ + 1

2

(
Ta

T̄

)2 (
T′

T̄

)2

+ · · ·
]

,

which when averaged becomes

k̄ = Be−Ta/T̄

[
1 + 1

2

(
Ta

T̄

)2
(

T′T′

T̄2

)
+ · · ·

]
. (11.2.40)

Thus in order for the average reaction rate constant k̄ to depend only on the average
temperature T̄, such that k̄ ≈ Be−Ta/T̄ , we must require

(T′T′)1/2

T̄
	 T̄

Ta
. (11.2.41)

However, since Ta � T̄ for most combustion problems, (11.2.41) holds only for very
small values of temperature fluctuations. Thus a straightforward application of aver-
aging on the reaction term is not valid and alternative approaches for evaluation are
needed.

One of the earlier attempts to provide a reaction term closure is to assume that
the reaction rate is controlled by the mixing process only. The eddy-breakup (EBU)
model, originally suggested by Spalding, sets the average reaction rate to be propor-
tional to the variance of the mass fraction of the fuel and a characteristic mixing time
determined from the turbulence characteristics, namely k/ε, hence

w̄F = ρ̄CEBU

(ε

k

) (
Y′′2

F

)1/2
, (11.2.42)

where CEBU is an empirical constant to be adjusted to fit the experimental data. The
original EBU model has also been modified to the eddy dissipation model in order to
accommodate both premixed and nonpremixed combustion by taking the minimum
of the three production/consumption rates of the fuel, oxidizer, and product:

w̄F = ρ̄ A
(ε

k

)
ȲF , w̄O = ρ̄ A

(ε

k

) ȲO

σO
,

w̄P = ρ̄ AB
(ε

k

) ȲP

1 + σO
, (11.2.43)

where σO is the stoichiometric oxidizer to fuel mass ratio, and A and B are O(1)
model constants. While these models have been widely used in many engineering
calculations, their applicability and validity have been limited to specific combustion
regimes.

A first-principle approach to the closure of the reaction terms that is applicable to
general reacting flows is extremely difficult due to the fundamental differences be-
tween various combustion conditions. Therefore, a more feasible option is to identify
and characterize distinct combustion regimes on the important physical parameters,
and to develop methods that are effective in limited regimes.
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A useful concept in the classification of combustion regimes of both premixed and
nonpremixed flames is that of the flamelet, for which the laminar flame structure
is confined to thin surfaces embedded within turbulent eddies such that the flame
basically experiences a laminar flow. Under such situations, we can write

w(x) = wL�(x), (11.2.44)

where wL is the reaction rate per unit area of the flamelet surface, and � the flamelet
surface area per unit volume, called the flame surface density. An alternate expression
for Eq. (11.2.44), based on counting the number of flamelets that cross a given location
per unit time, is

w(x) = wLν(x), (11.2.45)

where wL is now the reaction rate per flamelet crossing, and ν(x) the crossing fre-
quency. Obviously �(x) and ν(x) need to be modeled.

In the next two sections we shall study premixed and nonpremixed flames, re-
spectively, discussing the various regimes characterizing their behavior and some
modeling approaches to analyze them.

11.3. PREMIXED TURBULENT COMBUSTION

11.3.1. Regimes of Combustion Modes
Having identified the characteristic turbulent flow time and length scales, we can now
compare these scales with those of chemical reaction and laminar flames in order
to distinguish the various possible modes of premixed turbulent combustion. From
Section 7.2, we have the characteristic length and time scales of the laminar flame as

�L = ν

sL
, τL = ν

(sL)2
, (11.3.1)

where �L = �o
D, sL = so

u and τL = τ o
D are the symbols conventionally used in the tur-

bulent combustion literature for the laminar flame thickness, flame speed, and flame
time respectively. We have also used ν in place of D as the characteristic diffusivity.
It then follows that the turbulent Reynolds number based on the integral scale, Reo,
is related to the laminar flame quantities as

Reo = u′
o�o

ν
= u′

o

sL

�o

�L
. (11.3.2)

We are interested in assessing if a laminar flame structure can exist in a turbulent
flow. The relevant parameter for such an assessment is the Karlovitz number, Ka,
in that the laminar flame structure would be destroyed when the characteristic flow
time is shorter than the characteristic flame time. Furthermore, since the smallest
turbulence scale is the Kolmogorov scale, it is appropriate to base Ka on proper-
ties of the Kolmogorov eddy. Thus we can define a turbulent Karlovitz number as
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Figure 11.3.1. Regime diagram for premixed turbulent combustion (Peters 2000).

KaL ≈ τL/τK. Furthermore, since τL = ν/s2
L = �2

L/ν from (11.3.1), and τK =
ν/(u′

K)2 = �2
K/ν from (11.1.22), we have

KaL = τL

τK
=

(
�L

�K

)2

=
(

u′
K

sL

)2

. (11.3.3)

Furthermore, from (11.1.25) we have u′
o

3
/�o ≈ u′

K
3
/�K. Using these three relations,

we have

u′
o

sL
= Ka2/3

L

(
�o

�L

)1/3

. (11.3.4)

Note that from Eqs. (11.1.23) and (11.3.3) we have �o/�L = Re3/4
o Ka−1/2

L , and from
Eqs. (11.1.24) and (11.3.3) we obtain τo/τL = Re1/2

o Ka−1
L , which are the relations

used previously when discussing the computational burdens involved in the DNS of
reacting turbulent flows.

In defining KaL we have referenced the flame thickness to the Kolmogorov scale.
A more refined indication of the presence of chemical reactivity within a Kolmogorov
eddy is to reference the reaction zone thickness, �R, to �K. Since �R ∼ �L/Ze, we can
then define a Karlovitz number based on �R as

KaR = τR

τK
=

(
�R

�K

)2

=
(

�R

�L

)2 (
�L

�K

)2

= Ze−2 KaL. (11.3.5)

Figure 11.3.1 plots log(u′
o/sL) versus log(�o/�L) for the three relations (11.3.2),

(11.3.4), and (11.3.5), with the specific transition values Reo = KaL = KaR = 1 and a
typical Ze = 10. These transition boundaries have slopes of −1, 1

3 , and 1
3 . A boundary

for u′
o/sL = 1 is also indicated. These four boundaries identify five burning regimes,

with the following characteristics.
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Figure 11.3.2. (a) Weak flame-vortex interaction (u′
o < sL) resulting in a wrinkled flamelet.

(b) Strong flame-vortex interaction (u′
o > sL) resulting in a corrugated flamelet. (c) Strong flame-

vortex interaction with the smaller eddies penetrating into and broadening the preheat zone of the
flame (Peters 2000).

Laminar Flame Regime (Reo < 1): In this regime the turbulence intensity is weak
and the turbulence scale is small. The flow is laminar and there is minimum extent
of flame wrinkling.

Wrinkled Flamelet Regime (Reo > 1, KaL < 1, u′
o/sL < 1): Since KaL < 1, the flame

thickness is much smaller than the Kolmogorov scale. As such, the fundamental flame
element retains the laminar flame structure within the turbulent flow field, hence the
name laminar flamelet. Since u′

o can be interpreted as the turnover velocity of the
large eddies, u′

o < sL implies that the flamelet surface is only slightly wrinkled as it
passes through these eddies (Figure 11.3.2a).

Corrugated Flamelet Regime (Re > 1, KaL < 1, u′
o/sL > 1): Since KaL < 1, the

flame element still retains its laminar flame structure. However, since u′
o > sL, the

flamelet becomes highly convoluted upon traversing the eddy (Figure 11.3.2b), with
the extent of distortion being of the same order as the size of the eddy and folding
of the flamelet is expected. The characteristic eddy size that separates the behaviors
of wrinkled and corrugated flames can be assessed by equating the turnover velocity
with the laminar flame speed. By calling this eddy size as the Gibson scale, �G, and
from the general relation (11.1.25), we have

�G

�o
≈

(
sL

u′
o

)3

. (11.3.6)

It is reasonable to expect that folding of the flamelet can lead to pockets of un-
burned and burned mixtures. The unburned pocket will burn out by itself as the
enclosing flame propagates inward, provided it does not extinguish due to curvature-
induced stretch effects. The burned pocket, however, will grow as the enclosing flame
propagates outward. Such a growth will be limited by the continuous interaction with



P1: JZP
0521870526c11 CUFX045/Law Printer: cupusbw 0 521 87052 6 July 21, 2006 8:55

11.3. Premixed Turbulent Combustion 499

eddies of size �G, indicating that there is a preference for the formation of burned
pockets of size �G.

Reaction-Sheet Regime (Reo > 1, KaL > 1, KaR < 1): The lower boundary of this
regime, KaL = 1, implies �K ≈ �L from Eq. (11.3.3). Thus in this regime, although
the flame still behaves as a flamelet for the large eddies, the smaller eddies can now
penetrate into the preheat zone of the flame structure and thereby enhance the heat
and mass transfer rates. The flame is broadened as a consequence (Figure 11.3.2c).
The reaction sheet, being thinner than the Kolmogorov scale, �o

R < �K, is however
only wrinkled, with its structure unaffected by the eddy motion.

Well-Stirred Reactor Regime (Reo > 1, KaR > 1): In this regime the Kolmogorov
eddies are smaller than the reaction zone thickness and as such can penetrate into
the reaction zone structure. This facilitates diffusion, and, hence, heat transfer rate
to the preheat zone, leading to a precipitous drop in the flame temperature and
consequently extinction of the flame. The entire flow now behaves like a well-stirred
reactor, without any distinct local structure.

The above classification of regimes of combustion modes is based mostly on com-
parison of characteristic length and time scales. The boundaries, however, can be
significantly modified by considering additional physics. For example, the discus-
sion on wrinkling and corrugation was conducted without considering the significant
change in density across the flame. In reality, since the normal flow velocity is greatly
increased due to thermal expansion, while the tangential velocity is continuous across
the flame, the original vortex structure can be substantially modified downstream of
the flame. Thus the efficiency of rolling up a flame by a vortex could be smaller than
anticipated.

The impingement of a vortex on a flamelet represents a disturbance to the flamelet,
no matter how weak is the vortex. Such a disturbance could then lead to the devel-
opment of flamefront hydrodynamic and diffusional-thermal instabilities. For the
latter, flame wrinkling can be either facilitated or retarded depending on the mixture
Lewis number. Furthermore, since triggering of the diffusional-thermal instability,
and the eventual establishment of both the hydrodynamic and diffusional cells, are
length-scale dependent, the propensity to develop wrinkles also depends on the char-
acteristic sizes of the eddies.

The discussion has also assumed that the flamelet is stationary, being passively
distorted by the vortex. However, as we have learned from our studies on stretched
flames in Chapter 10, a freely propagating flame adjusts its location in response to the
upstream motion and therefore would resist wrinkling and possibly also extinction.
Furthermore, it has been demonstrated that rapid fluctuations in the upstream motion
reduces the sensitivity of the flame response, including extinction.

In view of these considerations, the various boundaries shown in Figure 11.3.1,
except that of Reo = 1, should be viewed as only tentative, pending further study. We
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mention in passing that a plot similar to that of Figure 11.3.1, but in slightly different
coordinates, was first proposed by Borghi (1988), and is known as the Borghi diagram.

11.3.2. Turbulent Burning Velocities
Similar to the interest in the determination of laminar burning velocities for pre-
mixed flames propagation in laminar flows, there is both fundamental and practical
interest to describe and determine the corresponding turbulent burning velocities in
turbulent flows. The problem, however, is far more complex and less well defined in
that while the laminar burning velocity is strictly a function of the diffusive–reactive
properties of the mixture, the turbulent burning velocity in addition also depends on
the turbulence characteristics of the flow as well as their coupling with the subsequent
combustion processes occurring within the flame.

Experimental determination of turbulent burning velocities have adopted four
major techniques, namely the Bunsen flame, the rod-stabilized flame, the stagnation
or counterflow flame, and the expanding spherical flame. The first three methods
involve stationary flames, with turbulence generated upstream by the use of screens,
grids, or perforated plates. For the Bunsen and rod-stabilized flames, the turbulence
decays as the flow approaches the flame and the true “upstream” turbulence intensity
needs to be specified. For the stagnation flow, the adverse pressure gradient in the
streamwise direction tends to retard the decay such that with judicious selection
of a global strain rate, fairly constant turbulence intensity can be maintained. For
the rod-stabilized flame, additional turbulence can also be generated in the form
of the vortices produced as the flow passes over the rod. Because of the globally
stationary nature of these three flames, these are also the configurations through
which the turbulent flame structure is measured and studied. For the expanding
spherical flame, turbulence is generated by several fans oppositely located within the
combustion bomb.

Figure 11.3.3 (Kobayashi et al. 1996) shows typical data of the measured turbulent
burning velocity, sT/sL, as a function of u′

o/sL for constant pressure. It is seen that,
with increasing turbulence intensity, sT/sL monotonically increases with increasing
turbulence intensity, though with a gradually decreasing slope. This is known as the
bending effect.

Various expressions have been derived and proposed for the turbulent burning
velocity, mostly phenomenological in nature. We discuss in the following some of
these expressions.

11.3.2.1. Reaction Sheet versus Flamelet Descriptions: Damköhler first recognized
that, depending on whether the turbulence scale is smaller or larger than the laminar
flame thickness, the turbulent flame propagation modes are fundamentally differ-
ent, as are the situations corresponding to the reaction sheet and wrinkled flamelet
regimes. Specifically, when the turbulence scale is smaller than the laminar flame
thickness, the turbulent eddies simply modify the transport process between the
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Figure 11.3.3. Experimental turbulent burning velocity as function of turbulence intensity and pres-
sure, for φ = 0.9 methane–air mixtures (Kobayashi et al. 1996).

reaction sheet and the unburned gas. Thus analogous to the laminar flame result of
sL ∼ D1/2, we can express the turbulent burning velocity as

sT ∼
√

DT, (11.3.7)

where D and DT are the molecular and turbulent diffusivities respectively. Conse-
quently,

sT

sL
=

√
DT

D
. (11.3.8)

Furthermore, since DT ∼ νT ∼ u′
o�o, while D ∼ ν, we have

sT

sL
=

√
u′

o�o

ν
=

√
Reo. (11.3.9)

When the turbulence scale is larger than the flame thickness, we are in the laminar
flamelet regime. Wrinkling of the flame increases its surface area, and hence its total
burning rate, such that a turbulent burning velocity can be defined according to
(Figure 11.3.4)

sT A= sLAT, or
sT

sL
= AT

A
, (11.3.10)

where AT is the total surface area of the wrinkled laminar flame and A the area of
the approach flow. Thus the determination of sT is reduced to an evaluation of the
area ratio AT/A. The following descriptions are all based on this concept, which was
first discussed in Section 10.2.3.
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sT

u = u+u

AT

sL

A
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Figure 11.3.4. Definition of the turbulent burning velocity for wrinkled flamelets (Peters 2000).

11.3.2.2. Vector Description: In Section 10.2.3 we used the G-equation to show the
dependence of the burning rate on the extent of wrinkling, Eq. (10.2.23), for flames
that are not folded. To relate the flame geometry to the flow dynamics, from the flame
geometry triangle in Figure 11.3.5 we have

sT

sL
= AT

A
=

√
δx2 + δy2

δx
=

√
1 +

(
δy
δx

)2

=
√

1 + tan2 θ. (11.3.11)

For the triangle on flow dynamics, the velocity component normal to the flame surface
is sL while that tangential to it is u′

o, which represents the influence of stretch exerted
by the turbulent eddy along the flame surface. Thus

tan θ = u′
o

sL
, (11.3.12)

which, when inserted into Eq. (11.3.11), yields

sT

sL
=

√
1 +

(
u′

o

sL

)2

. (11.3.13)

A
T , u

o

δ y

sL

sT

δx
, A θ

θ

sT

′

Figure 11.3.5. Vector diagram showing the triangle derivation of the turbulent burning velocity
(Williams 1985).
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In the limits of weak and strong turbulence, Eq. (11.3.13) respectively becomes

sT

sL
≈ 1 + 1

2

(
u′

o

sL

)2

, for u′
o/sL 	 1, (11.3.14)

sT

sL
≈ u′

o

sL
, for u′

o/sL � 1, (11.3.15)

which show quadratic and linear variations respectively. In particular, in the strong
turbulence limit Eq. (11.3.15) is simply

sT ≈ u′
o, (11.3.16)

which shows that the laminar flamelet loses its influence in that the flame surface is
passively convected by the turbulent eddies. The turbulent burning rate is then just
given by the turbulence intensity. This linear behavior at high turbulence intensities,
however, is contrary to the observed bending effect shown in Figure 11.3.3.

Other derivations based on the representation of the various velocity vectors
through the triangle relation have been developed, resulting in expressions similar
to those identified above.

11.3.2.3. Fractal Description: The simple, triangle description allows only one scale
of wrinkling. Since turbulence has a cascade of scales, it is reasonable to expect that
surface wrinkling should also exhibit a range of scales. To determine the area of the
rough surface of a wrinkled flame, the concept of statistical geometry known as frac-
tals has been applied (Gouldin 1987). Fractals are geometrical objects such as curves,
surfaces, volumes, and higher-dimensional bodies that have rugged boundaries and
obey certain self-similarity behavior. To appreciate the concept of ruggedness, let us
consider the following example.

The circumference of a circle can be determined by first inscribing a polygon of N
sides within it and then summing over the length γ of the N sides. As we decrease
the measuring length γ and, hence, increase N, the circumference of the polygon
becomes closer to that of the circle and eventually approaches it, which has a finite
value. The circle is therefore a smooth object. However, for a rugged boundary, such
a limit is never approached because no matter how small γ is, there is always a
ruggedness whose length is smaller. In fact, as γ → 0, the length of the boundary
approaches infinity.

For ruggedness that exhibits similarity with the measuring scale γ , the degree of
ruggedness can be quantified by a fractal dimension, D, defined as

Nγ D = 1, (11.3.17)

where N is the number of units in the measurement. Thus if we apply Eq. (11.3.17)
to the nonfractal objects of a straight line, a square, and a cube, all with sides of unit
length, and if we use γ = 1/n as our measuring scale, then N = n, n2 and n3 for the
straight line, square, and cube. These objects would respectively have dimensions of
D = 1, 2, and 3, thereby satisfying Eq. (11.3.17). It is therefore reasonable to define
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Figure 11.3.6. Self-similar representation of a fractal surface.

the dimension of a fractal object by a noninteger D, as the power of γ through
Eq. (11.3.17), given by

D = − log N
log γ

. (11.3.18)

Thus if the object is indeed a fractal, and hence exhibits self-similarity, a plot of log N
versus log γ should yield a straight line, with its slope being −D.

The area of a wrinkled surface is therefore the sum of N units, each of which has
an area of γ 2, as

A∼ Nγ 2 ∼ γ 2−D, (11.3.19)

where (11.3.17) has been used. This relation is shown in Figure 11.3.6. Since the
minimum dimension of a wrinkled surface is 2 when the surface is not rugged, and the
maximum dimension is 3 when the surface fully fills a volume, the fractal dimension
of a wrinkled surface should be between 2 and 3. By the same reasoning the length
of a fractal line is ∼ γ 1−D, with a fractal dimension between 1 and 2.

The similarity behavior of a fractal phenomenon is expected to break down for
sufficiently large and small values of γ , called the outer and inner cutoffs, γouter and
γinner, respectively (Figure 11.3.6). For a turbulent flow it is reasonable to identify
these two cutoffs as the integral and Kolmogorov scales, respectively. By further
associating the integral scale eddies with the cross-sectional area of the turbulent
flow, A, and the Kolmogorov scale eddies with the flame surface area AT , we have

sT

sL
= AT

A
=

(
γinner

γouter

)(2−D)

=
(

�K

�o

)(2−D)

. (11.3.20)

Using Eq. (11.1.23) which relates �o/�K to Reo, we obtain

sT

sL
= Re3(D−2)/4

o . (11.3.21)

Further studies (Peters 1986; Kerstein 1988a) have suggested that the inner cutoff
should be the Gibson scale at which the connected laminar flame structure could
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be destroyed through flame corrugation and local extinction. Using �G as γinner in
Eq. (11.3.20) and Eq. (11.3.6), we have

sT

sL
=

(
�o

�G

)(D−2)

=
(

u′
o

sL

)3(D−2)

, (11.3.22)

which exhibits dependence on the laminar burning velocity.
Measurements of turbulent flows and turbulent flames have shown that D varies

between 2.31 and 2.36. Using these values in Eq. (11.3.22) shows that the exponent
3(D − 2) ≈ 1 such that sT ≈ u′

o, the high turbulent intensity limit of the vector de-
scription given by Eq. (11.3.16).

11.3.2.4. Dynamic Evolution Description: In this formulation we consider the evolu-
tion of a flame surface as it is entrained by a turbulent flow. The surface will have
its area stretched as it moves through the flow. Thus in the Lagrangian frame, the
evolution of the flame surface area Acan be described by the turbulent analogue of
the laminar flame stretch equation (10.2.25),

1
A

dA
dt

= κT, (11.3.23)

where κT is the characteristic turbulent strain rate. Integrating Eq. (11.3.23) from
t = 0 to τT for A(0) to A(τT) as the flame traverses the turbulent flow, we have

A(τ )
A(0)

= eκTτT . (11.3.24)

Identifying the turbulent stretch rate with the turnover time of an integral eddy,
we have κT ∼ u′

o/�o. Furthermore, the turbulent flame time is τT ∼ νT/s2
T ∼ u′

o�o/s2
T .

Substituting these relations into Eq. (11.3.24), and using the definition sT A(0) =
sLA(τT), we obtain

sT

sL
= A(τT)

A(0)
= exp[(u′

o/sT)2]

= exp[(u′
o/sL)2/(sT/sL)2], (11.3.25)

which can be alternately expressed as
(

sT

sL

)2

ln
(

sT

sL

)2

= 2
(

u′
o

sL

)2

. (11.3.26)

Equation (11.3.26) shows the proper bending behavior as u′
o/sL increases. A similar

approach was developed by Kerstein (1988b), assuming an exponential growth of
the flame surface. Also note the similarity of the functional form of Eq. (11.3.26) to
Eqs. (8.4.9) and (10.4.28) for loss- and stretch-affected sL, although the forcing term
on the RHS of Eq. (11.3.26) is always positive.

11.3.2.5. Renormalization Theories: Recognizing that processes occurring in turbu-
lent flows involve wide spectra of spatial-temporal scales, renormalization methods
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Figure 11.3.7. Concept of cascade renormalization theory used in deriving the turbulent burning
velocity through successive averaging of flame wrinkles of progressively larger scales (Sivashinsky
1988).

have been applied to the evaluation of various turbulent properties such as the
turbulent transport coefficients. The basic concept is the successive averaging over
gradually increasing scales. Sivashinsky (1988), following Yakhot (1988), developed
a cascade renormalization theory of turbulent burning velocities. In this approach,
the continuous spectrum of a turbulent flow is first replaced by a cascade of eddies of
widely separated scales. The relations obtained for these eddies are then extrapolated
to the original continuous system. Figure 11.3.7 shows a conceptual representation
of the successive averaging over flame wrinkles of progressively larger scales, lead-
ing to the derivation of a turbulent burning velocity at each scale of averaging until
wrinkles of all scales are averaged with the corresponding identification of the final,
global turbulent burning velocity.

It is rather interesting that the renormalization theories of both Yakhot (1988)
and Sivashinsky (1988) yield an expression for the turbulent burning velocity that is
the same as Eq. (11.3.26). Kerstein (1988b) provided some heuristic arguments that
relate the concepts of the two approaches.

11.3.3. Flamelet Modeling
We shall demonstrate some useful concepts in the flamelet modeling of premixed
turbulent flames through the Bray–Moss–Libby (BML) theory (Bray 1980), which
is perhaps the first rational formulation of such an endeavor. The model basically
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Figure 11.3.8. The probability density function of the progress variable P(c; x, t) (Bray 1980).

tracks the statistics of a progress variable c for a global reaction, with c(x, t) being
the fraction of the products generated at x and time t ,

c = YP

YP,b
, (11.3.27)

as already defined in Eq. (5.4.55), where YP,b is the mass fraction of the product. Thus
in terms of c, we have

T
Tu

= 1 + q̂cc, (11.3.28)

ρ

ρu
= Tu

T
= 1

1 + q̂cc
, (11.3.29)

where q̂c = (qcYu)/(cpTu) = (1 − α)/α, and α = ρb/ρu.
Consider closure of the first moment equation for c, which is simply Eq. (11.2.9),

with Ỹ replaced by c̃, and with YP,b absorbed in w̄,

ρ̄
∂ c̃
∂t

+ ρ̄ũα

∂ c̃
∂xα

= − ∂

∂xα

(
ρ̄ũ′′

αc′′) + w̄, (11.3.30)

where we have neglected the molecular diffusion term. We aim to express ρ̄, ũα , the
Reynolds flux ũ′′

αc′′, and the average reaction rate w̄ in terms of c̃.
We first note that by averaging Eq. (11.3.29) in the form (ρ/ρu)(1 + q̂cc) = 1, say

through the use of a pdf, P(c; x, t), we readily obtain an explicit expression for ρ̄ as

ρ̄

ρu
= 1

1 + q̂cc̃
. (11.3.31)

The basic premise of the BML model is that in a premixed turbulent flame the
product exists in one of three states: a completely unreacted state with c ≡ 0, a
completely reacted state with c ≡ 1, and an intermediate state with various extents
of reactedness. Thus the probability of finding the product at (x, t) is described by a
pdf (Figure 11.3.8),

P(c; x, t) = α(x, t)δ(c) + β(x, t)δ(1 − c) + γ (x, t) f (c; x, t), (11.3.32)
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where α(x, t) and β(x, t) are respectively the strengths of the delta functions δ(c)
and δ(1 − c), and f (c; x, t) is the distribution of c in the reacting state. The function
α(x, t) is to be distinguished from the thermal expansion parameter α = ρb/ρu and
the summation index α. From the normalization requirement of

∫ 1
0 f (c; x, t)dc ≡ 1,

we have

α(x, t) + β(x, t) + γ (x, t) = 1. (11.3.33)

If we now assume that the flame is very thin, then the probability of finding c
in the states of either 0 or 1 is much greater than the states in between. Thus in
the flamelet regime γ (x, t) is much smaller than α(x, t) and β(x, t), which are O(1)
quantities. Consequently we expect that the thermodynamic aspects of the flow are
mainly affected by α(x, t) and β(x, t), while the average reaction rate, w̄, is solely
controlled by γ (x, t) f (c; x, t) because w vanishes for c = 0 and 1.

Thus by assuming γ 	 1, the complete statistical description of c can be de-
termined. For example, by evaluating the relation ρ̄c̃ = ∫ 1

0 ρcP(c; x, t)dc using
Eq. (11.3.32), we have

α(x, t) = 1 − c̃
1 + q̂cc̃

, β(x, t) = (1 + q̂c)c̃
1 + q̂cc̃

. (11.3.34)

Other correlations involving c̃ can be similarly derived, such as

c̃ = β(x, t), c̃′′2 = c̃(1 − c̃), c̃′′3 = c̃(1 − c̃)(1 − 2c̃). (11.3.35)

To derive expressions for the averaged quantities of the turbulent fluxes, we utilize
the joint pdf of c and any velocity component, say u, as

P(u, c; x, t) = α(x, t)δ(c)P(u, 0; x, t) + β(x, t)δ(1 − c)P(u, 1; x, t)

+ γ (x, t)P(u, c; x, t), (11.3.36)

where P(u, 0; x, t) and P(u, 1; x, t) are the conditional pdfs representing the distri-
bution of u within the reactants and products respectively. Using P(u, c; x, t) with
γ = 0, we have

ũ(x, t) = (1 − c̃)ūu(x, t) + c̃ūb(x, t), (11.3.37)

ũ′′c′′ = ρ(u − ũ)(c − c̃)
ρ̄

= c̃(1 − c̃)(ūb − ūu). (11.3.38)

Equation (11.3.38) reveals an interesting property of the turbulent transport. That
is, in a globally steady, planar turbulent flame, due to thermal expansion the mean
velocity increases from ūu to ūb as c increases from 0 to 1. Consequently ũ′′c′′ > 0.
This, however, contradicts the notion of gradient transport,

ũ′′c′′ = −DT
∂ c̃′′

∂x
< 0, (11.3.39)
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because ∂ c̃′′/∂x > 0. This phenomenon, called counter-gradient diffusion (Libby
& Bray 1981), has been confirmed by extensive computational and experimental
studies.

Equations (11.3.31), (11.3.37), and (11.3.38) provide the expressions for ρ̄, ũ, and
ũ′′c′′ in terms of c̃ needed for the transport aspects of Eq. (11.3.30). Evaluation of
the average reaction rate,

w̄(x) =
∫ 1

0
w(c; x, t)P(c; x, t)dc = γ (x, t)

∫ 1

0
w(c; x, t) f (c; x, t)dc, (11.3.40)

however, requires the specification of the distribution function f (c; x, t) and there-
fore is subjected to the uncertainty of modeling (Bray 1980). Alternatively, w̄ can
be evaluated based on the notions of flame surface density and flame crossing. For
example, the flame surface density expression, Eq. (11.2.44), can be expressed as

w̄ = ρusLIo�, (11.3.41)

where Io describes the effect of stretch on the laminar flame speed sL, and � is to be
modeled. In terms of flamelet crossing, we can write

w̄ = ρusLIo
c̃′′2

�crossing
= ρusLIo

c̃(1 − c̃)
�crossing

, (11.3.42)

where we have used Eq. (11.3.35), and �crossing is the characteristic length scale of
either a laminar flame or isolated pockets of reactants and products. Phenomenolog-
ically, the factor c̃(1 − c̃) represents the probability of detecting a flame crossing and
sLIo/�crossing is the frequency of such crossings.

11.4. NONPREMIXED TURBULENT COMBUSTION

11.4.1. Regimes of Combustion Modes
As in premixed combustion, we shall discuss various combustion modes in non-
premixed turbulent combustion. The essential description should still be based on
the characteristic time and length scales, although a nonpremixed flame does not
have a propagation velocity and thus identifying a relevant characteristic time scale
is not straightforward. Furthermore, the preheat zone of the nonpremixed flame
is purely determined by the convective–diffusive transport caused by the turbulent
flow field, and thus is little affected by the chemical reaction. In terms of the mixture
fraction variable discussed in Chapters 5, 6, and 9, the transport layer thickness is
expressed as

�L = 1
|∇Z|st

≈
√

ν

χst
, (11.4.1)
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where χst = 2ν|∇Z|2st is the scalar dissipation rate, defined in Eq. (9.4.15), evaluated
at the stoichiometric mixture fraction. Here we omit the factor 2 in the conversion
for convenience. The characteristic time scale for transport is then given by

τL = �2
L

ν
= 1

χst
. (11.4.2)

The other characteristic time scale is that of the chemical reaction, denoted as τc.
In contrast to the premixed flame where the balance between reaction and transport
has to be made under all conditions, for nonpremixed combustion τL and τc do not
have to be the same. In fact, the flame Damköhler number,

DaL = τL

τc
= 1

χstτc
, (11.4.3)

is an important parameter that represents the relative chemical strength of the flame.
If DaL ≈ 1, then the residence time within the reaction zone is not long enough to
sustain combustion, and thus the flame is prone to extinction.

The above scaling argument can be approximately extended to turbulent com-
bustion. In the spectrum of turbulent eddies, we expect that the Kolmogorov eddies
have the shortest turnover time and are most effective in the transport process in the
preheat zone (Poinsot & Veynante 2005). Therefore,

�L ≈ �K, (11.4.4)

τL ≈ τK, (11.4.5)

and we can derive the relation between Dao and Reo as

Dao = τo

τc
= τo

τK

τK

τc
≈ τo

τK

τL

τc
=

√
ReoDaL. (11.4.6)

If DaL < 1, then some reaction zones will be extinguished by the large scalar
dissipation rate induced by the smaller eddies near the Kolmogorov scale. Therefore,
DaL = 1 sets the boundary between the reaction sheet regime and the broken sheet
regime. Hence,

Dao =
√

Reo (11.4.7)

determines the criterion for the reaction sheet limit. This is shown in Figure 11.4.1.
As in Figure 11.3.1, for Reo < 1 molecular diffusion dominates over the effect of tur-
bulent eddies such that laminar flames are formed. For the weaker chemical reaction
case of Dao < 1, eddies at all scales can cause a sufficient amount of scalar dissipation
to induce flame quenching, and thus no reaction sheet is expected throughout the
entire combustion process. This can be referred to as the distributed reaction regime.

As in the premixed combustion case, caution is needed when referring to the
regime diagram because boundaries can be modified by considering density change
and transient effects.
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Figure 11.4.1. Regime diagram for nonpremixed turbulent combustion.

11.4.2. Mixture Fraction Modeling
This approach was originally formulated by Bilger (1980). There are basically three
components in the formulation. The first component recognizes that description of
nonpremixed flames can be facilitated through the canonical description based on
the mixture fraction, Z. Specifically, when the diffusivities of all reaction scalars are
the same, all conserved scalars including those of the total (chemical plus thermal)
enthalpy and the element mass fractions are linear functions of Z. Consequently,
if reaction rates are sufficiently rapid such that chemical equilibrium is maintained
everywhere, then the local, instantaneous values of all state variables can be deter-
mined once we are given the local, instantaneous mixture fraction and, hence, the
corresponding pressure, enthalpy, and element mass fractions.

The second component of the formulation is the determination of the statis-
tical averages of these state variables. This is accomplished through the use of
a pdf for Z, P(Z), such that, for example, the average density is given by ρ̄ =∫ 1

0 ρ(Z; x, t)P(Z; x, t)dZ.
There are two approaches to determine P(Z; x, t). The first is to solve for P dif-

ferentially, through the probability density function approach of Section 11.2.4. This,
however, suffers from uncertainties in the closure approximation as well as exten-
sive computation time. The second approach, which appears to be more fruitful, is to
assign a general class of shapes for the pdf, characterized by a minimum number of
parameters. These parameters are then determined by taking appropriate moments
of Z.

Figure 11.4.2 shows sketches of the anticipated shapes of the pdf for various types
of flows (Bilger 1980). Of particular interest is the delta-function-like behavior at the
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Figure 11.4.2. Probability density function forms for a conserved scalar in various types of flows
(Bilger 1980).

edges of mixing layers, jets, and wakes because of intermittency, which is an inherent
feature of nonpremixed flows. The function, which offers sufficient flexibility in shape
while being characterized by only a small number of parameters, is the beta function,
given by

P̃(Z; x, t) = Za−1(1 − Z)b−1 �(a + b)
�(a)�(b)

, (11.4.8)

where a and b are nonnegative constants and � is the gamma function. Note that
P̃(Z; x, t) in Eq. (11.4.8) is Favre-designated, thereby indicating that the density
term associated in Favre averaging is implicitly absorbed in the function. P̃(Z; x, t)
has therefore been called the Favre pdf.

Using P̃(Z; x, t), it can then be readily shown that

a = Z̃c, b = (1 − Z)c, (11.4.9)
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Figure 11.4.3. Shapes of the beta-function pdf for different parameters Z̃ and c (Peters 2000).

where

c = Z̃(1 − Z̃)

Z̃′′2
− 1 ≥ 0, (11.4.10)

which is not to be confused with the progress variable studied in the last section.
Figure 11.4.3 plots this Favre pdf for various values of Z̃ and c. It is seen that the
distribution function approaches that of a Gaussian for large values of c and, hence,
small values of the variance Z̃′′2. Furthermore, a singularity is developed at Z̃ = 0
for a < 1 and at Z̃ = 1 for b < 1, thereby providing sufficient flexibility to describe
the intermittency behavior.

The third component of the formulation is the determination of Z̃′′ and Z̃′′2. Rec-
ognizing that the conservation equations for the mixture fraction is simply those for
the conserved scalars, as discussed in Chapter 5, the Favre-averaged equation for
Z is

ρ̄
∂ Z̃
∂t

+ ρ̄ũα

∂ Z̃
∂xα

= − ∂

∂xα

(
ρ̄ũ′′

α Z′′
)

, (11.4.11)

where we have again neglected the molecular diffusion term. To derive an equa-
tion for the Favre variance Z̃′′2, we multiply the equation for Z̃ by Z′′ and average,
yielding

ρ̄
∂ Z̃′′2

∂t
+ ρ̄ũα

∂ Z̃′′2

∂xα

= − ∂

∂xα

(
ρ̄ũ′′

α Z′′2
)

− 2ρ̄ũ′′
α Z′′ ∂ Z̃

∂xα

− 2ρD
∂ Z′′

∂xα

∂ Z′′

∂xα

. (11.4.12)

To effect closure of Eqs. (11.4.11) and (11.4.12), the Reynolds flux terms can be
simply modeled through gradient transport,

ũ′′
α Z′′ = −DT

∂ Z̃
∂xα

, (11.4.13)

ũ′′
α Z′′2 = −DT

∂ Z̃′′2

∂xα

. (11.4.14)
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The last term on the RHS of Eq. (11.4.12) is ρ̄χ̃ , where χ̃ is the Favre-averaged scalar
dissipation rate. It can be simply modeled as

χ̃ = Cχ

ε̃

k̃
Z̃′′2, (11.4.15)

where Cχ is a constant, and ε̃ and k̃ can be determined in the manner discussed
previously. The problem is completely defined at this stage.

PROBLEMS∗

1. Assume that experimental studies of turbulent-jet methane–air diffusion flames
have been performed under the following sets of conditions of jet exit diameter
D and average jet exit velocity U:

Experiment D (mm) U (m/s)
A 1 10
B 5 30
C 100 5

For each experiment, estimate at the duct exit and at the position of the maximum
average rate of heat release: (a) the turbulence Reynolds number based on the
integral scale, (b) the average rate of dissipation of turbulent kinetic energy,
(c) the Kolmogorov microscale, (d) the Taylor microscale, (e) the Kolmogorov
time, and (f) the time for convection of a fluid element over a Kolmogorov scale
in the laboratory frame.

2. For premixed turbulent combustion in a propane–air mixture at atmospheric
pressure and room temperature, having a laminar flame speed of 0.5 m/s, estimate
the regime of turbulent combustion (weak-turbulence, distributed-reaction,
etc.) for each of the following situations:

(a) The flame is stabilized just downstream from a grid having a mesh spacing
of 2 mm in a wind tunnel with an average velocity of 0.6 m/s at the grid.

(b) The flame is held in a burner duct of circular cross-section, 1 m in diameter,
by a transverse cylindrical rod 0.1 m in diameter, in a flow with an average
velocity of 50 m/s.

(c) The flame is propagating through a cloud 10 m high in the open atmosphere,
horizontally, with an ambient wind of 5 m/s.

(d) Combustion occurs in a spherical chamber 0.1 m in diameter having many
inlet jets 2 mm in diameter with jet velocities of 100 m/s.

3. Estimate the fraction of material mixed to molecular scales for an unignited
ethylene jet in air at an axial distance of 0.2 m from the jet exit if the exit
diameter is 5 mm and the exit velocity is 50 m/s.

∗ Problems 1–5 are courtesy of F. A. Williams.
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4. For a methane–air diffusion flame at normal atmospheric pressure, with re-
actants initially at 300 K, calculate the average temperature at a point in the
turbulent flame brush where the probability density function for the mixture
fraction is P(Z) = 6Z(1 − Z), assuming the limit of large Damköhler number.

5. Show that the beta-function probability-density function

P(Z) = �(a + b)
�(a)�(b)

Za−1(1 − Z)b−1

approaches a Gaussian in the limit of large values of a and b for very small
fluctuations Z′ = Z − Z̄ about the mean value Z̄.

6. Derive the various relations in Eqs. (11.3.34), (11.3.35), and (11.3.38).
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In many practical situations of interest to combustion, high-speed gas flow prevails.
Examples are flame stabilization by bluff bodies within the combustion chamber of
a gas turbine, accidental or intentional explosion of a combustible by a hot metal
particle or projectile, thermal protection of reentry vehicles by ablative heat shields,
and the burning of solid and liquid surfaces in an oxidizing gas stream.

When such a high-speed flow is adjacent to either a solid surface or another flow
with slower velocity, a transition region exists. Across this region, the flow velocity,
and possibly also temperature and concentration, will change from their respective
freestream values to either satisfy the boundary conditions required at the solid
surface or approach the freestream values of the slower flow. For fluids with small
viscosity µ, the transition region is thin and the normal gradient across it, ∂u/∂y,
is large such that despite the small µ, the shear stress, τ = µ∂u/∂y, may assume
large values. Thus if the characteristic dimensions over which properties change
appreciably in the x- and y-directions are � and δ respectively, then the existence of
a boundary layer is implied by the condition δ/� � 1. Furthermore, since for gases
the diffusive transport processes of heat, mass, and momentum occur at comparable
rates, we expect that the boundary-layer thicknesses for these three processes also
should not differ too much from each other. Finally, since it is within the boundary
layer where significant changes in the flow properties occur, it is reasonable to expect
that rapid variation in the chemical reaction rates, for example, those responsible for
the abrupt occurrence of ignition, will also take place within the boundary layer
rather than outside of it.

Compared to some of the simpler, one-dimensional problems we have studied,
analysis of chemically reacting boundary layers offers two additional complexities.
The first problem is the need to analyze momentum transport in addition to the
transport of heat and mass. The second is that boundary-layer flows are at least two
dimensional because the dominant diffusive transport is normal to the main flow, and
are therefore governed by parabolic partial differential equations. Thus one major
activity with boundary-layer research is to seek similarity solutions such that instead
of depending on, say, both the x- and y-coordinates, the flow of interest varies with

516
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Figure 12.1.1. Various types of boundary- and mixing-layer flows.

only a scaled coordinate, say η = η(x, y), which depends on both x and y. If such a
solution exists, then the flow is governed by ordinary differential equations whose
solutions are much simpler. Physically, the existence of a similarity solution implies
that the variations of the flow properties in the x- and y-directions scale with each
other in a definite relation given by η. Indeed, for boundary-layer flows without
chemical reactions, many similarity solutions have been found. The requirement for
similarity, however, is more stringent for chemically reacting boundary-layer flows,
as will be shown later.

In this chapter, we shall restrict our discussion to steady, two-dimensional bound-
ary layers; some of the examples are shown in Figure 12.1.1. The main purpose here
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is to demonstrate the general properties of chemically reacting boundary-layer flows
and the analytical techniques developed in tackling them. We shall first study sub-
sonic, forced convection flows. For this, we first derive the governing equations and
address the question of similarity, in Section 12.1. We shall then present a number
of boundary-layer flows, each illustrating some aspects of the flow that are of fun-
damental and practical interest. The first example, discussed in Section 12.2, is the
flame-sheet nonpremixed burning of an ablating solid fuel in an oxidizing gas stream.
Here because of the absence of finite-rate reactions, the governing equations are es-
sentially those of the corresponding chemically inert case such that flow similarity is
preserved. The next three problems, presented in Section 12.3, all involve the igni-
tion of a premixed combustible. The first problem is in the stagnation flow against a
hot surface, for which similarity exists. The second and third problems are ignition
along a hot flat plate and by a parallel hot inert stream, for which similarity is weakly
violated. The degrees of deviation from similarity, however, are different for these
two cases.

In Section 12.4, we shall study boundary-layer flows involving jets, covering the
topics of flame heights and the phenomena of flame stabilization and blowout in
nonpremixed flows within the context of triple flames, first discussed in Sections 8.6.3
and 8.6.4.

Then, in Sections 12.5 and 12.6, we shall study two special kinds of boundary-layer
flows, namely supersonic flows for which the conversion of the kinetic energy of the
freestream to the thermal energy in the boundary layer, through viscous slowdown
of the flow, can substantially affect the combustion process, and natural convection
flows for which the boundary layer is generated through the temperature difference
in the fluid medium in the presence of a body force such as gravity.

There is an extensive literature on boundary-layer theory, particularly those by
Schlichting et al. (1999) for a comprehensive treatment of nonreactive boundary
layers; Stewartson (1964) for compressible flows; Dorrance (1962) and Hayes and
Probstein (1959) for supersonic flows; and Chung (1965) and Williams (1985) for
chemically reacting flows.

12.1. CONSIDERATIONS OF STEADY TWO-DIMENSIONAL
BOUNDARY-LAYER FLOWS

12.1.1. Governing Equations
A steady two-dimensional boundary-layer flow is shown schematically in Fig-
ure 12.1.2. The continuity equation and the conservation equations for momentum,
energy, and species are respectively given by (Williams 1985):

Continuity:

∂(ρu)
∂x

+ ∂(ρv)
∂y

= 0 (12.1.1)
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Figure 12.1.2. General representation of a forced-convection two-dimensional boundary-layer flow
(Williams 1985).

x-Momentum:

u
∂u
∂x

+ v
∂u
∂y︸ ︷︷ ︸

(U2∞/�)

= 1
ρ

{
− ∂

∂x

[
2
3
µ

(
∂u
∂x

+ ∂v

∂y

)]
+ ∂

∂x

(
2µ

∂u
∂x

)
+ ∂

∂y

(
µ

∂v

∂x

)}
︸ ︷︷ ︸

Re−1
� (U2∞/�)

+ 1
ρ

∂

∂y

(
µ

∂u
∂y

)
︸ ︷︷ ︸
Re−1

� (�/δ)2(U2∞/�)

− 1
ρ

∂p
∂x

(12.1.2)

y-Momentum:

u
∂v

∂x
+ v

∂v

∂y︸ ︷︷ ︸
(δ/�)(U2∞/�)

= 1
ρ

{
− ∂

∂y

[
2
3
µ

(
∂u
∂x

+ ∂v

∂y

)]
+ ∂

∂y

(
2µ

∂v

∂y

)
+ ∂

∂x

(
µ

∂u
∂y

)}
︸ ︷︷ ︸

Re−1
� (�/δ)(U2∞/�)

+ 1
ρ

∂

∂x

(
µ

∂v

∂x

)
︸ ︷︷ ︸
Re−1

� (δ/�)(U2∞/�)

− 1
ρ

∂p
∂y

(12.1.3)

Scalar Conservation:

u
∂(T̃, Ỹi )

∂x
+ v

∂(T̃, Ỹi )
∂y︸ ︷︷ ︸

(U∞/�)

= 1
ρ

∂

∂x

[
ρD

∂(T̃, Ỹi )
∂x

]
︸ ︷︷ ︸

Re−1
� (U∞/�)

+ 1
ρ

∂

∂y

[
ρD

∂(T̃, Ỹi )
∂y

]
︸ ︷︷ ︸

Re−1
� (�/δ)2(U∞/�)

+ 1
ρ

w(T̃,Ỹi ),

(12.1.4)

where w(T̃,Ỹi ) is the reaction rate pertinent to (T̃, Ỹi ), and we have assumed κ = 0
and Le = 1.
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To examine the relative magnitudes of the various terms in the above equations,
we first note that since

∂

∂x
∼ 1

�
and

∂

∂y
∼ 1

δ
, (12.1.5)

the continuity equation implies that

v ∼ u
δ

�
. (12.1.6)

Thus if we scale u, v, x, y, ρ, and µ by U∞, U∞(δ/�), �, δ, ρ∞, and µ∞ respectively, then
the various terms in Eqs. (12.1.2)–(12.1.4) would have their respective magnitudes as
indicated, where Re� = ρ∞U∞�/µ∞ is the system Reynolds number and U∞ is some
reference freestream velocity. Let us now examine Eq. (12.1.2) for the x-momentum
in detail. Invoking the boundary-layer approximation

δ

�
� 1, (12.1.7)

it is seen that the term ρ−1∂(µ∂u/∂y)/∂y is larger than the rest of the viscous terms
by a factor (�/δ)2. Therefore all terms of the order Re−1

� (U∞/�) can be neglected.
Furthermore, since viscous effects must be important within the boundary layer, this
remaining viscous term must be of the same order as the convection term, implying
Re−1

� (�/δ)2 ∼ O(1), or

Re� ∼
(

�

δ

)2

� 1. (12.1.8)

Thus Re� � 1 is required for boundary-layer flows. No statement is made about the
pressure gradient term, which varies for different flows.

For the y-momentum conservation, we note that the term ρ−1∂(µ∂v/∂x)/∂x is
smaller than the rest of the viscous terms by a factor of Re�. Furthermore, the con-
vective terms and the remaining viscous terms in Eq. (12.1.3) are smaller than the
leading terms in Eq. (12.1.2) by a factor δ/�. This also holds for the pressure gradient
term, ∂p/∂y, because it must balance with the rest of the terms in Eq. (12.1.3). Thus
Eq. (12.1.3) can be neglected, implying that there is very small pressure variation
across the boundary layer.

Momentum conservation is therefore simplified to

ρu
∂u
∂x

+ ρv
∂u
∂y

− ∂

∂y

(
µ

∂u
∂y

)
= −∂p

∂x
. (12.1.9)

Since in the external flow

ρ∞U
dU
dx

= −dp
dx

, (12.1.10)

where U(x) is the external flow velocity, Eq. (12.1.9) can also be written as

ρu
∂u
∂x

+ ρv
∂u
∂y

− ∂

∂y

(
µ

∂u
∂y

)
= ρ∞U

dU
dx

. (12.1.11)
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Finally, for the scalar conservation, using Sc = µ/ρD ∼ 1, it is seen that the diffu-
sion term in the streamwise, x-direction can also be neglected.

Summarizing, the governing equations have now been simplified to the following:

Continuity:

∂(ρu)
∂x

+ ∂(ρv)
∂y

= 0 (12.1.1)

x-Momentum:

Lb(u) = ρ∞U(x)
dU(x)

dx
(12.1.12)

Energy:

Lb(T̃) = −wF (12.1.13)

Species:

Lb(Ỹi ) = wF , (12.1.14)

where the operator Lb(·) is

Lb(·) =
[
ρu

∂

∂x
+ ρv

∂

∂y
− ∂

∂y

(
µ

∂

∂y

)]
(·). (12.1.15)

It is noted that the transport operator, Lb(·), is the same for u, T̃, and Ỹi ; the only
differences in Eqs. (12.1.12)–(12.1.14) are the source terms. Furthermore, the pri-
mary consequence of the boundary-layer assumption is the neglect of the streamwise
diffusion terms. As such, the system is not capable of exhibiting any effect due to
streamwise diffusion, especially those associated with preheating of the mixture and
back diffusion of the radicals.

12.1.2. Transformation to Boundary-Layer Variables
Equations (12.1.1) and (12.1.12)–(12.1.14) show that the flow is described by a set
of coupled parabolic partial differential equations. It is useful to first investigate if a
similarity solution exists. To do so let us first transform the governing equations to
the conventional variable-density boundary-layer variables through the Howarth–
Dorodnitzyn transformation (Howarth 1938, 1948; Dorodnitzyn 1942).

By defining a stream function ψ(x, y) as

ρu = ∂ψ

∂y
and ρv = −∂ψ

∂x
, (12.1.16)

the continuity equation is automatically satisfied. Next define the streamwise and
transverse independent variables as

s = ρ∞µ∞
∫ x

0
U(x ′)dx ′ (12.1.17)
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η = U(x)√
2s

∫ y

0
ρ(x, y ′)dy ′, (12.1.18)

and a boundary-layer stream function f (s, η) as

f (s, η) = ψ(x, y)√
2s

. (12.1.19)

Note that ψ and s have the dimensions (g/cm-s) and (g/cm-s)2 respectively, while η

and f are nondimensional.
In terms of the above variables, we have

∂

∂x
= ∂s

∂x
∂

∂s
+ ∂η

∂x
∂

∂η
= ρ∞µ∞U

∂

∂s
+ ∂η

∂x
∂

∂η

∂

∂y
= ∂s

∂y
∂

∂s
+ ∂η

∂y
∂

∂η
= Uρ√

2s

∂

∂η
(12.1.20)

∂

∂y

(
µ

∂

∂y

)
= U2ρ

2s
∂

∂η

(
ρµ

∂

∂η

)
= ρ∞µ∞U2ρ

2s
∂2

∂η2
,

where we have made the Chapman–Rubesin assumption of ρµ = ρ∞µ∞ = constant,
which also implies ρ2 D= constant with the Sc = 1 assumption. Furthermore, since

ρu = ∂ψ

∂y
= Uρ

∂ f
∂η

(12.1.21)

ρv = −∂ψ

∂x
= −

(
∂s
∂x

∂

∂s
+ ∂η

∂x
∂

∂η

) √
2s f

= −ρ∞µ∞U√
2s

(
2s

∂ f
∂s

+ f
)

−
√

2s
∂η

∂x
∂ f
∂η

, (12.1.22)

the operator Lb(·) becomes

Lb ≡ ρu
∂

∂x
+ ρv

∂

∂y
− ∂

∂y

(
µ

∂

∂y

)

= Uρ
∂ f
∂η

(
ρ∞µ∞U

∂

∂s
+ ∂η

∂x
∂

∂η

)

−ρ∞µ∞U2ρ

2s

(
2s

∂ f
∂s

+ f
)

∂

∂η
− Uρ

∂ f
∂η

∂η

∂x
∂

∂η

−ρ∞µ∞U2ρ

2s
∂2

∂η2

= −ρ∞µ∞U2ρ

2s

(
∂2

∂η2
+ f

∂

∂η
+ 2s

∂ f
∂s

∂

∂η
− 2s

∂ f
∂η

∂

∂s

)
. (12.1.23)

Applying Eq. (12.1.23) to Eqs. (12.1.12) through (12.1.14) yields

∂2u
∂η2

+ f
∂u
∂η

+ 2s
∂ f
∂s

∂u
∂η

− 2s
∂ f
∂η

∂u
∂s

= −
(

2s
µ∞U

)
1
ρ

dU
dx

(12.1.24)
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∂2T̃
∂η2

+ f
∂ T̃
∂η

+ 2s
∂ f
∂s

∂ T̃
∂η

− 2s
∂ f
∂η

∂ T̃
∂s

=
(

2s
ρ∞µ∞U2

)
wF

ρ
(12.1.25)

∂2Ỹi

∂η2
+ f

∂Ỹi

∂η
+ 2s

∂ f
∂s

∂Ỹi

∂η
− 2s

∂ f
∂η

∂Ỹi

∂s
= −

(
2s

ρ∞µ∞U2

)
wF

ρ
. (12.1.26)

The momentum equation can be expressed in an alternate form by noting that
since u = U∂ f/∂η, we have from Eq. (12.1.12)

ρu
∂u
∂x

+ ρv
∂u
∂y

− ∂

∂y

(
µ

∂u
∂y

)

= U
[
ρu

∂

∂x
+ ρv

∂

∂y
− ∂

∂y

(
µ

∂

∂y

)]
∂ f
∂η

+ ρu
dU
dx

∂ f
∂η

= −ρ∞µ∞U3ρ

2s

(
∂3 f
∂η3

+ f
∂2 f
∂η2

+ 2s
∂ f
∂s

∂2 f
∂η2

− 2s
∂ f
∂η

∂2 f
∂s∂η

)

+ ρU
dU
dx

(
∂ f
∂η

)2

= ρ∞U
dU
dx

, (12.1.27)

which upon rearrangement yields

∂3 f
∂η3

+ f
∂2 f
∂η2

+ 2s
∂ f
∂s

∂2 f
∂η2

− 2s
∂ f
∂η

∂2 f
∂s∂η

= −
(

2s
ρ∞µ∞U2

) [
ρ∞
ρ

−
(

∂ f
∂η

)2
]

dU
dx

. (12.1.28)

Equations (12.1.24) or (12.1.28), together with (12.1.25) and (12.1.26) constitute
the final governing equations expressed in boundary-layer variables. The presence of
the density term, ρ∞/ρ, couples the energy and species equations to the momentum
equation, while variation of the flow field, described by the momentum equation,
influences energy and species transport through the stream function f .

The ρµ = constant assumption, or equivalently ρ2 D = constant assumption, is
a natural outcome in the boundary-layer similarity analysis, and is to be con-
trasted with the ρD = constant assumption associated with the one-dimensional
and quasi-one-dimensional flows studied earlier. Since the kinetic theory of gases
shows that D ∼ T α , with α = 1.5 for the hard-sphere model, ρ2 D = constant implies
a stronger temperature dependence of D while ρD = constant implies a weaker de-
pendence. Thus the adoption of either assumption is equally accurate, or equally
inaccurate. Therefore, caution should be exercised when comparing results obtained
with different assumptions.

12.1.3. Discussion on Similarity
The coefficients for the source terms involving wF and dU/dx in Eqs. (12.1.24) to
(12.1.28) depend explicitly on the streamwise variable s. This implies that the flow
variables should depend on both s and η, instead of on η alone, and hence are
intrinsically nonsimilar. Thus a minimum requirement for similarity is to suppress
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the s-dependence on the RHS of these equations representing the respective forcing
functions of the various transport processes. Several special situations exist for which
such a requirement can be met.

For a chemically inert flow, wF ≡ 0. Then a necessary condition for the flow to
be similar such that all properties vary only with η, that is, f = f (η), T̃ = T̃(η),
Ỹi = Ỹi (η), and so forth, is

2s
ρ∞µ∞U(x)2

dU(x)
dx

= constant (12.1.29)

in Eq. (12.1.28). If this were not so, then even if we try to force f = f (η) into
its LHS, an explicit dependence on s, or x, will still appear on the RHS, indicat-
ing the inconsistency of the similarity assumption. It can then be easily shown that
Eq. (12.1.29) is satisfied for flows described by

U(x) ∼ xm, (12.1.30)

where m is a constant. These are the Falkner–Skan flows.
The requirement of similarity for a chemically reacting flow, wF �= 0, is more strin-

gent in that not only Eq. (12.1.29) has to be satisfied, we require in addition that

2s
ρ∞µ∞U(x)2

= constant, (12.1.31)

such that there is also no explicit dependence on s on the RHS of Eqs. (12.1.25) and
(12.1.26). The only flow that simultaneously satisfies Eqs. (12.1.29) and (12.1.31) is
the stagnation flow given by

U(x) ∼ x. (12.1.32)

Thus expressing U(x) as

U(x) = ax, (12.1.33)

where a is the constant velocity gradient at the stagnation point, we have

2s
ρ∞µ∞U(x)2

= 1
a

. (12.1.34)

Consequently Eqs. (12.1.28), (12.1.25), and (12.1.26) are now ordinary differential
equations given by

d3 f
dη3

+ f
d2 f
dη2

= −
[

ρ∞
ρ

−
(

df
dη

)2
]

(12.1.35)

d2Ỹi

dη2
+ f

dỸi

dη
= −wF

aρ
(12.1.36)

d2T̃
dη2

+ f
dT̃
dη

= wF

aρ
. (12.1.37)
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It is also significant to note that since U ∼ x, Eq. (12.1.18) shows that η ∼ y. Conse-
quently f , Ỹi , and T all vary only with y, implying that isosurfaces of these quantities
are parallel to the stagnation surface.

Another possibility of simplification is to decouple the momentum equation from
the energy and species equations, and independently seek a similarity solution for f .
There are two ways to suppress the density term, ρ∞/ρ, which effects the coupling.
The first is to simply assume that density is constant such that

ρ∞
ρ

= 1. (12.1.38)

Then together with Eq. (12.1.30), or

U = axm, (12.1.39)

where a is now the proportionality constant, the momentum equation (12.1.28) in its
similarity form is

d3 f
dη3

+ f
d2 f
dη2

= − 2m
m + 1

[
1 −

(
df
dη

)2
]

. (12.1.40)

The second case is for dU/dx = 0, or

U(x) = constant. (12.1.41)

Then Eq. (12.1.28) in its similarity form is

d3 f
dη3

+ f
d2 f
dη2

= 0, (12.1.42)

while the density is still treated as varying. Equation (12.1.41) describes the flat-plate
and mixing-layer flows and Eq. (12.1.42) is the well-known Blasius equation.

The above decoupling also offers an additional observation. Since now f is similar,
the conserved scalar, βi = Ỹi + T̃, obtained by eliminating the reaction term from
Eqs. (12.1.25) and (12.1.26), may also be similar, being governed by

d2βi

dη2
+ f

dβi

dη
= 0, (12.1.43)

whose solution is

βi (η) = ci,1 + ci,2

∫ η
[

exp

(
−

∫ η ′

f (η ′ ′)dη ′ ′
)]

dη ′, (12.1.44)

where ci,1 and ci,2 are the integration constants. For the Blasius equation, the inte-
gration in Eq. (12.1.44) can be readily effected, yielding

βi (η) = ci,1 + ci,2
df
dη

, (12.1.45)

which shows that βi (η) varies linearly with the velocity df/dη. This linear relation be-
tween βi and df/dη can also be written, without derivation, by simply observing that
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Figure 12.2.1. Velocity and scalar profiles of a nonpremixed flame established within an ablating
flat-plate boundary-layer flow (Williams 1985).

they are governed by the same differential operators in Eqs. (12.1.42) and (12.1.43).
In fact, by observing from Eqs. (12.1.12) to (12.1.14) that

Lb(u) = 0 and Lb(βi ) = 0, (12.1.46)

we can readily write

βi (x, y) = ci,1 + ci,3u(x, y), (12.1.47)

which is simply Eq. (12.1.45). The existence of such a linear relation is the conse-
quences of the equal diffusivity assumption for mass, momentum and heat, and the
absence of inhomogeneous source/sink terms in the transport processes.

Therefore for both decoupled cases one can first solve for f (η) from Eqs. (12.1.40)
or (12.1.42), then βi (η) from Eq. (12.1.45), and finally T̃(s, η) from Eq. (12.1.25). The
solution procedure is greatly facilitated this way.

Finally, it should be cautioned that our discussion on similarity is based only on
the form of the differential equations. It is obvious that similarity also depends on
the boundary conditions that, in turn, depend on the particular physical situation
of interest. Therefore the influence of the boundary conditions on similarity should
be examined for each individual case studied. Obviously similarity would not exist
if a nonsimilar boundary condition is imposed, for example, an arbitrarily varying
surface temperature along a flat plate.

12.2. NONPREMIXED BURNING OF AN ABLATING SURFACE

Figure 12.2.1 illustrates the physical situation of interest (Emmons 1956). Here a
semi-infinite flat plate is placed parallel to a gaseous oxidizing stream with a uniform
velocity U(x) = U∞. The fuel plate gasifies and releases fuel vapor into the boundary-
layer where it reacts with the oxidizer, resulting in a nonpremixed flame. The practical
objective is to determine the burning rate of the fuel, the drag force acting on its
surface, and the flame temperature and location.
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We shall restrict our study to the reaction-sheet limit such that there is no leakage
of the reactants through the flame. This implies that the oxidizer concentration at the
plate surface is zero. Furthermore, because of the high thermal conductivity of the
condensed phase, we shall also assume that the surface temperature is a constant.
Since the reaction-sheet assumption implies that the flow is essentially inert, and
because of the constant boundary conditions for YO and T, the flow is self-similar.

Our previous discussion shows that for this flow the coupling function βi is linearly
related to the normalized velocity, f ′(η), as given by Eq. (12.1.45), where (·) ′ ≡ d/dη.
To evaluate the integration constants, we apply the following boundary conditions:

At η = 0: f ′(0) = 0, βO,s = T̃s, βF,s = ỸF,s + T̃s (12.2.1)

At η = ∞: f ′(∞) = 1, βO,∞ = ỸO,∞ + T̃∞, βF,∞ = T̃∞, (12.2.2)

where we have invoked the no-slip boundary condition at the surface.
Thus applying Eqs. (12.2.1) and (12.2.2) to Eq. (12.1.45), we have

ỸO + T̃ = T̃s + (ỸO,∞ + T̃∞ − T̃s) f ′ (12.2.3)

ỸF + T̃ = (ỸF,s + T̃s) + (−ỸF,s + T̃∞ − T̃s) f ′. (12.2.4)

Evaluating Eqs. (12.2.3) and (12.2.4) at the flame, where ỸO(η f ) = ỸF (η f ) = 0,
we can solve for the flame location and temperature as

f ′(η f ) = ỸF,s

ỸF,s + ỸO,∞
= �∗ (12.2.5)

(T̃ f − T̃s) = (ỸO,∞ + T̃∞ − T̃s)�∗, (12.2.6)

where �∗ = φ∗/(1 + φ∗) = Zf is simply the stoichiometric mixture fraction identified
in Section 5.5 and Chapter 6, and ỸF,s can be determined by using a surface gasifi-
cation law, such as the Clausius–Clapeyron relation, which depends on the surface
temperature. It is seen that the flame location η f is given implicitly by the function
f ′(η f ). Indeed, if f ′(η f ) were considered as the flame location in f ′(η) space, then
the result is identical to that of the chambered flame treated in Section 6.1.

All of the above results depend on f (η), which is to be determined from the Blasius
equation (12.1.42),

f ′ ′ ′ + f f ′ ′ = 0, (12.2.7)

subject to

f ′(0) = 0, f ′(∞) = 1, (12.2.8)

and a third boundary condition obtained from energy balance at the surface,(
λ

∂T
∂y

)
0

= (ρv)0qv, (12.2.9)

where qv is the heat of gasification per unit mass of fuel. If there is also heat transfer
either from the surface to the plate interior or through surface radiation, then a factor
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Figure 12.2.2. Solution for the nonpremixed burning of an ablating surface.

q� can be added to qv to represent the heat transfer per unit mass of fuel gasified.
Substituting Eqs. (12.1.22) and (12.2.3) into Eq. (12.2.9), and noting that ỸO ≡ 0 in
the inner region to the flame and T̃ = cpT/qc, we have

Bh,c f ′ ′(0) = − f (0), (12.2.10)

where

Bh,c = (T̃∞ − T̃s) + ỸO,∞
q̃v

(12.2.11)

is the heat-transfer number identified previously in Eq. (6.4.31) for the droplet com-
bustion problem. This illustrates the physical similarity between the two problems
and the fundamental significance of the heat transfer number.

With the additional boundary condition Eq. (12.2.10), Eq. (12.2.7) can be solved
by using Bh,c as a parameter. The numerical solutions of f (0) and f ′ ′(0) are shown
in Figure 12.2.2. It is seen that, with increasing Bh,c, the surface gasification rate
represented by − f (0) increases while the surface shear stress represented by f ′ ′(0)
decreases, which is physically reasonable.

A nondimensional local mass burning rate can be defined as

m̃ = m
ρ∞U∞

= (ρv)0

ρ∞U∞
= − f (0)√

2Rex
, (12.2.12)

where Rex = ρ∞U∞x/µ∞. Equation (12.2.12) shows that the local mass burning rate
varies with 1/

√
x. For a plate of length �, an average burning rate can be defined as

m̃av =
∫ �

0 m̃dx
∫ �

0 dx
= −

√
2/Re� f (0). (12.2.13)
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Similarly, a nondimensional local shear stress acting at the plate surface can be
defined as

τ̃s = τs

ρ∞U2∞/2
= (µ∂u/∂y)0

(ρ∞U2∞/2)
=

√
2/Rex f ′ ′(0), (12.2.14)

and an average shear stress as

τ̃s,av =
∫ �

0 τ̃sdx
∫ �

0 dx
= 2

√
2/Re� f ′ ′(0), (12.2.15)

which again indicates that τ̃s varies with x−1/2. Figure 12.2.2 shows that the viscous
drag on the plate can be significantly reduced with surface blowing due to the outward
mass transfer. In particular, the boundary layer can be blown off from the surface
with a sufficiently strong blowing, leading to the formation of a viscous, mixing layer
in the flow interior.

12.3. IGNITION OF A PREMIXED COMBUSTIBLE

In this section, we shall study the ignition of a cold combustible through boundary-
layer heat transfer under three different extents of flow nonsimilarity. The problem
is structurally analogous to that studied in Section 8.2 on the ignitability of a stagnant
combustible mixture by a hot surface, with the additional presence of a flow.

12.3.1. Ignition at the Stagnation Point
We are interested in the condition to achieve ignition by a cold premixed combustible
when it impinges onto a stagnation surface held at a constant temperature Ts (Law
1978a). The flow is self-similar and is governed by Eqs. (12.1.35) to (12.1.37).

Following the convection-free formulation of Section 8.2.5, we define

ξ = W(η)/W(∞), (12.3.1)

where

W(η) =
∫ η

0
exp

[
−

∫ η ′

0
f (η ′ ′)dη ′ ′

]
dη ′ (12.3.2)

such that Eqs. (12.1.36) and (12.1.37) are transformed to

d2T̃
dξ 2

= −d2Ỹi

dξ 2
= −

[
W(∞)
W ′(η)

]2
ρs

ρ
DaCỸOỸF e−T̃a/T̃, (12.3.3)

with DaC = BC/(ρsa). The boundary conditions are:

At surface: ξ = 0 (η = 0): T̃ = T̃s, dỸi/dξ = 0, (12.3.4)

At freestream: ξ = 1 (η = ∞): T̃ = T̃∞, Ỹi = Ỹi,∞. (12.3.5)

The transformed Eqs. (12.3.3) to (12.3.5) are basically the same as those for
the hot plate problem of Section 8.2, differing only in the preexponential terms.
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It is then obvious that, if we carry through the same derivation, the two problems can
be made identical if we define a reduced Damköhler number for the present flow

� = [W(∞)]2
(

2εDaC

β2

)
ỸO,∞ỸF,∞e−T̃a/T̃s , (12.3.6)

which is to be compared with Eq. (8.2.7), where β = T̃s − T̃∞ = O(1) and
ỸF,∞ ≡ 1.

Comparing Eqs. (8.2.7) and (12.3.6), and recognizing that λ/cp ∼ ρD = ρs Ds ,
it is seen that the two Damköhler numbers differ only by the factors �2

o/Ds in
Eq. (8.2.7) and [W(∞)]2/a in Eq. (12.3.6). Both these factors have the dimension of
time, representing the characteristic physical time of the flow in the outer, frozen,
region. When properly reduced by the multiplicative factor ε in the definition of 
,
they represent the physical time available for chemical reaction to take place in the
inner, reactive, region. For the hot plate case the factor (�2

o/Ds) clearly indicates the
diffusive nature of the flow, whereas for the stagnation flow the presence of the veloc-
ity gradient a through DaC shows that the characteristic physical time is based on the
intensity of the convection flow. However, since diffusion balances convection in the
outer region, the characteristic convection time is also indicative of the characteristic
diffusion time.

Having identified �, and drawing analogy with the relation (8.2.16), it can then be
stated that ignition at the stagnation point is possible if

� ≥ 1 (12.3.7)

is satisfied.
Finally, it may be noted that while apparently we have been able to identify the

ignition criterion without solving the momentum equation, the effect of the flow is
built into the factor

W(∞) =
∫ ∞

0
exp

[
−

∫ η

0
f (η ′)dη ′

]
dη.

Thus solution for f (η) from Eq. (12.1.35) is still needed. It can however be easily
shown that to the present degree of accuracy, W(∞) depends only on the frozen
solution through the factor (ρ∞/ρs), but not on the chemical reaction rate. Thus a
universal plot of W(∞) versus the temperature ratio (Ts/T∞) can be computationally
generated and used for all situations.

12.3.2. Ignition along a Flat Plate
In this problem (Law & Law 1979), we have a premixed combustible flowing over a
parallel hot flat plate held at a constant temperature Ts . It is of interest to determine
the minimum distance to achieve ignition.

Since the momentum equation is decoupled from the energy and species equations,
the stream function f (η) is just the well-known Blasius solution for the flat plate
boundary-layer flow, and therefore can be considered to be known.
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The individual variations of T̃ and Ỹi are governed by

∂2T̃
∂η2

+ f
∂ T̃
∂η

− 2x f ′ ∂ T̃
∂x

=
(

2x
U∞

)
wF

ρ
(12.3.8)

∂2Ỹi

dη2
+ f

∂Ỹi

∂η
− 2x f ′ ∂Ỹi

∂x
= −

(
2x
U∞

)
wF

ρ
. (12.3.9)

In writing Eqs. (12.3.8) and (12.3.9) we have used x instead of s because s ∼ x for
constant U(x) = U∞.

For this problem we cannot assume that the coupling function βi is similar and
given by Eq. (12.1.45). This is because even though the surface temperature T̃s is
constant and therefore similar, the surface concentration Ỹi,s does not need to be so
because only its gradient is specified at the surface, that is, (∂Ỹi/∂y)0 = 0. Thus Ỹi,s

is affected by chemical reaction and is expected to vary in the streamwise direction.
Consequently the coupling function T̃s + Ỹi,s does not exist at the surface.

Equations (12.3.8) and (12.3.9) show that the characteristic flow time is now
(x/U∞), and that the intensity of chemical reaction continuously increases with x
as the mixture flows downstream. In fact the present problem is of the same nature
as that of transient ignition discussed in Section 8.2.3 if we identify (x/U∞) as a time-
like coordinate. In Section 8.2.3, we have forced a similarity solution to the problem.
We shall now justify such an approximation in the following.

To investigate the nature of similarity of the problem, let us again suppress the
first-order transverse convection term by defining

ξ = f ′(η). (12.3.10)

Then Eq. (12.3.8) becomes

[ f ′ ′(η)]2 ∂2T̃
∂ξ 2

− 2ξx
∂ T̃
∂x

=
(

2x
U∞

)
wF

ρ
. (12.3.11)

Since flow nonsimilarity is caused by chemical reaction that is the most intense next to
the hot surface, it is reasonable to expect that nonsimilarity is also the strongest there.
To analyze the flow in this reactive region, from our experience with Section 8.2 we
can define an inner variable χ = βξ/ε, where β = O(1) and ε � 1. Thus transforming
Eq. (12.3.11) into the χ coordinate, and noting that f ′ ′(η) � f ′ ′(0) = 0.4696 next to
the surface, we have

∂2T̃in

∂χ2
− 2x

[ f ′ ′(0)]2

(
ε

β

)3
∂ T̃in

∂x
=

[
ε

β f ′ ′(0)

]2 (
2x
U∞

) (
wF

ρ

)
in

. (12.3.12)

Equation (12.3.12) shows that although T̃ is nonsimilar and varies with both χ and
x, the influence by the streamwise convection term is extremely weak, being smaller
than the O(1) transverse diffusion term by a factor ε3. This ε3 factor results from the
O(ε2) convectional variation in the streamwise direction, and from the small, O(ε)
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velocity, f ′, in the reaction layer next to the plate. Thus by neglecting this O(ε3)
term, we have

d2T̃in

dχ2
≈

[
ε

β f ′ ′(0)

]2 (
2x
U∞

) (
wF

ρ

)
in

. (12.3.13)

Such an approximation is known as that of local similarity, in which the streamwise
variation is sufficiently weak such that history effect can be neglected and its influ-
ence is therefore manifested parametrically rather than differentially. In the present
case, the parameter is simply the coefficient x multiplying the reaction rate wF . The
mathematical simplification is substantial because the system is now governed by
ordinary, instead of partial, differential equations.

Let us next consider the broad, diffusive-convective outer region. Here we cannot
assume the flow is similar even if it is chemically nonreactive. The reason being
that the outer flow is now not in direct contact with the flat plate, whose constant
temperature would have rendered the flow field similar. Rather, the inner boundary
of the outer flow, as ξ → 0, is the outer boundary of the inner flow, as χ → ∞. Since
the inner flow is not similar, the outer flow must necessarily be affected through its
boundary with the inner flow, as ξ → 0, and therefore should be also nonsimilar. In
other words, the outer flow now experiences a “wall” temperature that continuously
increases with x.

While the outer flow is not similar, it is nevertheless reasonable to expect that it
is locally similar because the location at which similarity is most severely violated,
ξ → 0, is still locally similar, being described by the inner solution. This point can be
proven through a more rigorous analysis.

Since both the inner and outer regions are locally similar, we can assume local
similarity everywhere. Consequently Eq. (12.3.11) becomes

d2T̃
dξ 2

≈ 1
[ f ′ ′(η)]2

(
2x
U∞

)
wF

ρ
, (12.3.14)

with the boundary conditions T̃(ξ = 0) = T̃s and T̃(ξ = 1) = T̃∞, and with f ′ ′(η) ≈
f ′ ′(0) because the reaction term is effective only in the inner region near η → 0.
Analogous discussion can be conducted for the concentration field, Ỹi , to show that
it is also locally similar. Thus our final governing equations again resemble those for
both the stagnant hot-plate and the stagnation flow cases. Drawing direct analogy
with these cases, it can be stated that ignition is expected to occur when the streamwise
distance xI satisfies the general relation � ≥ 1, or

2xI

U∞[ f ′ ′(0)]2

(
2εDaC

β2ρs

)
ỸO,∞ỸF,∞e−T̃a/T̃s ≥ 1. (12.3.15)

The local similarity assumption is expected to break down as the ignition location
is approached. Here the rapid variation in the flow properties in the streamwise
direction facilitates streamwise transport. However, since under such a situation
the streamwise gradient can be so steep that even streamwise diffusion cannot be
neglected, the basic boundary-layer assumption breaks down as well. This implies



P1: JZP
0521870526c12 CUFX045/Law Printer: cupusbw 0 521 87052 6 July 25, 2006 11:5

12.3. Ignition of a Premixed Combustible 533

treni toH

dloC
elbitsubmoc

U∞

U−∞

Propagating
laminar
flame

y

Y ,i ∞ T∞ Y ,i ∞ T∞ Y ,i ∞ T∞ Y ,i ∞ T∞ Y ,i ∞

T−∞0 T−∞0 T−∞0 T−∞0T−∞0

 erutarepmeT
eglub

yradnuoB
reyal

T∞

x

Figure 12.3.1. Development of the temperature and species profiles during the ignition of a pre-
mixed combustible within the laminar mixing layer (Williams 1985).

that the flow field is elliptic in nature around the ignition point and, therefore, should
be treated as such.

12.3.3. Ignition in the Mixing Layer
We now study ignition in the laminar mixing-layer flow (Marble & Adamson 1954;
Law & Law 1982a) that, although still locally similar, has a different scaling as com-
pared to that of the flat plate.

The problem of interest is shown in Figure 12.3.1. Here a slow, hot, inert gas stream
with velocity U−∞ and temperature T−∞ meets a parallel, fast, cold combustible gas
stream with velocity U∞, temperature T∞, and reactant mass fractions Yi,∞ at x = 0.
A mixing layer is subsequently developed through which thermal energy is trans-
ferred from the hot to the cold stream while the reactants are transferred from the
cold to the hot stream. Chemical reaction is initiated within the mixing layer, with its
intensity depending on the local temperature and species concentrations. Since chem-
ical reaction is facilitated with increasing temperature and reactant concentrations,
ignition is favored to occur near the hot boundary because of the high temperature,
and near the cold boundary because of the high concentrations. However, because
of the temperature-sensitive Arrhenius factor, ignition should occur near the hot
boundary except for reactions with very large reaction orders that are unrealistic
based on our understanding of chemical kinetics. It may also be noted that whereas
for the flat-plate case the reactant concentrations in the reaction region are nearly
uniform and close to their freestream values, for the mixing layer the concentrations
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in the reaction region are low and vary across it in an essential manner. This variation
has to be allowed and thereby increases the complexity of the problem.

Similar to the flat plate problem, the practical objective of the study is to predict
the minimum distance to achieve ignition. The governing differential equations are
the same as those for flat-plate ignition except now the boundary conditions are

f ′(−∞) = U−∞/U∞ = λ, f (0) = 0, f ′(∞) = 1, (12.3.16)

T̃(x, −∞) = T̃−∞, T̃(x, ∞) = T̃∞, (12.3.17)

Ỹi (x, −∞) = 0, Ỹi (x, ∞) = Ỹi,∞, (12.3.18)

and a self-similar initial profile for T̃,

T̃(0, η) = T̃−∞ − βξ, (12.3.19)

where β = T̃−∞ − T̃∞ and

ξ(η) = f ′ − λ

1 − λ
(12.3.20)

is the transformed independent variable used to suppress the transverse convection
term and place the hot and cold streams at ξ = 0 and 1 respectively. Therefore, in
the ξ -coordinate Eq. (12.3.8) becomes

[
f ′ ′

(1 − λ)

]2
∂2T̃
∂ξ 2

− 2x[λ + (1 − λ)ξ ]
∂ T̃
∂x

=
(

2x
U∞

)
wF

ρ
. (12.3.21)

The coupling function βi for this problem has a similarity profile, being given by
Eq. (12.1.45), because both the temperature and concentration are specified con-
stants at the two freestream boundaries. Thus applying these boundary conditions,
we have

Ỹi + T̃ = T̃−∞ + (Ỹi,∞ − β)ξ. (12.3.22)

To investigate similarity, we examine Eq. (12.3.21) for its behavior in the reaction
region where η → −∞, or ξ → 0. Since f ′ ′(−∞) = 0, we have to expand f ′ ′(η) for
η → −∞ in order to obtain the proper variation of the coefficient [ f ′ ′(η)/(1 − λ)]2.
To do this we first integrate the boundary condition f ′(−∞) = λ to yield

f ∼ λη + c1 (12.3.23)

as η → −∞, where c1 is a constant. Substituting (12.3.23) into the Blasius equation
f ′ ′ ′ + f f ′ ′ = 0 and integrating again, we have

f ′ ′ ∼ c2e−z2
, (12.3.24)

where z = (λη + c1)/
√

2λ, and c2 is another constant. Integrating (12.3.24) yields

f ′ ∼ λ + c2

√
π/2λerfc(z) (12.3.25)
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with erfc(z) = (2/
√

π)
∫ z
−∞ e−t2

dt . But erfc(z) ∼ −e−z2
/
√

πz as z → −∞, therefore

f ′ ∼ λ − c2√
2λ

e−z2

z
, (12.3.26)

which can also be expressed in terms of ξ as

ξ ∼ − c2√
2λ(1 − λ)

e−z2

z
. (12.3.27)

Taking the logarithm of (12.3.27), and keeping only the leading term for z → −∞,
we obtain the asymptotic relation between ξ and z:

ln ξ ∼ −z2. (12.3.28)

Using (12.3.24), (12.3.27), and (12.3.28), we then have
[(

f ′ ′

1 − λ

)
η→−∞

]2

∼ λ(2z2)ξ 2 ∼ −λξ 2 ln ξ 2. (12.3.29)

Substituting (12.3.29) into Eq. (12.3.21), we have, for the inner region, which is located
at η → −∞,

−λ(ξ 2 ln ξ 2)
∂2T̃in

∂ξ 2
− 2x[λ + (1 − λ)ξ ]

∂ T̃in

∂x
=

(
2x
U∞

) (
wF

ρ

)
in

. (12.3.30)

Let us now investigate the relative orders of magnitude of the diffusive and con-
vective terms in Eq. (12.3.30). Following the procedure for the flat plate case, we can
introduce a stretched inner variable χ ∼ ξ/ε. Using χ in Eq. (12.3.30), and noting
that ln ξ 2∼lnε2 + ln χ2 ∼ ln ε2 for χ = O(1) in the inner region, we obtain

χ2 ∂2T̃in

∂χ2
+ x

ln ε

∂ T̃in

∂x
=

( −x
U−∞ ln ε

) (
wF

ρ

)
in

. (12.3.31)

It is therefore clear that in the limit ε → 0, the streamwise convection term again
becomes very small relative to the diffusion term such that Eq. (12.3.31) simplifies
to the locally similar form

χ2 d2T̃in

dχ2
≈

( −x
U−∞ ln ε

) (
wF

ρ

)
in

. (12.3.32)

Comparing Eq. (12.3.31) with Eq. (12.3.12) for the flat plate case, it is seen that local
similarity is a weaker assumption for the mixing-layer flow than the flat-plate flow,
in which the streamwise convection is O(−1/ ln ε) and O(ε3) respectively.

It is important to recognize that this discussion on similarity and the asymptotic
scaling of the reaction zone are conducted in ξ -coordinate, in which the boundary-
layer parameters (T̃, Ỹi , f ′) vary linearly and the influence of chemical reactivity is
confined to the region of ξ = O(ε). Since ξ ∼ e−η2

/η ∼ e−η2
for η → −∞, chemical

reaction is expected to be confined to the region O(
√| ln ε|) in the η-coordinate.

Equation (12.3.32) also reveals another important result in that the equation con-
tains only U−∞, but not U∞ because there is no explicit λ dependence. Furthermore,
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Figure 12.3.2. Schematic showing flame stabilization by bluff body in high-speed flows.

we expect that T̃ in the external, nonreactive region only minimally deviates from
its frozen value (T̃−∞ − βξ), which also does not depend on λ. Therefore it can be
concluded that the ignition event is primarily dependent on the velocity of the hot
inert stream, U−∞, but not on the velocity of the cold reactive stream, U∞. This is
again physically reasonable because ignition occurs close to the hot boundary that
moves with U−∞. By the same reasoning, it can also be shown that if the upper stream
is the cold mixture while the lower stream the hot inert, then in Eq. (12.3.32) U−∞ is
simply replaced by U∞.

Numerical solutions of the complete nonsimilar governing equations have also
been obtained (Law & Law 1982a). The nonsimilar solution does not exhibit the
nonlinear ignition turning-point behavior because it is evolutionary and each solution
is well defined. Thus an alternate ignition criterion has to be used. Figure 12.3.1
shows the development of the temperature profile within the mixing layer. Initially
the temperature across the mixing layer decreases monotonically from T∞ to T−∞.
However, at a certain location, xI , a temperature bulge appears and subsequently a
laminar flame is developed which propagates into the combustible gas. Thus the first
occurrence of a local temperature maximum,(

∂ T̃
∂η

)
xI ,ηI

= 0, (12.3.33)

can be used as an indication that ignition has been achieved.

12.3.4. Flame Stabilization and Blowoff in High-Speed Flows
Analysis and results of the mixing-layer ignition problem are frequently used to
explain flame stabilization and blowoff in combustors with high volumetric flow
rates such as the ramjets and afterburners. Here the high-speed, cold, combustible
stream flows over a bluff body, as schematically shown in Figure 12.3.2. The bluff body
generates a slowly moving recirculation zone of the combustion product, which serves
as the hot stream to effect ignition. Thus if we identify the thermochemical state of
the hot stream as the burned state of the cold combustible stream, then the reaction
rate term in Eq. (12.3.32), wF , is proportional to ( f o)2, where f o is the burning flux
of the laminar flame identified in Section 7.2. Therefore the minimum distance to
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Figure 12.3.3. Schematic demonstrating that flame holding is a phenomenon of flame stabilization
instead of ignition.

achieve ignition, xI , is related to the dynamic and thermochemical aspects of the
flow, U−∞ and f o respectively, through

xI ∼ ρ−∞U−∞
( f o)2

(12.3.34)

as indicated by the RHS of Eq. (12.3.32). The parameter ρ−∞U−∞ can be further
related to the mass flow rate ρ∞U∞ of the cold stream through an analysis of the
dynamics of the recirculation zone, yielding a relation between the mass throughput
of the combustible gas and the ignition distance. It is frequently inferred that if this
ignition distance exceeds the length of the recirculation zone, then the flame is blown
downstream and can no longer be stabilized in the combustor.

There is, however, a fundamental flaw associated with the above concept. That
is, while ignition of the cold combustible is effected by its mixing with the hot inert
stream of the recirculation zone of combustion products, these combustion prod-
ucts, however, do not exist before ignition is achieved and rigorous combustion
established. Thus the fundamental phenomenon of bluff-body stabilized flame at-
tachment and blowoff is not mixing-layer ignition. The problem of interest here is
actually the stabilization of an existing flame in the mixing layer, with stabilization
being achieved by the dynamic balance between the local flow velocity and flame
velocity at the leading edge of the flame (Figure 12.3.3) in the manner discussed in
Section 8.6. The fundamental mechanism of “ignition” of the cold combustible is very
different here because it is now also influenced by the streamwise back diffusion of
heat and radicals from the existing flame. The distance of flame stabilization would
be much shorter than that for ignition.

We shall therefore study in the next section a problem of flame stabilization in a
nonpremixed jet flow to demonstrate the basic concepts involved in analyzing such
phenomena.

12.4. JET FLOWS

In many combustion devices the fuel is introduced into the oxidizing environment
in the form of a jet, such as those associated with the Bunsen flame, the pilot flame
in furnaces, fuel injection in Diesel engines, and the gas flare in oil fields. As the
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Figure 12.4.1. Schematic of the jet flame.

jet penetrates into the ambience, it entrains and mixes with the surrounding fluid
through viscous action, while at the same time it loses its streamwise momentum,
as shown in Figure 12.1.1. Upon ignition, a nonpremixed flame is established at
a distance slightly downstream of the nozzle exit, being stabilized there through
the mechanism described in Section 8.6. With continuous increase in the injection
velocity, the flame will be first blown off of the nozzle port and eventually blown out
altogether.

For phenomena involving jet flows we are frequently interested in two questions,
namely what is the contour of the flame, shown schematically in Figure 12.4.1, espe-
cially its length because this affects the distribution of the heat generated, and the
critical states of blowoff and blowout. Indeed, the study of the Burke–Schumann
flame in Section 6.2 was motivated by the first question, although its highly ideal-
ized flow field, in which the momentums of the fuel and oxidizer flows are matched,
can hardly be considered as representative of a jet flow. Therefore, in this section
we shall analyze the geometry of the nonpremixed jet flame and the blowout of the
lifted flame.

12.4.1. Similarity Solution
Let us first solve the flow field produced by issuing a uniform jet of density ρo and
velocity uo from, say, a circular nozzle of radius ro, into a stagnant atmosphere. The
governing equations are:

Continuity:

∂(ρur)
∂x

+ ∂(ρvr)
∂r

= 0 (12.4.1)

x-Momentum:

ρur
∂u
∂x

+ ρvr
∂u
∂r

= ∂

∂r

(
µr

∂u
∂r

)
, (12.4.2)
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where (x, r) and (u, v) are the streamwise and radial coordinates and velocities
respectively. The boundary conditions are

r = 0:
∂u
∂r

= 0, v = 0 (12.4.3)

r → ∞:
∂u
∂r

= 0, u = 0. (12.4.4)

As usual, the continuity equation can be replaced by a stream function ψ(x, r),
defined as

ρur = ρo
∂ψ

∂r
, ρvr = −ρo

∂ψ

∂x
. (12.4.5)

Because of the finite dimension of the jet, the total amount of the momentum injected
is conserved in the streamwise direction. This can be demonstrated by integrating
Eq. (12.4.2) from r = 0 to ∞, using the boundary conditions of (12.4.3) and (12.4.4).
The conserved momentum can therefore be defined at the nozzle exit, as

J =
∫ ∞

0
ρu2(2πr)dr =

∫ ro

0
ρu2(2πr)dr = πr2

oρou2
o. (12.4.6)

The scaling of the boundary-layer variables with x can be identified by considering
the simpler, incompressible situation. Thus letting x, η, and f (η) assume the forms

ψ ∼ x p f (η), η ∼ r
xn

, (12.4.7)

we identify the dependence

u ∼ x p−2n,
∂u
∂x

∼ x p−2n−1,
∂u
∂r

∼ x p−3n,
1
r

∂

∂r

(
r
∂u
∂r

)
∼ x p−4n. (12.4.8)

Using the relations of (12.4.8) in Eq. (12.4.6) and requiring that the resulting
expression be independent of x, and in Eq. (12.4.2) and requiring that the inertial
and viscous terms balance, we obtain two relations for the exponents, p and n, from
which they can be solved to yield p = n = 1.

Based on the above scaling with x, we introduce the boundary-layer variables for
the compressible case as

η = r̃
x

(12.4.9)

ψ(x, y) = µox
ρo

f (η), (12.4.10)

which transform the governing equations to the incompressible form, where

r̃2 = 2
∫ r

0

ρ

ρo
rdr. (12.4.11)
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Consequently, u, v, and Eq. (12.4.2) become

u = µo

ρo

(
f ′

xη

)
(12.4.12)

ρvr = −µo

(
f + x f ′ ∂η

∂x

)
(12.4.13a)

= −µo( f − η f ′) for incompressible flows (12.4.13b)

d
dη

[
Cη

d
dη

(
f ′

η

)]
+ d

dη

(
f f ′

η

)
= 0, (12.4.14)

where

C = µρr2

µoρor̄2
(12.4.15)

is the Chapman–Rubesin parameter. Applying the boundary conditions (12.4.3) and
(12.4.4) to Eqs. (12.4.12) and (12.4.13a) yields

f (0) = 0, f ′ ′(0) = 0, f ′(∞) = 0. (12.4.16)

Integrating Eq. (12.4.14) subject to (12.4.16), we have

f (η) = Ckη2

1 + kη2

4

, (12.4.17)

where k is the integration constant that can be determined by evaluating Eq. (12.4.6)
using Eqs. (12.4.12) and (12.4.17),

k = 3
16π

(
ρo J
µ2

oC2

)
. (12.4.18)

Finally, substituting f (η) in Eqs. (12.4.12) and (12.4.13b) for u and v yields

u(x, η) = 3
8π

(
J

µoCx

)
1(

1 + kη2

4

)2 , (12.4.19)

ρvr = 3
16π

(
ρo J
µoC

) (
1 − kη2

4

)
η2

(
1 + kη2

4

)2 , (12.4.20)

with Eq. (12.4.20) applicable only for incompressible flows. Having determined the
flow field, we now study the configuration of the flame situated within it.

12.4.2. Height of Nonpremixed Jet Flames
In 1949, Hottel and Hawthorne presented a classical paper on the mixing and com-
bustion of nonpremixed turbulent jets. The results (Figure 12.4.2) show that when
the jet velocity is low and the flow is laminar, the flame height increases with the
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Figure 12.4.2. Schematic showing the experimentally observed flame height with increasing jet
velocity (adapted from Hottel & Hawthorne 1949).

jet velocity until a maximum, at which instability is observed at the flame tip. With
further increase of the jet velocity the flame becomes turbulent, and its height sharply
decreases and, when scaled by the nozzle diameter, remains fairly constant there-
after. This phenomenon is a beautiful demonstration of the change in the controlling
diffusion mechanism from laminar to turbulent, as we shall show subsequently.

The flow is still described by Eqs. (12.4.1) and (12.4.2), and the coupling function
for fuel and oxidizer concentrations, βF,O = ỸF − ỸO, is governed by

ρur
∂βF,O

∂x
+ ρvr

∂βF,O

∂r
= ∂

∂r

(
µr

∂βF,O

∂r

)
, (12.4.21)

where we have assumed equal diffusivity and unity Schmidt number. The boundary
conditions are the vanishing of the concentration gradients at r = 0, ỸF (r = ∞) =
0, and ỸO(r = ∞) = ỸO,∞. The use of the fuel–oxidizer coupling function yields
the flame geometry most expeditiously. A similar expression can be written for the
coupling function for, say, the fuel concentration and enthalpy. This, however, is
not necessary as its solution will only yield the flame temperature, which, as we
know, is the adiabatic flame temperature for the nonpremixed system, as having
been repeatedly demonstrated for other problems.

Comparing Eqs. (12.4.2) and (12.4.21), we see that u and β are governed by the
same operator. Consequently a solution for βF,O is simply

βF,O = ỸF − ỸO = c1u + c2, (12.4.22)
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where the constants c1 and c2 can be readily determined by evaluating βF,O at the
initial state of the jet where YF = YF,O, u = uo, and at the ambient state where
YO = YO,∞ and u = 0. Thus we have

ỸF − ỸO = (ỸF,O + ỸO,∞)
u
uo

− ỸO,∞, (12.4.23)

with u given by Eq. (12.4.19). Note that instead of the initial jet condition we can
also use the statement for coupling function conservation obtained by multiplying
Eq. (12.4.22) by ρu(2πrdr), and integrating the resulting expression from r = 0 to ∞
in the same manner as that led to the derivation of J in Eq. (12.4.6).

Evaluating at the flame surface where both ỸF and ỸO vanish readily yields its
geometry,

x f (η f ) = (1 + φ∗)
3

8π

J/uo

µoC(1 + kη2
f

4 )
, (12.4.24)

where φ∗ = ỸF,o/ỸO,∞. Setting η f = 0, we obtain the flame height as

x f,max = (1 + φ∗)
3

8π

(
J/uo

µoC

)
= (1 + φ∗)

3
8π

(
πr2

oρouo

µoC

)
= (1 + φ∗)

3
8π

Q
µoC

,

(12.4.25)

where Q = πr2
oρouo is the mass flow rate of the jet.

Equation (12.4.25) readily demonstrates the behavior of the flame height shown in
Figure 12.4.2 for the laminar and turbulent flame regimes. Specifically, in the laminar
regime the kinematic viscosity µo/ρo is a constant and as such x f,max varies linearly
with the jet exit velocity uo, that is,

Laminar flame regime: x f,max ∼ uo. (12.4.26)

However, in the turbulent flame regime the effects of turbulence can be approxi-
mately accounted for by using a turbulent kinematic viscosity νT for µo/ρo. Further-
more, if we use the simplest description, based on Prandtl’s mixing length model, νT

can be expressed as

νT ∼ uoro

according to Eq. (11.2.14). Then Eq. (12.4.25) shows that

Turbulent flame regime:
x f,max

ro
∼ constant. (12.4.27)

The flame height behavior of Figure 12.4.2 is therefore satisfactorily explained.

12.4.3. Stabilization and Blowout of Lifted Flames
Next we consider the stabilization and blowout of lifted flames, first studied in
Section 8.6.4. Figure 12.4.3 shows the photographic images of a jet-stabilized non-
premixed flame formed by issuing a propane jet into stagnant air at increasing flow
rates (Chung & Lee 1991). As discussed previously, when the flow rate is small, the
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(a)            (b)            (c)           (d)            (e)  (f)

Figure 12.4.3. Photographic images of attached and lifted flames of propane jets in air. Tube di-
ameter = 0.195 mm; Volumetric flow rate: 0.195, 17.3, 18.3, 20.3, 22.3, and 26.4 ml/min for (a)–(f)
(Chung & Lee 1991).

flame is stabilized at the rim of the nozzle, as shown in Figures 12.4.3a and 12.4.3b.
However, when the flow rate is sufficiently high, the flame is blown off, or lifted off,
and becomes stabilized in a lifted state, as shown in the succeeding images. The flow
at such a flow rate can be either laminar or turbulent, although we shall only consider
the laminar situation here.

Figure 12.4.4 shows an enlarged view of the lifted flame together with a schematic
of its global structure. Visually, the lifted flame has a blue-green inner cone, a
blue-violet segment near the rim, and a faint blue segment between them. This
observation then indicates that the inner segment is a rich premixed flame be-
cause it shows the green color due to C2 emission, and the outer segment is a
lean premixed flame because it shows the violet color due to OH emission. The
blue color due to the CH emission is superimposed on them, and constitutes the
middle diffusion flame. The lifted flame therefore has the structure of a triple

Diffusion 
flame (DF)

Lean 
premixed 
flame
(LPF)

Rich 
premixed 
flame
(RPF)

Triple 
point

Figure 12.4.4. Photographic and schematic of the structure of the lifted tribrachial flame.
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Figure 12.4.5. Several situations showing the presence of the tribrachial flame.

flame, which is also called a tribrachial or an edge flame, as previously discussed in
Section 8.6 for the rim-stabilized nonpremixed flame. Thus the relevant phenomenon
is that of the stabilization and blowout of a tribrachial flame situated in a free jet.

The stabilization, propagation, blowoff, and blowout of tribrachial flames are an
essential component of the structure and response of nonpremixed flames in mixing-
layer flows. For example, when we showed in Figure 12.2.1 the structure of the non-
premixed flame in the boundary layer of an ablating surface, the structure and pro-
cesses occurring at the leading edge were not discussed. Clearly, with a sufficiently
strong flow, the flame cannot be stabilized over the ablating surface and will be blown
away. The flame component that controls the stabilization of the bulk nonpremixed
flame is the tribrachial flame segment that constitutes the leading edge, imparting
to it a premixed flame character with its inherent dependence on chemical kinetics.
Figure 12.4.5 shows such a structure for various types of flows. The presence of
tribrachial, or edge, flame segments is also an essential component of the structure
of turbulent flames (Vervisch & Poinsot 1998).

In the following, we shall use the stabilization and blowout of the lifted flame
as an example to demonstrate how such problems can be analyzed. Much of the
understanding discussed was gained by Chung and coworkers (see, for example,
Chung & Lee 1991; Lee & Chung 1997), and a review on edge flames is given in
Buckmaster (2002).

To analyze the stabilization mechanism, we first note from Figure 12.4.3 that the
lifted flame is situated at a large distance from the nozzle exit, compared to the nozzle
diameter, of the order of 10 cm for the situation shown. This then leads to the follow-
ing two observations. First, the flow of interest is indeed that of the jet, being in the
far field of the nozzle flow. Second, since the flame thickness is of the order of 1 mm,
the bulk flow field is not affected by the flame. Consequently the stabilization is a
passive process, with the flame being affected by the flow, and not vice versa as far
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as the upstream state of the flame is concerned. Solution of the problem is therefore
decoupled in that all we need to do is to determine the flow field in the absence of
reactions, and then use it to locate the stabilization point and the state of blowout.

The flow field is still governed by that derived in Section 12.3.1. In addition, we
also need to solve for the distribution of the fuel concentration from

ρur
∂YF

∂x
+ ρvr

∂YF

∂r
= ∂

∂r

(
µr
Sc

∂YF

∂r

)
, (12.4.28)

subject to the boundary conditions ∂YF/∂r = 0 at r = 0 and YF = 0 as r → ∞. A
general Schmidt number, Sc, is retained as it is a crucial parameter for the present
problem. To solve for YF , we observe that the conservation equation for u and YF ,
Eqs. (12.4.2) and (12.4.28), bear close resemblance to each other, except for the
presence of Sc in Eq. (12.4.28). We therefore seek a solution of the form

YF (x, η) = yF (η)
x

, (12.4.29)

which has the same variation with x as that of u. Equation (12.4.28) is then trans-
formed to

d
dη

(
C
Sc

η
dyF

dη

)
+ d

dη
( f yF ) = 0, (12.4.30)

which can be readily solved for yF . By further applying the conservation requirement

I =
∫ ∞

0
ρuYF (2πr)dr =

∫ ro

0
ρuYF (2πr)dr = πr2

oρouoYF,o = (J/uo)YF,o (12.4.31)

we obtain

YF (x, η) = (1 + 2Sc)
8π

(J/uo)YF,o

µoCx
1(

1 + kη2

4

)2Sc . (12.4.32)

We now discuss the stabilization criterion. Recognizing the basic structure of a
tribrachial flame, it is reasonable to assume that the reactant concentrations around
the triple point where the three flame segments meet should be close to stoichio-
metric, with YF = YF,st, and the burning is most intense. Consequently this would be
the point of stabilization, which has a flame speed su,st that should be close to the
laminar flame speed for the stoichiometric mixture. Since at the point of stabilization
the local flame speed should balance the local flow velocity, from Eq. (12.4.19) we
have

su,st(xL, ηL) = 3
8π

(
J

µoCxL

)
1(

1 + kη2
L

4

)2 , (12.4.33)

while the fuel concentration there is stoichiometric, given by Eq. (12.4.32),

YF,st(xL, ηL) = (1 + 2Sc)
8π

(
I

µoCxL

)
1(

1 + kη2
L

4

)2Sc , (12.4.34)
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Figure 12.4.6. Phenomenological assessment of the dependence of the stability of lifted flame
on Sc.

where the subscript L designates the lifted state. Solving for (xL, ηL) from
Eqs. (12.4.33) and (12.4.34) yields

µo/ρo

su,st

(
xL

r2
o

)
= 1

8C

[
3Sc

(1 + 2Sc)
YF,st

YF,o

] 1
(Sc−1)

(
uo

su,st

) (2Sc−1)
(Sc−1)

(12.4.35)

kη2
L

4
=

[
3

(2Sc + 1)
YF,st

YF,o

uo

su,st

]− 1
2(Sc−1)

− 1. (12.4.36)

Equation (12.4.35) shows that the liftoff height xL increases with increasing flow ve-
locity for Sc > 1 and Sc < 0.5, while it decreases for 0.5 < Sc < 1, which is physically
unrealistic. Therefore we can readily rule out the existence of stabilized lifted flames
for the latter situation. In fact, all Sc < 1 systems can be ruled out based on sta-
bility considerations. To demonstrate this point, consider Figure 12.4.6 in which the
isovelocity and isoconcentration lines based on Eqs. (12.4.33) and (12.4.34) are plot-
ted, with their point of intersection being the stabilization point. Since Sc measures
the rate of viscous diffusion relative to mass diffusion, and since diffusion occurs only
in the transverse, η, direction, a faster diffusion process will lead to a correspond-
ingly faster reduction of the transported quantity in the streamwise direction. Thus
the isovelocity contour is wider and shorter than the isoconcentration contour for
Sc > 1 mixtures, while the opposite holds for Sc < 1. Now first consider the Sc > 1
case of Figure 12.4.6, and momentarily displace a flame at the stabilizing point along
the stoichiometric concentration line YF,st in, say, the upstream direction to point a.
At this location the flame maintains its stoichiometric burning velocity su,st because



P1: JZP
0521870526c12 CUFX045/Law Printer: cupusbw 0 521 87052 6 July 25, 2006 11:5

12.4. Jet Flows 547

0 5 01 0251 52
0

5

51

01

02

(Q/ρo)
)1−cS(/)1−cS2( do

)1−cS(/cS2− × 01 11−

L
if

to
ff

 h
ei

gh
t (

cm
)

Figure 12.4.7. Experimental data demonstrating the validity of the derived relation between liftoff
height, nozzle diameter (do), and flow rate (Q); do in mm, Q in ml/min; Sc = 1.376 for propane
(Chung & Lee 1991).

YF,st is fixed. However, the streamwise flow velocity u here is larger than su,st because
point a is located at a smaller r than that of the isovelocity line u = su,st. Conse-
quently the flame is pushed back to the original stabilized location. By the same
token, a downstream displacement to point b will result in a smaller local velocity u
relative to the stoichiometric flame speed, causing the flame to move back upstream.
Thus Sc > 1 flames are dynamically stable. A similar argument for Sc < 1 mixtures
shows that they are unstable.

Experimentally it has been found that propane and butane jets (Sc > 1) have
stable lifted flames, while methane and ethane flames (0.5 < Sc < 1) are unstable in
that they are blown out directly from the rim-stabilized state. For hydrogen flames
(Sc < 0.5) the anchoring at the rim is so strong that blowoff cannot be achieved until
the flow velocity is so high that the flow becomes turbulent.

Equation (12.4.35) shows that xL ∼ ρor2
ou(2Sc−1)/(Sc−1)

o , which can be alternately
expressed in terms of the volumetric flow rate Q ∼ ρor2

ouo as

xL ∼ Q(2Sc−1)/(Sc−1)r−2Sc/(Sc−1)
o . (12.4.37)

Figure 12.4.7 shows that such a relation indeed holds, where do is the nozzle diameter.
Equation (12.4.36) also shows that, in order for ηL to be real, we require

3
(2Sc + 1)

(
YF,st

YF,o

)
uo

su,st
≤ 1 for Sc > 1. (12.4.38)
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Thus there exists a maximum velocity,

uo,BO = (2Sc + 1)su,st

3

(
YF,o

YF,st

)
, (12.4.39)

beyond which there is no stabilized solution. Consequently uo,BO can be identified
as the velocity at blowout. It may be noted that uo,BO is only a function of Sc,
su,st, and YF,st, and is independent of the nozzle diameter. This has been verified
experimentally. Thus the proper parameter to characterize blowout is the nozzle exit
velocity instead of the flow Reynolds number, Re = ρouodo/µo, as was assumed in
previous studies.

12.5. SUPERSONIC BOUNDARY-LAYER FLOWS

For propulsion devices that fly at supersonic to hypersonic speeds, with Mach number
ranging from 3 to 7–8 for liquid hydrocarbon fuels and higher speeds for hydrogen,
the flow within the combustion chamber can also be supersonic. Such high speeds
then imply that the residence time available for combustion is extremely short, of
the order of a few msec. Thus the issues of fuel–air mixing, ignition, flame-holding,
complete combustion, and viscous wall heating assume particular significance in the
design of these supersonic propulsion devices.

Two considerations are especially relevant in the study of supersonic boundary-
layer flows. The first is the presence of shock and detonation waves when the super-
sonic freestream is oblique to the surface or interface along which the boundary layer
would be otherwise generated. Thus an analysis of the boundary-layer flow must nec-
essarily consider the presence and, hence, influence of these waves. The second is the
substantial amount of conversion of the kinetic energy of the flow to thermal energy
as the flow is viscously slowed down within the boundary layer. The associated heat
release can significantly alter the combustion process within the boundary layer.

In this section, we shall study the influence due to the thermal energy recovery as
a result of viscous slowdown. To avoid the presence of shocks and detonation waves,
we shall therefore consider only supersonic flow over a flat plate. Specifically, we shall
study two problems, namely the supersonic analogues of the nonpremixed burning
of an ablating surface and the premixed ignition along a flat plate, as analyzed in
Section 12.2 and Section 12.3.2 respectively.

Following the same derivation procedure that led to the governing equations for
the steady two-dimensional boundary-layer flows for low-speed flows treated in Sec-
tion 12.1, it can be readily shown that for high-speed flows the inclusion of the P : (∇v)
term in Eq. (5.2.4) results in the dimensional energy conservation equation the extra
source terms, udp/dx + µ(∂u/∂y)2, subject to the boundary-layer approximation. By
further assuming that the Prandtl number is unity, the governing equations for the
supersonic flat-plate boundary-layer flow are given by

f ′ ′ ′ + f f ′ ′ = 0 (12.5.1)
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∂2T̃
∂η2

+ f
∂ T̃
∂η

− 2x f ′ ∂ T̃
∂x

= 2x
U∞

wF

ρ
− 2H̃( f ′ ′)2 (12.5.2)

∂2Ỹi

∂η2
+ f

∂Ỹi

∂η
− 2x f ′ ∂Ỹi

∂x
= −

(
2x
U∞

)
wF

ρ
, (12.5.3)

where

H̃ = (γ − 1)
2

T̃∞M2
∞ (12.5.4)

is the temperature recovery parameter, which vanishes for M∞ → 0, γ = cp/cv is the
specific heat ratio, and Eqs. (12.5.1) and (12.5.3) are just Eqs. (12.2.7) and (12.3.9)
respectively.

12.5.1. Nonpremixed Burning of an Ablating Surface
Since the physical problem is identical to that of Section 12.2, the boundary con-
ditions are still given by Eqs. (12.2.1) and (12.2.2). Forming the coupling function
βi = Ỹi + T̃ from Eqs. (12.5.2) and (12.5.3), and noting that it is self-similar because
the temperature recovery term does not depend on x, we have

d2βi

dη2
+ f

dβi

dη
= −2H̃( f ′′)2. (12.5.5)

Transforming Eq. (12.5.5) to the ξ = f ′(η) = u/U∞ coordinate, we have

d2βi

dξ 2
= −2H̃, (12.5.6)

which can be readily solved to yield

βi = βi,s + [(βi,∞ − βi,s) + H̃ ]ξ − H̃ξ 2. (12.5.7)

Evaluating βO and βF at the reaction sheet, the flame location and temperature are
then given by

f ′(η f ) = ỸF,s

ỸF,s + ỸO,∞
= �∗ (12.2.5)

(T̃ f − T̃s) = [(ỸO,∞ + T̃∞ − T̃s) + H̃ ] f ′(η f ) − H̃ [ f ′(η f )]2. (12.5.8)

Thus temperature recovery affects the flame temperature directly through Eq.
(12.5.8), and the flame location indirectly through the stream function f .

It can also be shown that the solution for f (η) is again given by that at the subsonic,
M∞ = 0 limit, except now the heat transfer number is given by

Bh,c = (T̃∞ − T̃s) + ỸO,∞ + H̃
q̃v

. (12.5.9)
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This result is physically reasonable in that temperature recovery provides an addi-
tional heat source in effecting gasification.

12.5.2. Ignition along a Flat Plate
Next we study the ignition of a supersonic combustible flow along a flat plate (Im,
Bechtold & Law 1993). This is the analog of the subsonic situation analyzed in Section
12.3.2, except now ignition is expected to be facilitated by temperature recovery.
Indeed, if temperature recovery was not accounted for in the supersonic combustor,
then any reasonable estimate of the ignition distance will indicate that it is too long
to be practical.

The influence of temperature recovery obviously increases with increasing M∞.
For a moderately supersonic flow over a heated, isothermal plate, we expect that
the presence of temperature recovery in the boundary layer would reduce the ex-
tent of heat loss from the plate to the freestream, thereby facilitating ignition. Thus
starting from a low subsonic M∞, increasing M∞ would initially lead to a correspond-
ing increase in the ignition distance simply because the flow is faster. However, by
continuously increasing M∞, the extent of temperature recovery would gradually
increase and could eventually reverse the increasing trend in the ignition distance. In
fact, for sufficiently large Mach numbers and if the plate temperature is not too high,
temperature recovery can be so strong as to cause the development of a temperature
bulge within the boundary layer. In this case the ignition kernel develops within the
boundary layer instead of being next to the plate, and loses heat to both the plate and
the ambience. The plate now becomes a heat sink instead of the primary source of
ignition.

We shall study only the moderate M∞ situation for which ignition is still initiated
at the plate. The problem, although quite simple, does exhibit the reversal in trend
in the ignition distance due to temperature recovery. Following the same discussion
that led to Eq. (12.3.14) for the low subsonic case, but now including the temperature
recovery effect, we have

d2T̃
dξ 2

≈ 1
( f ′ ′)2

(
2x
U∞

)
wF

ρ
− 2H̃. (12.5.10)

The frozen solution is given by

T̃0(ξ) = T̃s − (β − H̃ )ξ − H̃ ξ 2, (12.5.11)

which shows that, in the frozen limit, the plate is subadiabatic relative to the adjacent
gas for β > H̃, and superadiabatic otherwise.

An analysis similar to that of Section 12.3.2 can be conducted for the criterion
on the ignition distance. The result, however, can also be readily obtained with the
following observation. The heat transfer parameter β, identified to be (∂ T̃0/∂ñ)0

for the general M∞ = 0 ignition situation treated in Section 8.2, is now (β − H̃),
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Figure 12.5.1. Dependence of ignition distance on Mach number in a supersonic flat-plate
boundary-layer flow, demonstrating the concept of the ignition source being either the hot plate or
through temperature recovery.

indicating the reduction in the heat loss rate from the plate due to the presence
of temperature recovery. Furthermore, in the reaction zone next to the plate, the
volumetric, heat generation term 2H̃ in Eq. (12.5.10) is expected to be small relative
to the diffusion and reaction terms. The problem is therefore asymptotically identical
to the subsonic case, provided β is replaced by (β − H̃ ). From Eq. (12.3.15), we can
therefore write down the relation governing the ignition distance xI as

2xI

U∞[ f ′ ′(0)]2

[
2εDaC

(β − H̃ )2ρs

]
ỸO,∞ỸF,∞e−T̃a/T̃s ≥ 1. (12.5.12)

Equation (12.5.12) demonstrates the nonmonotonic variation of xI with M∞ as

xI ∼ M∞(β − H̃ )2 = M∞

[
β − (γ − 1)

2
T̃∞M2

∞

]2

. (12.5.13)

Thus as M∞ increases from zero, xI first increases linearly with M∞. The temperature
recovery term, however, becomes progressively important with increasing M∞, such
that xI eventually decreases with M∞ after reaching a maximum at M∞ = {(2β/5)/
[(γ − 1)T̃∞]}1/2, with the corresponding maximum ignition distance given by xI,max ∼
(4β/5)2 M∞. Figure 12.5.1 illustrates such a variation. The rapid rate with which xI

decreases with M∞ after the attainment of the maximum xI is to be noted.

12.6. NATURAL CONVECTION BOUNDARY-LAYER FLOWS

Buoyancy is omnipresent in practically all combustion processes on Earth. Since
it is a volumetric process, involving rising of the hot combustion products relative
to the cold environment, the influence increases with increasing dimension of the
combustion phenomenon. A relevant example is flame spreading over walls, ceilings,
and floors in room fires.

Consider the natural convection flow adjacent to a vertical heated plate in a
relatively cold, quiescent environment, as shown in Figure 12.1.1. The less dense,
heated gas next to the plate tends to rise due to buoyancy, which in turn causes the
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Figure 12.6.1. General representation of a natural convection two-dimensional boundary-layer
flow.

environment gas to move toward the plate to replenish the rising gas. The intensity of
such a natural convection flow can be characterized by a Grashof number defined as

Gr� = g�3

ν2∞

(
ρ∞ − ρs

ρ∞

)
≈ g�3

ν2∞

(
Ts − T∞

T∞

)

based on a characteristic length of the system, �. For sufficiently large values of
Gr�, a boundary layer is developed over the plate. The magnitude of Gr� relevant
to the development of such a boundary layer can be assessed by relating it to the
Reynolds number Re� for the forced-flow boundary layer. That is, since g� has the
dimension of (velocity)2, the term g�3/ν2

∞ in Gr� can be interpreted as Re2
� . We

therefore expect that it requires a much larger numerical value of Gr� to develop
the natural convection boundary layer than that of Re� for the forced convection
boundary layer. Furthermore, since the forced-convection boundary-layer thickness
varies as δ ∼ Re1/2

� , while Gr� ∼ Re2
� , we expect that the natural convection boundary

layer should vary as δ ∼ Gr1/4
� . This has been found to be largely correct provided

that the plate is not nearly horizontal. The reason being the anticipated dominance
of the body force component along the plate as compared to that normal to the
plate. When the plate is near horizontal, however, the scaling and, hence, the nature
of similarity change to δ ∼ Gr2/5

� (Stewartson 1958). This change in scaling is rather
interesting and is the central theme of this section (Umemura, Nam & Law 1990).
Application of the results to specific combustion situations is fairly straightforward.

The problem of interest is shown in Figure 12.6.1, in which a flat plate of tem-
perature Ts is inclined to the horizontal plane at an angle θ , with the gravity vector
g = gj pointed downward. We choose the x and y coordinates to be parallel and
normal to the plate. The environment is stationary and has a temperature T∞ < Ts .
The conservation equations for mass, x-momentum, y-momentum, and energy for
the two-dimensional natural convection boundary layer are

∂(ρu)
∂x

+ ∂(ρv)
∂y

= 0 (12.1.1)
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ρu
∂u
∂x

+ ρv
∂u
∂y

= −∂p
∂x

+ µ
∂2u
∂y2

+ g(ρ∞ − ρ) sin θ (12.6.1)

0 = −∂p
∂y

+ g(ρ∞ − ρ) cos θ (12.6.2)

ρu
∂T
∂x

+ ρv
∂T
∂y

= (λ/cp)
∂2T
∂y2

+ qcw, (12.6.3)

subject to the boundary conditions

u = v = 0, T = Ts at y = 0 (12.6.4)

u = 0, T = T∞ in the ambience, (12.6.5)

where we have assumed µ = constant, which is a more convenient assumption for this
problem than that of ρµ = constant invoked in Section 12.1. The last terms in Eqs.
(12.6.1) and (12.6.2) represent the components of the buoyancy force in the x and
y directions respectively. In particular, Eq. (12.6.2) shows that ∂p/∂y > 0, which is a
consequence of decreasing temperature and, hence, increasing density as y increases.

To appreciate the different manner through which the normal and tangential com-
ponents of the buoyancy force drive the fluid along the plate, we integrate Eq. (12.6.2)
with p(y = ∞) = 0 to obtain

p(x, y) = −g cos θ

∫ ∞

y
(ρ∞ − ρ)dy. (12.6.6)

Substituting Eq. (12.6.6) into Eq. (12.6.1) yields

ρu
∂u
∂x

+ ρv
∂u
∂y

= g cos θ
∂

∂x

∫ ∞

y
(ρ∞ − ρ)dy + µ

∂2u
∂y2

+ g(ρ∞ − ρ) sin θ. (12.6.7)

Evaluating Eqs. (12.6.6) and (12.6.7) at the plate surface, y = 0, where the effects of
both buoyancy force components become maximum, we obtain

p(x, 0) = −g cos θ

∫ ∞

0
(ρ∞ − ρ)dy (12.6.8)

−µ

(
∂2u
∂y2

)
y=0

= g cos θ
d

dx

∫ ∞

0
(ρ∞ − ρ)dy + g(ρ∞ − ρ) sin θ. (12.6.9)

The physical meaning of Eqs. (12.6.8) and (12.6.9) is the following. First, Eq. (12.6.8)
indicates that, relative to p(y = ∞) = 0, the normal buoyant force acting per unit
distance of x induces a negative pressure at the plate surface. Furthermore, since
we expect

∫ ∞
0 (ρ∞ − ρ)dy ∼ (ρ∞ − ρs)δ(x), where δ(x) is the boundary-layer thick-

ness, the magnitude of this negative pressure will continuously increase downstream
because of the monotonic increase of δ(x) and consequently the total amount of
the buoyant mass. This normal pressure then induces a streamwise pressure gradi-
ent force, ∂p/∂x < 0, as represented by the first term on the RHS of Eq. (12.6.9).
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The second RHS term represents the streamwise buoyant force, which is a constant.
Thus both components of the buoyant force contribute to the streamwise motion—
indirectly through the normal component and directly through the tangential compo-
nent. These two buoyant forces are balanced by the shear stress at the plate surface.
Additionally, since the boundary-layer thickness δ(x) is expected to vary with xm,
with 0 < m < 1 for proper behavior of its development, dδ(x)/dx would diverge at
the leading edge (x = 0) but decrease to zero as x → ∞. Consequently the influence
of the normal buoyant force for the streamwise motion decreases with increasing x
while the influence of the tangential buoyant force is a constant, which implies that
the tangential motion is dominated by the normal force near the leading edge and by
the tangential force further downstream. In other words, the boundary-layer flow is
horizontal-plate-like near the leading edge and vertical-plate-like in the downstream.
As such, the flow behavior depends on the inclination angle θ as well as the stream-
wise distance x.

We now transform the governing equations to the boundary-layer variables and
then separately identify the similarity solution for the vertical (θ = π/2) and hori-
zontal (θ = 0) plates. The boundary-layer variables are defined as

s =
(

Grx
sin5 θ

cos4 θ

)1/3

∼ x, η = 1
δ(s)

∫ y

0

ρ

ρ∞
dy,

ψ = ρ∞ν

(
cos θ

sin θ

)
sn f (s, η), (12.6.10)

where

Grx = g(Tw − T∞)x3

ν2∞T∞
, δ(s) =

[
ν2

∞T∞ cos θ

g(Ts − T∞) sin2 θ

]1/3

sm, (12.6.11)

and ψ is defined through ρu = ∂ψ/∂y and ρv = −∂ψ/∂x. We let δ and ψ vary with
arbitrary powers of s, namely mand n respectively. These values are to be determined
through the quest for similarity in general as well as in the limits of θ = 0 and π/2,
which respectively correspond to s = 0 and ∞ for fixed Grx and, hence, x.

Applying the transformation (12.6.10) and (12.6.11) to Eq. (12.6.7) in the same
manner as that for the forced convection flow treated in Section 12.1, after some
algebra we obtain

f ′ ′ ′ − sm+n−1 [
(n − m)( f ′)2 − nf f ′ ′] + ms5m−2

(∫ ∞

η

T̂dη + ηT̂
)

+ s4m−1T̂

= sm+n

(
f ′ ∂ f ′

∂s
− f ′ ′ ∂ f

∂s
− s3m−2n

∫ ∞

η

∂ T̂
∂s

dη

)
, (12.6.12)

where T̂ = (T − T∞)/(Ts − T∞) and the transformation has eliminated the explicit
dependence of the solution on θ .
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To determine m and n, we first require that Eq. (12.6.12) degenerates to the simi-
larity form for both the θ = 0 and π/2 limits. In such limits, (∂ f/∂s) ≡ 0, ∂ f ′/∂s ≡ 0,
and (∂ T̂/∂s) ≡ 0 such that the RHS of Eq. (12.6.12) vanishes. Furthermore, all terms
on the LHS must also be independent of s. The requirement on the second term
implies that m + n − 1 ≡ 0, or

n = 1 − m. (12.6.13)

Thus Eq. (12.6.12) simplifies to

f ′ ′ ′ − (1 − 2m) ( f ′)2 + (1 − m) f f ′ ′ + ms5m−2
(∫ ∞

η

T̂dη + ηT̂
)

+ s4m−1T̂

= s

(
f ′ ∂ f ′

∂s
− f ′ ′ ∂ f

∂s
− s5m−2

∫ ∞

η

∂ T̂
∂s

dη

)
. (12.6.14)

We now specialize to the two limiting cases of similarity flows for which the RHS
of Eq. (12.6.14) vanishes, and examine the behavior of the terms on the LHS. Thus
for the vertical plate, θ = π/2 and s → ∞, the fourth term vanishes if we make the
fifth term to be independent of s by setting 4m − 1 = 0 such that s5m−2 = s−3/2 → 0.
Consequently, to achieve similarity we require

m = 1
4

for θ = π

2
, (12.6.15)

and Eq. (12.6.14) becomes

f ′ ′ ′ − 1
2

( f ′)2 + 3
4

f f ′ ′ + T̂ = 0. (12.6.16)

By the same reasoning, since s → 0 for the horizontal plate, the fifth term vanishes
if we make the fourth term to be independent of s by setting 5m − 2 = 0, such that
s4m−1 = s3/5 → 0. Thus similarity holds for

m = 2
5

for θ = 0, (12.6.17)

and Eq. (12.6.14) becomes

f ′ ′ ′ − 1
5

( f ′)2 + 3
5

f f ′ ′ + 2
5

(∫ ∞

η

T̂dη + ηT̂
)

= 0. (12.6.18)

For the energy conservation equation (12.6.3), applying the transformation of
(12.6.10) and (12.6.11), with n = 1 − m and allowing for a general Prandtl number,
Pr , we have

∂2T̂
∂η2

+ Pr(1 − m) f
∂ T̂
∂η

− Prs f ′ ∂ T̂
∂s

− Prs
∂ f
∂s

= −s2m(Ts − T∞)
(cp

λ

) [
ν2

∞T∞ cos θ

(Ts − T∞) sin θ

]2/3 (
ρ∞
ρ

)2

qcw. (12.6.19)

It is then apparent that in the presence of finite-rate chemistry the streamwise influ-
ence of the reaction rate will continuously render T̂ to be nonsimilar. Furthermore,
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since T̂ is coupled to the momentum equation, f is accordingly affected and is there-
fore nonsimilar as well. Thus the problem can be actually inherently nonsimilar, even
in the limits of vertical and horizontal plates. However, as we have shown previously,
the problem can be rendered similar for nonpremixed reaction-sheet combustion,
and locally similar for weakly reactive situations.

Two additional points merit mentioning before closing. First, in conventional non-
reactive heat and mass transfer problems the temperature variation in the flow is not
large and the fluid density is frequently assumed to be constant. The density differen-
tial, which is responsible for the buoyant force, is then replaced by the temperature
differential through the use of the coefficient of thermal expansion

β = 1
v

(
∂v

∂T

)
p

= − 1
ρ

(
∂ρ

∂T

)
p

≈ − 1
ρ

(
ρ − ρ∞
T − T∞

)
, (12.6.20)

where v is the specific volume. The buoyancy force g(ρ∞ − ρ) in Eqs. (12.6.1) and
(12.6.2) is then replaced by gβρ(T − T∞) with the density treated as constant. This
is known as the Boussinesq approximation. In the present derivation the conversion
of the density differential to the temperature differential was effected by using the
isobaric approximation, (ρ − ρ∞)/ρ ≈ (T∞ − T)/T∞, which is not restricted to small
temperature or density differences.

Second, following the convention in nonreactive heat transfer, our Grashof num-
ber is based on the temperature (or density) difference (Ts − T∞). This is not
an appropriate representation of the source of the driving force when a flame is
present, as for example in the case of nonpremixed burning involving an ablat-
ing surface. The appropriate temperature difference used in assessing Gr should
be (Tf − T∞) ≈ (Tad − T∞). Indeed, since Ts is frequently quite close to T∞, use of
(Ts − T∞) can result in much smaller values of Gr .

PROBLEMS

1. While extensive theories on boundary-layer flows have been developed for in-
compressible flows, the flows of interest to combustion are characterized by vari-
able density. This difficulty however can be circumvented by using the Howarth–
Dorodnitzyn transformation, which reduces the equations for variable density
flows to those of constant density flows. Take the simple flat-plate boundary flows
for illustration. The continuity and momentum conservation equations are

∂(ρu)
∂x

+ ∂(ρv)
∂y

= 0, (10.P.1)

ρu
∂u
∂x

+ ρv
∂u
∂y

= ∂

∂y

(
µ

∂u
∂y

)
. (10.P.2)

Show that by using the variables

ξ = ρµx, z =
∫ y

0
ρdy, w = 1

ρµ

(
ρv + u

∫ y

0

(
∂ρ

∂x

)
y

dy

)
,
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with ρµ assumed to be constant, the variable-density governing equations are
transformed to the constant density form:

∂u
∂ξ

+ ∂w

∂z
= 0, (10.P.3)

u
∂u
∂ξ

+ w
∂u
∂z

= ∂2u
∂z2

. (10.P.4)

2. The various boundary-layer solutions studied in the text were all directly ob-
tained from the governing differential equations. An alternate, approximate so-
lution procedure is the integral analysis of Karman-Pohlhausen. The method in-
tegrates, say, the momentum equation, with an assumed velocity profile through
the boundary layer, and solves for such global properties as functions of the mo-
mentum boundary-layer thickness. We shall demonstrate this method for the
ablating flat-plate boundary layer of Section 12.2. For simplicity we shall use
the incompressible form of the governing equations, recognizing that they can
be obtained from the compressible form through the Howarth–Dorodnitzyn
transformation, shown in Problem 1. Hence, we have

∂u
∂x

+ ∂v

∂y
= 0, (10.P.5)

u
∂u
∂x

+ v
∂u
∂y

= ν
∂2u
∂y2

, (10.P.6)

subject to the boundary conditions

u(0) = 0, v(0) = v0, u(δ) = U∞, (10.P.7)

where v0 is the velocity of the gasifying species leaving the surface, and δ(x) is
the boundary-layer thickness.

(a) With v given by integrating Eq. (10.P.5) from y = 0 to δ(x), show that a
further integration of Eq. (10.P.6) yields

v0U∞ − ∂

∂x

∫ δ

0
(U∞ − u)udy = −ν

(
∂u
∂y

)
0
. (10.P.8)

(b) Next, by defining the boundary-layer variables, η = y/δ(x), u/U∞ = φ(η),
and letting the surface blowing velocity vary inversely with δ(x), as v0 = νβ/δ(x),
where β can be considered as a blowing rate coefficient, show that Eq. (10.P.8)
becomes, after a further integration in x,

[δ(x)]2 = 2ν

U∞ I
[β + φ ′(0)] x, (10.P.9)

where I = ∫ 1
0 (φ − φ2)dη.

(c) Assume a fourth-degree polynomial in η for φ(η), which satisfies the profile
requirements,

φ(0) = 0, φ(1) = 1, φ′(1) = 0, φ′′(1) = 0, βφ′(0) = φ′′(0), (10.P.10)

where the last relation is obtained by evaluating Eq. (10.P.5) at the surface,
and show that

φ(η) = 12
(6 + β)

[
η + β

η2

2
− (3 + 2β)

η3

3
+ (2 + β)

η4

4

]
. (10.P.11)
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(d) Now let us finally let the system react in the manner of the nonpremixed
burning problem of Section 12.2. Determine the mass burning flux and the shear
stress at the surface, (ρv)0 and (µ∂u/dy)0, respectively.

3. Rework the problem of Section 8.2.3 on the ignition of an unconfined mixture
by a hot plate, up to the stage where you have shown that the problem is locally
similar.

4. Use the jet flow system of Section 12.4 to analyze the ignition of a stagnant
combustible of temperature T∞ and reactant mass fractions Yi,∞ by a hot, inert
jet of radius ro and initial temperature To and velocity uo. Assume Sc = 1 for
simplicity. This problem is somewhat similar to that of the mixing layer treated in
Section 12.3.3, except now the ignition source, that is, the jet, is of finite dimension
and, hence, during the induction period is continuously cooled down through
entrainment of the ambient gas. Just derive the final structure equation for the
inner region, with the appropriate boundary conditions. Discuss the issues of
similarity and jet cooling.

5. Set up and solve the problem of the nonpremixed burning of a vertical ablating
plate subjected to natural convection (Kosdon, Williams & Buman 1969) in the
same manner as that for the forced convection problem of Section 12.2.
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In many combustion applications the fuel is originally present as either liquid or
solid. In order to facilitate mixing and the overall burning rate, as pointed out in
Section 6.4.1, the condensed fuel is frequently first atomized or pulverized, and then
sprayed or dispersed in the combustion chamber. Consequently, in these devices
combustion actually takes place in a two-phase medium, consisting of the dispersed
fuel droplets or particles in a primarily oxidizing gas.

A description of two-phase combustion consists of three components, namely the
gasification and dynamics of individual and groups of droplets (or particles); a sta-
tistical characterization of the spray; and the collective interaction of these droplets
with the bulk gaseous medium through the description of the two-phase flow in
terms of heat, mass, and momentum transfer. The first component was introduced in
Section 6.4 through the d2-law of droplet vaporization and burning, and will be ex-
tensively studied in this chapter for both droplets and particles. Specifically, we shall
first discuss the general phenomenology of droplet combustion with and without
external convection, and the experimental methodologies commonly used in investi-
gating droplet combustion. We shall then study the combustion of single-component
droplets by relaxing the various assumptions associated with the d2-law, and hence
examine effects of droplet heating, fuel vapor accumulation, and variable transport
properties that were briefly mentioned in Section 6.4.4. We shall also relax the as-
sumptions of gas-phase quasi-steadiness, stagnant environment, and solitary droplet
by discussing effects due to gas-phase transient diffusion, external convection, and
droplet interaction, respectively. The influence of finite-rate kinetics through droplet
ignition and extinction, and the phenomenon of droplet collision, will be discussed.
We shall then study multicomponent droplet combustion because most practical
liquid fuels are blends of many components. The gasification mechanisms of mis-
cible fuel blends and of alcohols, emulsions, slurries, and reactive liquids will be
covered.

Next we shall discuss carbon combustion for its relevance in the burning of organic
matters such as coal particles, and metal particle combustion for its relevance in
explosion hazards, propellant combustion, and the combustion synthesis of materials.

559
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Following the extensive discussion on droplet and particle processes, we shall then
study spray combustion, which includes spray statistics, the conservation equations,
and problems on spray vaporization and flame propagation.

Reviews on droplet, particle, and spray combustion are given in Faeth (1977; 1996),
Law (1982, 1998), Law and Law (1993), and Sirignano (1999), and pertinent review
literature on other topics will be cited where appropriate.

13.1. GENERAL CONSIDERATIONS OF DROPLET COMBUSTION

13.1.1. Phenomenology
For a droplet undergoing combustion in a stagnant, gravity-free environment, both
forced and natural convection are absent. This results in a spherically symmetric
combustion configuration, as shown in Figure 6.4.3. Here the liquid fuel gasifies and
forms a layer rich in fuel vapor next to the droplet surface. The fuel vapor is subse-
quently transported outward toward the reaction zone, which is deficient in the fuel
concentration. Similarly the ambient oxidizer gas is transported inward. In the reac-
tion zone fuel and oxidizer mix and react, liberating heat and combustion products
that are transported both inward and outward. At the droplet surface the inwardly
transported heat is utilized for further gasification to sustain combustion and also
in heating up the droplet interior. Because of spherical symmetry, all transport pro-
cesses occur only in the radial direction. In the gas phase both diffusion and Stefan
convection exist, while in the liquid phase only diffusion is possible. The continuously
regressing droplet surface, however, constitutes a passive mode of liquid-phase con-
vection responsible in exposing the droplet interior to the gas medium. That is, in the
reference frame attached to the regressing droplet surface, the state of the droplet
interior will experience a net convective velocity as the liquid element “flows” toward
the surface.

In realistic situations a relative nonradial velocity usually exists between the
droplet and the ambience. This can be caused either by the inertia the droplet ac-
quired during spraying, or by its slower response, compared with that of the gas,
to changes in the flow velocity and configuration. Even in a stagnant environment,
buoyancy alone can induce a relative velocity.

When the relative velocity is small, the flow configuration is slightly distorted
from spherical symmetry, as shown in Figure 13.1.1a. Here the gas-phase processes
should be qualitatively similar to the spherically symmetric situation. The mathemat-
ical analysis, however, is significantly more complicated because of the additional
dependence on the nonradial coordinates. Furthermore, the existence of nonradial
convection exerts a shear stress at the droplet surface and thereby generates a recir-
culatory motion within the droplet interior. Therefore in the liquid phase there is now
also convective transport in addition to diffusion. Finally, since gas-phase transport
rates are enhanced with this additional nonradial convection, the burning rate is also
expected to be increased.
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(b)

Thin flame
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Droplet with
complex internal
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Gas-phase
streamlines

(a)

Gas-phase
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Droplet with
internal
circulation

Thin flame
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Figure 13.1.1. Schematic showing droplet combustion configurations in the presence of externally
imposed convection: (a) Weak convection that induces internal circulation; (b) strong convection,
leading to separation and hence a complex recirculation pattern.

With further increase in the flow velocity, whose intensity can be represented by
the appropriate Reynolds and Grashof numbers, separation occurs at the droplet
surface (Figure 13.1.1b). This obviously further complicates the flow configuration
and analysis.

Finally, with very intense convection, the flame surrounding the droplet can be
“blown off.” The droplet now undergoes pure vaporization with a significantly re-
duced gasification rate. The fuel vapor generated at the droplet surface is then swept
leeward where it mixes with the oxidizing gas to a certain extent. Combustion is
sometimes possible in the wake region of the droplet, resulting in a wake flame.
The phenomenon of blow-off of the enveloping nonpremixed flame is essentially an
extinction event, caused by extinction of the flame in the front stagnation region.

Figures 13.1.2 and 13.1.3 show photographs of the various flame configurations
discussed above. Figure 13.1.2 was obtained by burning a fuel droplet suspended at

Figure 13.1.2. Photographic image of an almost spherically symmetric droplet combustion config-
uration, obtained for a suspended droplet in reduced pressure and hence buoyancy.
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(a) (b) (c)

Figure 13.1.3. Particle track photographs. (a) Sphere without flame, Re = 92; (b) sphere with en-
velope flame, Re = 92; (c) sphere with wake flame, Re = 152 (Gollahalli & Brzustowski 1973).

the end of a quartz fiber in a quiescent environment of reduced buoyancy, yielding a
nearly spherical flame. Figure 13.1.3 shows burning under highly convective situations
resulting from blowing air below a porous sphere wetted with liquid fuel (Gollahalli
& Brzustowski 1973). It is seen that, at a moderate blowing rate (Figure 13.1.3b),
the flame completely envelopes the fuel sphere. However, at a higher blowing
rate, the flame segment in the forward portion of the sphere appears to be “ex-
tinguished” (Figure 13.1.3c), and that combustion now takes place only in the wake
region.

It is worthwhile to take this opportunity to mention some potential pitfalls when
interpreting the photographic image of a flame. The wake “flames” in Figures 13.1.3b
and 13.1.3c are partly images of soot emission, which is visually bright yellow. How-
ever, real flames of hydrocarbon fuel oxidation are frequently bluish in color whose
intensity also progressively weakens as the extinction state is approached. Thus when
observing or photographing a flame that is partly bright yellow and partly faint blue,
the blue region may not be readily detected. Thus special care is needed in imaging
sooty flames or flames with large variations of luminosity.

The bulk parameters of interest in droplet combustion studies are the droplet
gasification rate, the location and temperature of the flame, the droplet drag and
dynamics, ignition and extinction limits, and the extent of pollutant formation such as
those of NOx and soot. The droplet diameters of interest are typically between 10 and
100 µm. Gasification of smaller droplets can be considered to be instantaneous during
the period between spray injection and active combustion, while larger droplets
either tend to breakup or cannot achieve complete gasification during the available
residence time. Droplet breakup also limits the maximum droplet Reynolds number
to about 100 for typical surface tension values of hydrocarbon fuels. It is frequently
desirable for the droplets within a spray to have a distribution of sizes and velocities
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in order to achieve an optimum spatial distribution through penetration, as well as a
controlled rate of gasification and thereby chemical heat release.

13.1.2. Experimental Considerations
Experimental studies of droplet combustion have employed the following methods:
(a) a single droplet suspended at the end of a thin quartz fiber (Godsave 1953;
Goldsmith & Penner 1954); (b) a freely falling single droplet or droplet stream
(Sangiovanni & Labowsky 1982; Lasheras, Fernandez-Pello & Dryer 1979; Wang,
Liu & Law 1984); (c) a porous sphere with liquid fuel fed to its interior at such a rate
that the surface is just wetted to support combustion (Wise, Lorell & Wood 1955;
Agoston, Wise & Rosser 1957). Their merits and limitations are briefly discussed in
the following.

The suspended droplet experiment can be easily set up and performed. Ignition is
achieved by either a single pulse or continuous spark discharge. Furthermore, since
the droplet is stationary, detailed cinemicrophotography can be taken of its burning
sequence. Because of the thicknesses of the suspension fiber and its thickened end,
it is difficult to suspend a droplet much smaller than 1 mm in diameter, which is
much larger than typical droplet sizes within sprays. This should not be of serious
concern if the size-dependence of the phenomenon of interest is known. However,
the suspension fiber also distorts the droplet shape from spherical; the distortion
is especially severe toward the end of the droplet lifetime when the droplet size
becomes comparable to the suspension fiber and its thickened end. There is also heat
transfer from the flame to the suspension fiber at the point where they intercept. The
amount of heat conducted away from the droplet represents a loss, while the amount
conducted toward the droplet can enhance the gasification rate because heat transfer
through the fiber is more efficient than that through the gas medium between the
flame and the droplet surface. It has been shown that interference from distortion and
heat loss can be considered to be unimportant during much of the droplet lifetime
for fiber diameters less than 100 µm.

The suspension technique is limited to fuels that are relatively nonvolatile, because
otherwise substantial vaporization would have occurred during the period involved
with suspending the droplet, charging the chamber with the proper environment, and
applying the ignition stimulus. The problem is particularly severe for multicompo-
nent fuels whose composition can be altered, from the prepared value, by an extent
that is not known because of preferential vaporization of components with higher
volatilities.

Free droplet experiments offer the advantages of small size, noninterference from
a suspension fiber, the capability of using volatile fuels, and in situ sampling of the
droplet composition. A notable technique of generating a stream of uniform-sized
droplets with controllable spacing and minimum convection is that of ink-jet printing,
which involves squeezing out droplets from a nozzled tube pressed against a piezo-
electric transducer (Wang, Liu & Law 1984). Thus by applying pulses of voltage to the
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transducer, it is deformed and thereby generates a pressure wave that forces a droplet
of given volume out of the nozzle. The regularity of the droplet stream produced per-
mits detailed photography of the droplet size by using stroboscopy, which yields the
instantaneous droplet burning rate. The technique is particularly attractive because
of its “droplet-on-demand” feature, controllable through electronic circuitry.

The porous sphere experiment is a truly steady-state one because of the fixed
“droplet” size and liquid temperature, and therefore most closely conforms with the
steady-state gas-phase assumption of the d2-law. This experiment also allows detailed
probing of the flame structure. Its main drawbacks are the excessively large size and
the preclusion of observing certain transient phenomena that are inherently present
during droplet combustion.

All combustion experiments conducted under the influence of gravity are com-
plicated by buoyancy (Law & Faeth 1994; Ross 2001). For droplet combustion the
effects are manifested in two ways. First, the burning rate is increased because of the
enhanced transport rates. Second, the flame shape is usually so severely distorted
from spherical symmetry that it is not meaningful to identify a flame “diameter.” The
distortion increases with the droplet size, and therefore is particularly serious for ex-
periments using suspended droplet and porous sphere techniques. Finally, since the
intensity of buoyancy depends on the instantaneous droplet size, the above effects
are also expected to be transient in nature.

Two techniques have been employed to minimize or eliminate buoyancy. Single
droplet experiments have been conducted in gravity-free environments such as a
freely falling chamber (Kumagai & Isoda 1957; Okajima & Kumagai 1975), or on-
board an aircraft executing a parabolic trajectory, or in a space-based laboratory
(Dietrich et al. 1996). Here a fuel droplet can be created by suspending a liquid mass
between two capillary fibers that are then impulsively pulled apart. Upon ignition,
the subsequent combustion sequence can be studied through cinephotography. This
is probably the most desired technique to study spherically symmetric droplet com-
bustion, although the experimental set-up and procedure can be quite complex and
costly. An alternate, relatively simple, technique at minimizing buoyancy is to conduct
the experiment under low pressure (Law, Chung & Srinivasan 1980; Sung, Zhu & Law
1998). The principle being that since the spherically symmetrical droplet combustion
is diffusion controlled and therefore basically pressure-independent, reducing the
chamber pressure therefore diminishes buoyancy, due to reduced density and hence
density difference, without affecting the basic diffusion-limited combustion mech-
anism. Figure 13.1.2 shows that the resulting flame can achieve a high degree of
sphericity and concentricity. There is, however, a lower limit in pressure below which
finite-rate kinetic effects become important. This can be circumvented by enriching
the combustion environment with oxygen, which also reduces the flame size and,
hence, the extent of buoyancy.

Buoyancy effects generally are not strong for earth-bound experiments involving
freely falling droplets generated by the ink-jet printing technique because of their
relatively small sizes typically between 50 to 300 µm.
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13.2. SINGLE-COMPONENT DROPLET COMBUSTION

13.2.1. Droplet Heating
We have shown that during the steady vaporization and combustion of a pure-
component droplet the droplet temperature assumes a unique value for a given
system. This temperature is usually much higher than the initial droplet temperature
at the instant of injection or ignition. Therefore there must exist a transient droplet
heating period during which the heat transferred to the droplet surface is used for
both gasification as well as droplet heating, causing a reduction in the droplet gasifi-
cation rate.

Since droplet heating involves the change of a liquid property, and therefore occurs
over a longer period than that of gas-phase transport, gas-phase quasi-steadiness can
still be assumed. Thus the only modification of the gas-phase solution such as the
d2-law is to substitute qv by an effective latent heat of gasification, qv,eff, defined as

mvqv,eff = mvqv +
(

4πr2λ�

∂T
∂r

)
r−

s

, (13.2.1)

where the heat conduction term represents the amount of heat transferred to the
droplet interior to effect droplet heating, λ� is the liquid-phase thermal conductiv-
ity coefficient, and the subscript � designates the liquid phase. Evaluation of this
term requires knowledge of the droplet temperature distribution T(r, t). In the ab-
sence of internal recirculatory motion, the unsteady heat transfer process within the
droplet is simply given by the spherically symmetric heat conduction equation (Law
& Sirignano 1977),

∂T
∂t

= 1
r2

∂

∂r

(
αh,�r2 ∂T

∂r

)
, (13.2.2)

subject to

T(r ; t = 0) = To(r),
(

∂T
∂r

)
r=0

= 0, (13.2.3)

and Eq. (13.2.1), where αh,� = λ�/(cp,�ρ�) is the thermal diffusion coefficient of the
liquid. Coupling between the gas- and liquid-phase solutions is achieved by using
qv,eff in place of qv in Eq. (6.4.31). Numerical computation is needed for the solution.

There are three sources of unsteadiness in the above equations, namely the un-
steady conduction term in Eq. (13.2.2), the continuously regressing droplet surface
rs(t), and the continuously changing surface temperature Ts(t). To simplify the analy-
sis, frequently the droplet temperature is assumed to be spatially uniform but tempo-
rally varying (Law 1976). Then energy conservation at the droplet surface is simply

mvqv,eff = mvqv +
(

4
3
πr3

s ρ�cp,�

)
dTs

dt
, (13.2.4)

from which Ts(t) can be determined.
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The above two models represent extreme rates of liquid-phase transport. Equa-
tion (13.2.2) only allows heat diffusion, which is always present, and is therefore the
slowest limit. On the other hand Eq. (13.2.4) implies that the conductivity is infinitely
large such that spatial variations are perpetually uniformized. Thus it represents the
fastest possible limit. These two models are respectively referred to as the diffusion
limit and the infinite conductivity limit; the latter is also conventionally called the
batch distillation limit because it is analogous to the chemical process of distillation.

The parameter indicating the relative dominance of the diffusion limit versus the
distillation limit behavior is the gasification Peclet number (Makino & Law 1988a),
which can be defined as the ratio of the droplet surface regression rate to the liquid-
phase thermal diffusivity,

Peh = K
αh,�

,

where K can be either Kv or Kc, for vaporization or burning respectively. Thus
for situations involving either very high liquid-phase thermal diffusion or very slow
gasification rates, that is, when Peh � 1, the distillation limit with uniform droplet
temperature is favored. By the same reasoning, the diffusion limit with droplet tem-
perature stratification is favored when Peh � 1.

Liquid-phase transport rates can also be facilitated in the presence of convection in
the form of internal circulation. The increase, however, cannot be too large because
temperature uniformization is effected only through diffusion that takes place in
directions normal to the streamlines. It has been shown (Lara-Urbanejo & Sirignano
1981) that, in the limit of infinite recirculation rate, the center of the vortex core is
located at 2

3rs , which gives the maximum reduction in the characteristic dimension
for diffusive heating.

In Figures 13.2.1, 13.2.2, and 13.2.3, predictions from both models are shown for
an octane droplet burning in the standard atmosphere, with an initial droplet tem-
perature of 300 K. Figure 13.2.1 shows the variations of the surface and center tem-
peratures with a nondimensional time t̃ = [(ρg Dg)/(ρ�r2

s,o)]t . It is seen that in the
diffusion limit the surface temperature initially increases rapidly while the core re-
gion slowly starts to heat up. This heating may or may not persist throughout the
droplet lifetime, depending on the liquid-phase thermal diffusivity. In the distillation
limit the increase in the uniform droplet temperature essentially follows that of the
surface temperature in the diffusion limit. The increase is initially slower because
of the additional heat needed for the core region, although heating of the complete
droplet is finished earlier.

Figure 13.2.2 shows the temporal variations of qv,eff/qv and m̃v . Since qv,eff/qv → 1
in the limit of vanishing droplet heating, (qv,eff/qv) − 1 > 1 and < 1 should respect-
ively represent periods dominated by droplet heating and droplet gasification. It is
thus seen that intense droplet heating, and therefore rapid increase in the gasification
rate m̃v , can be considered to be over in less than 10 percent of the droplet lifetime. It
may also be noted that the burning process is already gasification dominated before
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Figure 13.2.1. Temporal variation of the surface and center temperatures of an octane droplet
after ignition, demonstrating the rapidity in the heating up of the droplet surface layer in both the
diffusion and distillation limits.

the core region is appreciably heated. This demonstrates the important concept that
because the surface layer, which consists of substantial amount of the droplet mass, is
initially heated at approximately similar rates for the two limits, heating of the much
lighter inner core constitutes only small perturbation to the total heat budget at the
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Figure 13.2.2. Temporal variation of the burning rate constant and normalized effective latent heat
of vaporization of the octane droplet of Figure 13.2.1, demonstrating: (a) the sequential nature of
active droplet heating and gasification; and (b) active droplet heating spans only the initial period
of the droplet lifetime.
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Figure 13.2.3. Comparison of the size history of the octane droplet of Figure 13.2.1, predicted by
various assumptions regarding droplet heating.

surface, whether it takes place simultaneously with, or subsequent to, the surface
heating process.

Figure 13.2.3 shows that once the intense heating period is over, R2
s regresses quite

linearly with time, as would be expected, where Rs = rs/rs,o. Furthermore, the total
burning times are remarkably close not only between the two limits of heat transfer,
but also when compared with the d2-law result.

Summarizing, the following conclusions can be made regarding droplet heating
for a single-component fuel in a constant environment, whose pressure is also suffi-
ciently below the critical pressure. First, active droplet heating and gasification occur
somewhat sequentially, with the former mostly over in the initial 5–10 percent of the
droplet lifetime depending on the fuel volatility and the initial droplet temperature.
The fact that these two processes occur somewhat sequentially is also physically rea-
sonable because active droplet heating takes place when the droplet temperature is
low. A low droplet temperature implies a low fuel vapor concentration at the surface
and consequently a slower gasification rate. As the droplet temperature is increased
close to the final value, the droplet heating rate must slow down while the gasifi-
cation rate increases because of the higher fuel vapor concentration at the droplet
surface.

Droplet heating proceeds rapidly and therefore only slightly prolongs the total gasi-
fication time of the droplet. Furthermore, since the bulk gas-phase combustion char-
acteristics are insensitive to the detailed heat transfer processes within the droplet,
for convenience they can be simulated by using the distillation limit. The droplet
temperature distribution, however, may remain nonuniform and temporally varying
during much of the droplet lifetime. Therefore studies of those combustion char-
acteristics that do depend on the droplet temperature distribution should employ
accurate description of the internal transfer process. Processes that are likely to take
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place during the initial transient heating period, such as droplet ignition, also require
an accurate description of droplet heating.

13.2.2. Fuel Vapor Accumulation
In addition to droplet heating, another important transient process occurring during
droplet combustion is fuel vapor accumulation in the region between the droplet
and the flame (Law, Chung & Srinivasan 1980). Its significance can be appreciated
by considering the instant immediately after ignition. At that instant the amount of
fuel vapor present in the inner region to the flame should be of the same order as
the amount present in the droplet vicinity before ignition. Since this amount is very
small because of the initially low droplet temperature, the flame initially must also
lie close to the droplet surface. With subsequent gasification the fuel vapor present
in the inner region increases and larger flames can be supported. Therefore only part
of the fuel vaporized during this period is consumed at the flame, the rest is being
accumulated in the inner region as the flame expands. This amount may or may not
be totally consumed as the flame collapses toward the droplet during the latter part
of its lifetime.

The existence of this accumulation process implies that mass conservation is ac-
tually violated in the d2-law. Rather, overall mass conservation for the fuel vapor
should read

Gasification rate at droplet surface (mv)

= Consumption rate at flame (mc)

+ Accumulation/depletion rate in the inner region,

which can be expressed as

mv = mc + d
dt

∫ r f (t)

rs (t)
(YFρ) 4πr2dr. (13.2.5)

The last term is absent in Eq. (6.4.38) for the d2-law.
It is reasonable to expect that the neglected mass accumulation term is significant

because although the gas density is low compared to the liquid density, the flame size
can be substantial such that volume effect dominates. Furthermore, the fuel vapor
is accumulated at the expense of the finite droplet mass, based on which the droplet
mass lifetime is computed. Indeed it can be easily demonstrated that the amount
of fuel vapor present, as given by results of the d2-law, is of the same order as the
droplet mass, which is obviously incorrect.

While fuel vapor accumulation is a transient process, from overall mass conser-
vation the accumulation rate should be of the same order as the droplet surface
regression rate, and therefore is much slower than the gas-phase transport rates.
Hence we expect that gas-phase quasi-steadiness still holds. Thus the d2-law formu-
lation can be modified to allow for the accumulation effect by distinguishing mv and
mc, and relating them through Eq. (13.2.5).
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Figure 13.2.4. Temporal variation of the flamefront standoff ratio, r̃ f , for a heptane droplet burning
in 300 K atmosphere, demonstrating that because of fuel vapor accumulation effects r̃ f continuously
increases with time in low-ỸO,∞ environments but levels off in high-ỸO,∞ environments.

Results from the above formulation completely substantiate the experimental ob-
servation presented in Section 6.4.4. Specifically, it is found that, in the absence of
droplet heating, the droplet surface area regresses almost linearly with time, in the
manner of d2-law variation, except for a short initial period of slightly faster rate.
The flamefront standoff ratio, r̃ f , however, increases after ignition (Figure 13.2.4).
In a low oxidizer environment the increase is without bound, whereas in a richer
environment it approaches a constant value, which is different from that of the
d2-law result. The actual flame radius (Figure 13.2.5), Rf = r f /rs,o, first increases
and then decreases for the relatively rich oxidizer environments of ỸO,∞ = 0.189
and 0.284, but increases without bound for the relatively oxidizer-lean, air environ-
ment of ỸO,∞ = 0.063. These results are reasonable because the flame is smaller in
an oxidizer-rich environment such that less fuel vapor is needed for accumulation.

Results further show that droplet heating dominates the droplet size history
during the initial period of gasification, while fuel vapor accumulation dominates
the flame size history throughout the droplet lifetime, as would be expected. The
fuel consumption rate, mc, is initially smaller than the fuel gasification rate, mv

(Figure 13.2.6). However, the opposite holds in the latter part of the droplet life-
time, implying that the initially accumulated fuel is now being depleted as the flame
collapses inward such that the fuel consumption rate exceeds the gasification rate. In
an oxidizer-rich environment a steady rate of depletion may be attained. However,
this steady-state value is not the d2-law solution, mc = mv , which occurs only at one
instant in the droplet lifetime. Therefore, depending on the ambient oxygen concen-
tration and hence the flame size, the fuel vapor accumulated initially may not be
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Figure 13.2.5. Temporal variation of the nondimensional flame radius, Rf , for the heptane droplet
of Figure 13.2.4, demonstrating fuel vapor accumulation effects.
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Figure 13.2.6. Temporal variation of the fractional fuel-consumption rate for the heptane droplet
of Figure 13.2.4, demonstrating fuel vapor accumulation effects.
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Figure 13.2.7. For the heptane droplet of Figure 13.2.4, demonstrating the concept that because of
fuel vapor accumulation, the fractional amount of fuel reacted at any instant is always less than the
fractional amount of fuel gasified.

totally consumed upon complete droplet vaporization (Figure 13.2.7). Consequently,
an important practical implication of the fuel vapor accumulation process is that since
the fuel gasification rate is not equal to the fuel consumption rate, adoption of the
d2-law in spray modeling may result in erroneous estimates of the instantaneous
chemical heat release rate of the spray.

13.2.3. Variable Property Effects
Since diffusion is the dominant process in nonpremixed flames, and since the molec-
ular weights of typical liquid hydrocarbons are substantially greater than that of air,
the assumption of constant transport properties including unity Lewis number can
have significant quantitative influence on the calculated flame characteristics. Using
the reaction-sheet formulation of Section 6.1.2, the d2-law can be reformulated al-
lowing for constant, but different, values of cp, λ, and ρD in the inner and outer
regions to the flame, respectively designated by subscripts 1 and 2 (Law & Law 1976,
1977). This yields the following expressions for mc, r̃ f , and Tf :

mc

4πrs
= ln

{[
1 + cp,1(Tf − Ts)

qv

](λ1/cp,1) (
1 + ỸO,∞

)(ρD)2

}
(13.2.6)

r̃ f = 1 + (λ1/cp,1)
(ρD)2

ln [1 + cp,1(Tf − Ts)/qv]
ln(1 + ỸO,∞)

(13.2.7)

qc = (cp,2Tf − cp,1Ts + qv) + cp,2(Tf − T∞)[
(1 + ỸO,∞)1/Le2 − 1

] . (13.2.8)
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Equation (13.2.8) shows that the flame temperature now depends on the transport
process through Le2, and consequently is not the adiabatic flame temperature. In
particular since ỸO,∞ � 1 for practical hydrocarbon combustion in air, we have

(
1 + ỸO,∞

)1/Le2 − 1 � ỸO,∞
Le2

,

which shows that the effect of Le2 is simply a modification of the oxidizer concentra-
tion experienced by the flame by a factor Le−1

2 . Therefore for Le2 > 1, the oxidizer
concentration is effectively reduced. The flame temperature is also reduced from
the adiabatic flame temperature, which is obtained with Le2 = 1. This is reasonable
because now thermal diffusion is more efficient than mass diffusion, resulting in a
relatively faster rate of heat transfer away from the flame. The converse holds for
Le2 < 1.

The expressions for mc and r̃ f show that the relevant Lewis number here is a mixed
one, given by

Leeff = λ1/cp,1

(ρD)2
,

which demonstrates that the dominant processes affecting the droplet mass burning
rate and flame size are thermal conduction in the inner region and oxygen diffusion in
the outer region. As such, the individual Lewis numbers, Le1 and Le2, are actually
irrelevant in determining mc and r̃ f . Furthermore, it has also been estimated that
for light hydrocarbon fuels (e.g., heptane) burning in air, Leeff is between 1

3 to 1
2 .

Therefore when it is used in Eq. (13.2.7), a much smaller r̃ f results when compared to
the one determined by using the d2-law expression, Eq. (6.4.29), derived by assuming
unity Le throughout. The predicted r̃ f is then in the right range of the experimentally
observed values.

The transport coefficients also need to be evaluated at a reference temperature
Tref in each of the inner and outer regions. Two such reference temperatures have
been recommended, namely the simple arithmetic mean (Law & Williams 1972),

Tref,1 = 1
2

(Ts + Tf ), Tref,2 = 1
2

(Tf + T∞), (13.2.9)

and the 1
3 -rule modified to allow for the existence of the flame sheet and the temper-

ature profiles across it,

Tref,1 = 1
3

(Ts + 2Tf ), Tref,2 = 1
3

(Tf + 2T∞). (13.2.10)

Similar mixing rules can be applied to the estimation of representative compositions
when accounting for their influence on transport coefficients.

13.2.4. Gas-Phase Transient Diffusion and High-Pressure Combustion
We have just shown that the two major transient processes occurring during droplet
combustion, namely droplet heating and fuel vapor accumulation, can all be sat-
isfactorily described on the basis of gas-phase quasi-steadiness. We now study the
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characteristics of gas-phase transient diffusion and its influence on droplet com-
bustion (Rosner & Chang 1973; Waldman 1975; Crespo & Liñán 1975; Matalon &
Law 1983, 1985).

First we note that the quasi-steady assumption is expected to break down in regions
far away from the droplet where the flow velocity is extremely slow such that the
characteristic diffusion time is of the same order as that for surface regression. The
location r∞ at which this assumption breaks down can be estimated by equating the
diffusion time at r∞ with the regression time at rs ,

r2
∞

Dg
∼ r2

s

K
. (13.2.11)

Since K/Dg ∼ ρg/ρ� from (6.4.41), we have

r∞
rs

∼
(

ρ�

ρg

)1/2

. (13.2.12)

In particular, for near- or super-critical combustion, ρ�/ρg = O(1). Then the assump-
tion is invalid everywhere.

In order to unambiguously identify the extent of departure from the d2-law caused
by gas-phase transient diffusion, it is necessary to suppress droplet heating and
fuel vapor accumulation. Analytically this can be achieved by respectively setting
qv,eff = qv and using the quasi-steady d2-law results as the initial concentration and
temperature profiles. Results from a perturbation analysis (Matalon & Law 1983),
using δ ≈ [m̃(ρg/ρ�)]1/2 as the small parameter of expansion, where m̃ corresponds
to either pure vaporization or reaction-sheet combustion as the case may be, shows
(Figure 13.2.8) that the effect of transient diffusion, as represented by finite values
of δ, is to decrease the droplet gasification rate. This result is physically reasonable
because, with transient diffusion, the gas-phase processes cease to be infinitely re-
sponsive as compared to the droplet surface regression rate. The reduction, however,
is quite small for sufficiently subcritical pressures. It can therefore be concluded that
gas-phase quasi-steadiness is an adequate and useful assumption for the modeling of
subcritical heterogeneous combustion systems, provided δ � 1.

For δ ≈ 1 situations involving high-pressure, near-critical and supercritical com-
bustion, gas-phase transient diffusion is inherently important (Bellan 2000; Yang
2000). From practical considerations, internal combustion engines operate under
elevated pressures frequently in excess of the thermodynamic critical pressure of
the liquid fuel. For example, while the critical pressures of diesel fuels are of the
order of 20 atm, the pressure within diesel engines can range from 40 atm at the
end of the compression stroke to twice that value at the peak combustion pres-
sure. At such elevated pressures various aspects of low-pressure droplet combustion
need to be revised. The elevation of the liquid boiling point lengthens the droplet
heating period but reduces the subsequent latent heat of gasification, while the
simultaneous reduction in the surface tension promotes droplet deformation and
internal motion. Gas-phase compressibility and dissolution of gas into the liquid
also become important. At and beyond the critical state the distinction between
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Figure 13.2.8. Calculated droplet size history with various extents of gas-phase transient diffusion
as represented by δ ∼ [m̃(ρg/ρ�)]1/2.

gas and liquid vanishes and the phenomena of interest cease to be that of droplet
combustion.

Figure 13.2.9 shows the burning times of n-octane droplets obtained under micro-
gravity and normal gravity for subcritical and supercritical ambient pressures, with
the critical pressure of octane being pcr = 2.52 MPa (Sato et al. 1990). It is seen that,
up to the critical pressure, increasing the system pressure increases the droplet burn-
ing rate and, hence, decreases its lifetime. This is due to the reduced latent heat of
vaporization. However, for pressures greater than the critical, the burning rate de-
creases with increasing pressure as indicated by the increase in the droplet lifetime.
Since the problem of interest here is primarily that of the transient mixing between
the fuel “vapor” sphere and the ambient “gas,” the mixing and hence burning rates for
unit mass now primarily vary with the mass diffusivity that is reduced with increasing
pressure in this inherently transient regime.

Figure 13.2.9 also shows that the burning rate under normal gravity is substantially
faster than that under microgravity. This is due to the augmented transfer rate in the
presence of buoyancy.

13.2.5. Convection Effects and Droplet Dynamics
The heat and mass transfer processes of the spherically symmetric droplet combustion
discussed so far are strongly influenced by external convection and droplet dynamics.
Conversely, the droplet dynamics are also affected by droplet combustion.
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Figure 13.2.9. Experimentally determined droplet burning lifetime as a function of pressure under
normal gravity and microgravity conditions (Sato et al. 1990).

During vigorous burning, external convection generally increases the droplet gasi-
fication rate. Various semiempirical correlations have been proposed for the aug-
mentation in the gasification rate; a recommended one for forced convection (Faeth
1977) is

K
Ko

= 1 + 0.276Re1/2 Pr1/3

(1 + 1.232/RePr4/3)1/2
, (13.2.13)

where Ko is the gasification rate constant from the spherically symmetric limit. Equa-
tion (13.2.13) is applicable to both pure vaporization and combustion, and gives the
correct limits for low and high Re situations up to Re = 1,800. Specifically, for low Re
flows, the correction varies with Re in accordance with the Stokes flow limit, while
for high Re flows, the correction varies with Re1/2 as in boundary-layer flows.

The corresponding correlations for K due to natural convection are (Law &
Williams 1972)

K
Ko

= 1 + 0.52Gr1/2, Gr < O(1) (13.2.14a)

= 1 + 0.85Gr1/4, Gr > O(10), (13.2.14b)

where Gr is the Grashof number. The Gr1/2 and Gr1/4 variations are in agreement
with analyses for low-Gr creeping flows and high-Gr boundary-layer flows respec-
tively. Figure 13.2.10 shows experimental data, from a variety of sources, demonstrat-
ing the transition from low- to high-Gr regimes.
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Figure 13.2.10. Dependence of the normalized burning rate constant, K/Ko, on the Grashof num-
ber, showing variation of the Grashof number scaling.

There exists an upper limit in the convection intensity above which the flame
is “blown off” the droplet. This phenomenon is basically that of extinction in the
forward stagnation region.

Vaporization and combustion can in turn influence the drag experienced by the
droplet and thereby its dynamics in several essential ways. The outward mass flux at
the droplet surface reduces friction drag but increases pressure drag, especially due
to early separation. The existence of interfacial velocity, especially after the droplet
has been substantially heated up, may delay separation and reduce both the friction
and pressure drags. Furthermore, the significant elevation of temperature in both the
gas and liquid phases, and the increase in the gas density because of the presence of
the high-molecular-weight fuel vapor, can all greatly influence the fluid properties
and thereby estimation of the drag coefficient. Since the droplet size continuously
decreases, the drag force experienced by the droplet is inherently transient, varying
over the same time scale as the droplet gasification process.

The effect of surface mass transfer on the drag experienced by an evaporating
porous sphere has been studied both experimentally and computationally (Yuen &
Chen 1976; Renksizbulut & Yuen 1983). It was concluded that while mass transfer
reduces friction drag significantly, the pressure drag is increased by an almost equal
amount. The net effect is that the standard drag curve for solid spheres can be used
for evaporating droplets (Figure 13.2.11), provided that the density is that of the
freestream and the viscosity of the vapor mixture is evaluated at the 1

3 -reference
state. Comparable studies involving burning droplets or spheres with higher surface
mass fluxes have not been conducted.
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Figure 13.2.11. Comparison of the calculated drag coefficient with the standard drag curve for
vaporizing droplets, demonstrating the approximate cancellation of the pressure drag and friction
drag such that the standard drag curve can still be used (Renksizbulut & Yuen 1983).

The final effect of external convection is the generation of circulatory motion
within the droplet interior, and thereby enhancement of the internal heat and mass
transport rates. However, as mentioned earlier, rapid internal circulation cannot
cause perpetual spatial uniformization throughout the droplet. In particular, the net
effect of rapid internal circulation is to reduce the diffusion distance by a factor of
three and thereby shorten the diffusion time by an order of magnitude. However,
for large Reynolds number flows the burning time is reduced by O(Re1/2), as shown
by Eq. (13.2.13). Therefore for Re = O(102), the burning time is also reduced by an
order of magnitude. Since reductions in the characteristic diffusion and burning times
are of the same order even in such a highly convective limit, it is then reasonable to
expect that significant concentration nonuniformity should prevail throughout the
droplet lifetime.

13.2.6. Droplet Interaction
Our discussion so far has been limited to an isolated droplet situated in an unbounded
environment. In the practical situation within a spray, any given droplet is surrounded
by and thereby interacts with the rest of the droplet ensemble. The intensity obviously
depends on how closely the droplets are spaced.

To assess the effects of droplet–droplet interaction, studies have been conducted
on the vaporization and combustion of only a few interacting droplets. Theoretical
analysis of the problem is necessarily complicated because of the three-dimensional
nature of the configuration. For a steady situation without external flow, continuity
and coupling function conservation are given by

∇ · (ρv) = 0 (13.2.15)

∇ · [ρvβi − (λ/cp)∇βi ] = 0. (13.2.16)
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A special solution of Eqs. (13.2.15) and (13.2.16) can be obtained (Labowsky 1978;
Umemura 1981) by defining a velocity potential φ satisfying

∇φ = ρv, (13.2.17)

such that Eq. (13.2.15) is simply the Laplace equation

∇2φ = 0. (13.2.18)

Furthermore, with ρv defined by Eq. (13.2.17), it can be easily shown that

βi = c1,i + c2,i exp[φ/(λ/cp)] (13.2.19)

satisfies Eq. (13.2.16), where c1,i and c2,i are constants to be determined by applying
the appropriate boundary conditions.

Equation (13.2.18) can be rigorously solved for the binary droplet system by using
the bispherical coordinate (Twardus & Brzustowski 1977; Brzustowski et al. 1979;
Umemura 1981; Umemura, Ogawa & Oshima 1981). However, numerical solution
is needed for systems with more droplets (Labowsky 1978). The extent of compu-
tation can become prohibitively tedious and therefore impractical as the number of
droplets increases. It seems that in order to incorporate interaction effects into spray
modeling, either statistical methods or the concept of screening distance (Samson
et al. 1978, Samson, Bedeaux & Deutch 1978) are needed in order to limit the extent
of computation.

The major conclusions drawn from the analytical results of the binary droplet
system are that interaction reduces the droplet gasification rate from its isolated
value because of the competition for oxygen, and that d2-law does not hold because
of the continuous increase in the separation distance between the droplet surfaces
as gasification proceeds. There is also a minimum droplet separation distance below
which the individual flames will merge.

Figure 13.2.12a shows a burning sequence of three horizontally aligned, sus-
pended droplets burning interactively, with buoyancy being minimized by using a
low-pressure environment (Miyasaka & Law 1981). It is seen that initially a single,
merged flame exists because of the proximity of the droplets. As burning progresses,
however, flame separation occurs as the droplet surfaces recede from each other.
Since the center droplet suffers stronger oxygen competition as compared to the
edge droplets, it has a larger flame and a slower burning rate, which causes it to burn
out last.

Figure 13.2.12b shows a corresponding burning sequence conducted under atmo-
spheric pressure and thereby increased extent of buoyancy. It is seen that the center
droplet now has a faster burning rate and therefore burns out first. The reason is that
the edge droplets now help in inducing the buoyant flow, which increases the oxygen
supply rate.

The above concepts are quantitatively demonstrated in Figure 13.2.13, in which the
normalized burning rate constant, Kc(t)/Kc,isolated, is plotted against the normalized
separation distance, L/ds(t), for a two-droplet array, where L is the fixed separation
distance between the two droplet centers. It is clear that both the theoretical curve
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burning without buoyancy.
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Figure 13.2.14. Collision regime diagram for: (a) hydrocarbon droplets at atmospheric pressure
and water droplet at elevated pressures, (b) water droplet at atmospheric pressure and hydrocarbon
droplets at reduced pressures.

and the low pressure experimental data show that with increasing L/ds as burning
progresses, Kc continuously increases because of the diminishing interaction effect.
The theoretical curve, however, shows a stronger long range effect than the experi-
mental data. This is likely caused by the constant property assumption in the theory,
which results in larger flame sizes and thereby stronger interaction effects.

With increasing pressure and thereby buoyancy, the experimental data show a
local burning rate maxima at an optimum separation distance (Feedoseeva 1973;
Miyasaka & Law 1981), in accordance with the discussion on the burning sequence
of Figure 13.2.12b.

13.2.7. Dynamics of Droplet Collision
Since the region immediately downstream of a spray injector has a high concentration
of droplets, it is reasonable to expect that some of these droplets can collide and,
depending on the outcome of the collision, can substantially modify the subsequent
development of the spray. Droplet collision is also of interest to the study of rain
drop formation and the modeling of nuclear fusion.

Experimental studies of binary droplet collision have revealed a rich variety of
collision outcomes, which can be represented in a B–We regime diagram shown in
Figure 13.2.14 for a typical hydrocarbon, say an n-alkane, and water (Jiang, Umemura
& Law 1992; Qian & Law 1997). Here We = dsρ�U2/σ is the liquid Weber number,
B = χ/ds the impact parameter, ds the droplet diameter, U the relative velocity of
the droplets, σ the surface tension of the liquid, and χ the perpendicular distance
between the two lines passing through the droplet centers with direction parallel to
the droplet relative velocity. Thus B = 0 and 1 respectively designate head-on and
grazing collisions. Figures 13.2.15 and 13.2.16 show the time-resolved images of the
various outcomes for head-on and off-center collisions.
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Let us first consider the head-on collision events for hydrocarbon droplets at 1
atm. It is seen that when the collision inertia is small (Regime I), with small We, the
droplets will first merge upon contact, and then oscillate for a few periods before they
settle down to the final, merged droplet of the combined mass. Since the droplets
have negligible kinetic energy before collision for the present low We situation, the
initial total energy of the system is the surface tension energy of the two droplets.
Furthermore, since this value is larger than that of the droplet consisting of the com-
bined mass, the initial shape of the combined mass cannot be spherical. Referring to
the image at 1.05 ms for Regime I in Figure 13.2.15, we see that the larger curvature
and hence surface tension force at the rim of the merged mass creates an inward mo-
tion, causing it to contract. This motion over-shoots, resulting in the shape at 1.45 ms.
At this stage, the kinetic energy of the internal motion is mostly converted to the
surface tension energy again, with the remaining energy having been viscously dissi-
pated. This exchange between the kinetic energy of the internal motion and surface
tension energy provides the mechanism for oscillation, while viscous damping allows
the combined mass to eventually assume the spherical shape.

By increasing the impact inertia and hence We (Regime II), Figure 13.2.15 shows
that the droplets are substantially squashed upon impact, although a distinct interface
still exists between the droplets as evidenced by the presence of a cusp at the edge
of the interface. Thus coalescence does not occur in this regime and the droplets
subsequently bounce off.

A further increase in the collision energy again results in permanent coalescence,
in Regime III, and is characterized by the total deformation of the merged mass to
the shape of a dimpled disc. Finally, in Regime IV, the collision energy is so large that
the surface energy of the coalesced mass is not sufficient to contain the liquid in a
closed surface. Thus after the initial coalescence, contraction of the deformed mass
causes it to split. This is effected through the pinching off of the connecting ligament,
resulting in the formation of a satellite droplet.

For off-center collisions (Figure 13.2.16), the behavior is qualitatively similar to
the corresponding head-on situations, except a rotational motion is now imparted
to the droplets in contact. Regime V, however, is distinctive in that the collision is
grazing and highly energetic. Thus shearing action dominates and there is very little
rotational motion. Satellite droplets of several generations can be formed as the
merged mass splits apart.

The nonmonotonic transition behavior between Regimes, I, II, and III is quite
interesting. The factor that controls the possibility of droplet bouncing is whether
the colliding droplets can squeeze out the gas film between them or whether the inter-
droplet pressure build-up is sufficiently large to repel them. To verify this concept,
experiments have been conducted by decreasing either the chamber pressure or
the molecular weight of the gas. The reduction of mass associated with the inter-
droplet gas film indeed inhibits bouncing and promotes coalescence. Consequently,
Regime II is mostly or totally eliminated for such cases, resulting in direct transition
from Regime I to Regime III.
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For the collision of water droplets, because the surface tension and viscosity are
different from those of the hydrocarbons, the collision outcome at 1 atm is actually
described by Figure 13.2.14b, without Regime II. Bouncing is recovered only at higher
pressures, with the outcome described by Figure 13.2.14a.

13.2.8. Ignition and Extinction Criteria
When studying spray combustion, it is frequently necessary to assess the instant at
which droplets ignite or extinguish. Such an assessment can be readily performed
by evaluating appropriate ignition and extinction Damköhler numbers based on the
S-curve analysis for nonpremixed flames discussed in Chapter 9. Here, we shall out-
line the key steps and give the criteria (Law 1975).

For a one-step overall, second-order reaction, energy conservation is given by

m̃
r̃2

dT̃
dr̃

− 1
r̃2

d
dr̃

(
r̃2 dT̃

dr̃

)
= DaCỸOỸF e−T̃a/T̃, (13.2.20)

where DaC = (BCr2
s )/(λ/cp) is the collision Damköhler number and other quantities

are defined in Section 6.4 for droplet combustion. The analysis can be facilitated by
drawing analogy with the nonpremixed chambered flame of Chapter 9. This can
be accomplished by using the convection-free formulation through the change of
variable

ξ = 1 − e−m̃/r̃ , (13.2.21)

such that r̃ = (1, ∞) correspond to ξ = (ξs, 0). This reduces Eq. (13.2.20) to

d2T̃
dξ 2

= −DaC

[
m̃2

(1 − ξ)2[ln (1 − ξ)]4

]
ỸOỸF e−T̃a/T̃, (13.2.22)

where the coupling functions Ỹi + T̃ are given by Eq. (6.4.24) and (6.4.25),

T̃ + ỸO = ỸO,∞(1 − ξ) − βvξ + T̃∞ (13.2.23)

T̃ + ỸF = (1 − βv)ξ + T̃∞, (13.2.24)

with βv = (T̃∞ − T̃s) + q̃v , and the boundary conditions are

T̃(0) = T̃∞, (13.2.25)

T̃(ξs) = T̃s, (13.2.26)

(
dT̃
dξ

)
ξs

= −q̃vem̃. (13.2.27)

The extra boundary condition for the second-order Eq. (13.2.22) allows the determi-
nation of m̃.
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Ignition is expected to be initiated in a narrow region next to the hot ambience,
which has the highest temperature. Following Section 9.3.1, the structure equation
for the temperature perturbation in the reaction zone is

d2θ

dχ2
= −�

(χ − θ)
χ4

e(θ−βvχ) (13.2.28)

θ(0) = 0, (13.2.29)(
dθ

dχ

)
∞

= 0, (13.2.30)

where

� =
(

m̃v,0

T̃ 2∞/T̃a

)2

DaCYO,∞e−T̃a/T̃∞ (13.2.31)

is the reduced Damköhler number and mv,0 the droplet vaporization rate in the frozen
limit. The only difference between Eq. (13.2.28) with Eq. (9.3.2) is the extra χ4 term
as a consequence of the present spherical geometry. A solution of Eqs. (13.2.28) to
(13.2.30) yields the ignition turning point and consequently the ignition Damköhler
number, �(βv). Although an analytic solution for �I(βv) cannot be found, a semi-
analytical expression (Makino 1991)

�I(βv) = 0.5
[

4
e(1 − βv)

]4

− 0.6
[

4
e(1 − βv)

]2

(13.2.32)

has been derived that correlates the numerical solution well. Thus a droplet is ex-
pected to ignite when � > �I(βv) is satisfied.

Equation (13.2.32) shows that ignition is not possible for �I → ∞ as βv → 1.
Physically, the condition βv > 1 corresponds to cp(T∞ − Ts) > (qc − qv), which im-
plies that the ambient temperature is higher than the adiabatic flame temperature.
The system is therefore superadiabatic and ignition is irrelevant.

The extinction analysis completely parallels that in Section 9.3.4. Furthermore,
since the thin reaction zone is now situated within the bulk of the flow field, the
structure equation for the perturbed temperature is identical to Eqs. (9.3.23) through
(9.3.25), with the reduced Damköhler number defined as

δ = 4
(
T̃ 2

f /T̃a
)3

m̃2
c,0

[ln(1 + ỸO,∞)]4
DaCe−T̃a/T̃ f , (13.2.33)

where m̃c,0 is the droplet burning rate in the flame-sheet limit. Consequently, the
extinction Damköhler number δE is again given by Eq. (9.3.28), with

γ = 1 − 2(1 − βv)
1 + ỸO,∞

. (13.2.34)

13.3. MULTICOMPONENT DROPLET COMBUSTION

Earlier studies on droplet combustion were mostly based on pure fuels. Mul-
ticomponent effects were not considered to be serious for the reasons that
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commercial fuel blends were highly refined and lie within narrow specification ranges,
and that requirements of combustor efficiency and emission were generally not
stringent.

However, recent developments in engine design and fuel formulation indicate that
multicomponent effects will become progressively more important in the utilization
of liquid fuels. Combustion processes within engines will be more tightly controlled
to further improve efficiency and reduce emissions. The synthetic fuels derived from
coal, tar sand, and oil shale will have more complex composition as well as higher and
wider boiling point ranges. There also exists considerable interest in the utilization
of such hybrid fuels as water–oil emulsions, alcohol–oil solutions, and coal–water
and coal–oil slurries. The widely different physical and chemical properties of the
constituents of these hybrid fuels render it essential to consider multicomponent
effects in their gasification behavior.

To understand heterogeneous multicomponent fuel combustion, either as a drop-
let or in some other form (e.g., pool burning), the following three factors need to be
considered because they directly control the temporal variations of the relative gasi-
fication rates as well as the concentration and spatial distributions of the individual
components within the droplet: (a) The relative concentrations and volatilities of the
liquid constituents. (b) The miscibility of the liquid constituents and the ideality of
the mixture. These affect the phase change and thereby the surface vapor pressure
characteristics. (c) The rate of liquid-phase mass diffusion, the rate of droplet surface
regression, and the intensity of motion within the droplet. These influence the rate
with which the liquid components can be brought to the surface at which gasification
takes place.

In the following we shall discuss the gasification mechanisms of various types of
multicomponent mixtures.

13.3.1. Miscible Mixtures
Liquid-phase mass diffusion is a crucial process in the gasification of miscible mix-
tures. To appreciate this point, we first recognize that no matter how volatile a liquid
element is, it cannot gasify unless it is exposed at the droplet surface. As discussed
previously, exposure can be achieved through either the passive mode of surface
regression or the active modes of diffusion and internal circulation. However, liquid-
phase mass diffusion is an extremely slow process; its rate being one to two orders
slower than those of surface regression and liquid-phase thermal diffusion during
combustion or rapid vaporization. Therefore, with it being the dominant active mode
of transport, it is reasonable to expect that the liquid element in the core of the droplet
will be “trapped” during most of the droplet lifetime. Under this situation the rela-
tive volatilities of the individual components obviously cannot be the only factor in
effecting gasification.

Solution of the gas-phase transport processes, with the assumption that reaction
between the N fuel species and the oxidizer still occurs at a single flame sheet, yields
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the same expressions (Law & Law 1982b) for m̃c, r̃ f , and T̃ f as in Eqs. (6.4.28) to
(6.4.31), provided we identify

qv = �εi qv,i , qc = �εi qc,i , σO = �εiσO,i , mc = �mc,i ,

where εi = m̃c,i/�m̃c,i is the fractional mass burning rate, which can be shown to be

εi = Yi,s/�Yj,s, (13.3.1)

where the indexes i and j refer only to the fuel species.
For the single-component d2-law, the gas-phase solution essentially furnishes the

major parameters of interest, namely m̃c, r̃ f , and T̃ f . For the multicomponent case,
however, the gas-phase solution intimately depends on the liquid-phase transport
processes. For example, droplet heating is now an essential process in that, in addition
to the need to heat up the initially cold droplet, the continuous change in the droplet
surface composition also causes a corresponding continuous change in the attainable
droplet temperature. The droplet heating effect can be accounted for by the use of
qv,eff as discussed previously.

To account for the temporal variation of the droplet composition profile, liquid-
phase mass diffusion in the spherically symmetric limit is described by (Law 1978)

∂Y�,i

∂t
= 1

r2

∂

∂r

(
D�r2 ∂Y�,i

∂r

)
, (13.3.2)

subject to

Y�,i (r, t = 0) = Y�,i,o(r), (13.3.3)

(
∂Y�,i

∂r

)
r=0

= 0, (13.3.4)

mvY�,i,s −
(

4πr2ρ� D�

∂Y�,i

∂r

)
r=rs

= mv,i , (13.3.5)

where Y�,i is the mass fraction of the ith component in the liquid phase. Note that we
have assumed a single D�, and that for liquids Le� = αh,�/D� � 1. Furthermore, D�

varies sensitively with temperature.
The last piece of specification needed is a relation for the surface vapor pres-

sure. The simplest situation is when the mixture is ideal, obeying Raoult’s law
(Guggenheim 1952),

pi,s = X�,i,s pi,s,pure, (13.3.6)

which simply states that the vapor pressure of the ith component at the surface is
its vapor pressure when it is pure, weighted by its molar fraction in the liquid at
the interface; pi,s,pure can be given by, say, the Clausius–Clapeyron relation, while
ps = ∑

pi,s .



P1: JZP
0521870526c13 CUFX045/Law Printer: cupusbw 0 521 87052 6 July 20, 2006 7:36

588 Combustion in Two-Phase Flows

Analogous to the discussion on the Peclet number Peh for droplet heating, we can
define a Peclet number for mass diffusion,

Pem = K
D�

,

which is the ratio of the gasification rate constant to the liquid-phase mass diffusivity,
where K is a characteristic gasification rate of the mixture. The droplet gasification
behavior is therefore influenced by two parameters, namely Peh and Pem, which are
related through

Pem

Peh
= αh,�

D�

= Le�.

In the limit of Pem → ∞, which is likely caused by D� → 0, as in a solid, instead of
K → ∞, the internal composition of the droplet remains frozen and the gasification
rate of the individual species would be proportional to its original quantity within
the droplet at a location that is subsequently exposed by the regression surface. This
mode of gasification is referred to as the onion skin model. In the opposite limit of
Pem → 0, which is likely caused by K → 0 instead of D� → ∞, the internal compo-
sition is perpetually uniformized and the individual gasification rate is controlled by
the volatility differentials among the individual species. This mode of gasification is
referred to as the batch distillation model, similar to the consideration for droplet
heating.

For small but finite values of Pem, droplet gasification takes on a boundary-layer
characteristics (Law 1978b). To demonstrate such a behavior, we first note that
for the vigorous combustion of a hydrocarbon droplet in air, K = O(10−3 − 10−2

cm2/sec). Since the thermal diffusivities of liquid hydrocarbons have the same order
of magnitude as K, while D� = O(10−5 − 10−4 cm2/sec), we have Peh = O(1) and
Le� = O(Pe−1

m ) = O(10 − 103) � 1. The very slow value of the liquid-phase mass
diffusivity is the controlling factor in the gasification behavior of multicomponent
droplets.

To demonstrate this point, Figure 13.3.1 shows the development of the concen-
tration profile of the volatile component of a 50–50 percent octane–decane droplet
vaporizing in a 2,000 K environment, for Le� = O(Pe−1

m ) = 30; where M = 1 − R3
s is

the amount of droplet mass gasified and, hence, provides an indication of the progress
in the droplet lifetime. These profiles show the attainment of a thin concentration
boundary layer at the droplet surface, through which the concentrations adjust from
their respective surface values to those in the inner core. Figures 13.3.2 and 13.3.3
show the temporal variations of the surface and center values of the volatile molar
fraction and the temperature, as functions of Le�. These results reveal the following
mechanism for strongly diffusion-limited multicomponent droplet combustion.

As droplet gasification is initiated, the surface concentration of the more volatile
component decreases because of its relative volatility; the larger the Le� the more
rapid the reduction. This preferential depletion can be initially supported by the
volatile components in the surface layer because even though diffusion is slow,
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Figure 13.3.1. Development of the concentration profiles within the droplet at different stages of
the droplet lifetime, M = 1 − R3

s , showing establishment of the concentration boundary layer at the
surface and its persistence throughout most of the droplet lifetime.

the diffusion distance is short. As such, during this period the droplet heating process
is primarily controlled by the volatile component, while the droplet temperature is
also closer to its boiling point. However, when the volatile concentration in this sur-
face layer is reduced to a sufficiently low level, its continued preferential gasification
would require supply from the inner core, implying that the volatile supply rate will
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Figure 13.3.2. Concentration history of the volatile component at the surface and center locations
of the droplet demonstrating, for large Le, the initial transition involving changes in the surface
layer, a subsequent nearly steady-state behavior, and a final, extremely short period of volatility-
dominated gasification. With decreasing Le� and, hence, less diffusional resistance, the transitions
become less distinct.
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Figure 13.3.3. Temperature history for the same case as Figure 13.3.2.

slow down because of the much greater diffusional resistance. The reduced volatile
supply rate now allows the less volatile component at the surface to participate more
actively in gasification. The droplet temperature then starts to increase because of
the higher boiling point of the less volatile component. For very large values of Le�, a
diffusion-limited steady state is soon reached within the droplet, being characterized
by approximately uniform and constant temperature, as well as constant concentra-
tion profiles. Species diffusion also balances surface regression such that the various
species are transported to, and exposed at, the surface at approximately constant
rates. The concentration at the droplet center remains practically at its initial value.

Finally, as the droplet size is reduced to be comparable to the thickness of the
concentration boundary layer, then mass diffusion ceases to be the rate-controlling
factor and volatility differential again exerts its dominance. The volatile component is
then quickly depleted from the entire droplet, causing a rapid increase in the droplet
temperature to approach the boiling point of the less volatile component. Thus as
gasification is about to be completed the droplet basically consists of only the less
volatile component. Figures 13.3.2 and 13.3.3 show the rapid changes that take place
at the end of the droplet lifetime, especially for large values of Le�. The strength of
diffusional resistance, however, is weakened with decreasing Le�. In particular, for
Le� = 1 the droplet concentration profile varies continuously throughout its lifetime.

The strongly diffusion-limited gasification mechanism described above is therefore
qualitatively different from the earlier concept based on batch distillation, which re-
quires that the droplet composition and temperature be perpetually uniformized
such that volatility differential is the only controlling mechanism. In the distillation
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Figure 13.3.4. Experimental d2
s -t plot for a heptane–propanol droplet. The nearly constant regres-

sion rate of each individual mixture indicates that the droplet gasifies like a pure component one
because the volatilities of its components are almost the same.

limit (Law 1976b) the components would gasify in an approximately sequential fash-
ion according to their relative volatilities. As mentioned earlier, the situation under
which the batch distillation behavior prevails is when the droplet undergoes slow
vaporization such that Peh � 1 and Pem � 1.

Experiments have been conducted to determine the instantaneous droplet size,
flame size, and droplet composition of freely falling multicomponent droplets (Wang,
Liu & Law 1984; Randolph, Makino & Law 1988). Figure 13.3.4 shows experimental
plots of d2

s (t) for mixtures of heptane and propanol. Since these two compounds have
almost the same normal boiling points (about 100◦C), effects due to their volatility
differential and thereby preferential gasification and diffusional resistance are elim-
inated such that a given mixture should behave like a single species. This point is
substantiated by the linearity of the d2

s (t) plots in Figure 13.3.4. The slope of each
curve, which yields the burning rate constant Kc, thus depends on the specific initial
composition of the mixture. Furthermore, from overall mass conservation we expect
that the fractional mass gasification rate of the ith species must be equal to its initial
mass fraction in the mixture, or

εi = Y�,i,o. (13.3.7)

Thus, the heat transfer number for combustion, Bh,c, can be directly written from
Eq. (6.4.31) as

Bh,c = cp(T∞ − Ts) + (YO,∞/�Y�,i,oσO,i )�Y�,i,oqc,i

�Y�,i,oqv,i
. (13.3.8)
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Figure 13.3.5. Experimental d2
s -t plot for a heptane–hexadecane droplet, demonstrating the

three-stage behavior during the gasification of a two-component droplet with vastly different
volatilities.

Since an accurate knowledge of Ts is unimportant in the evaluation of Bh,c,
Eq. (13.3.8) allows a direct assessment of the burning rate constant Kc during steady-
state combustion.

If the volatilities of the two components are quite different, then both volatility
differential and diffusional resistance are important factors and the resulting behav-
ior can be qualitatively different. Figure 13.3.5 shows a three-staged behavior for
the d2

s (t) plot of a 70 percent-C7H16−30 percent-C16H34 droplet. Such a behavior
is in agreement with our previous discussion of the theoretical results. That is, the
first stage involves the preferential gasification of the more volatile component and
establishment of the concentration boundary layer. The second stage, represented
by the flat-portion of the d2

s -t plot, indicates transitional droplet heating as the less
volatile component starts to actively participate in the gasification process. Since
active droplet heating implies reduced gasification rate, and since the flame size is
proportional to the gasification rate, we would expect that the flame size and in-
tensity will both decrease during this period. This flame shrinkage phenomenon is
demonstrated in Figure 13.3.6, which is a time-integrated flame streak of a freely
falling burning droplet stream, showing the sudden reduction and the subsequent
resumption of the flame size and intensity during this second droplet heating period.
Figure 13.3.7 quantifies the extent and history of the flame size by showing that
after the initial rise in r̃ f due to the diminishment of the initial droplet heating, it
subsequently decreases during this second droplet heating period.



P1: JZP
0521870526c13 CUFX045/Law Printer: cupusbw 0 521 87052 6 July 20, 2006 7:36

13.3. Multicomponent Droplet Combustion 593

Figure 13.3.6. Flame streak of a freely falling burning droplet stream, showing the phenomenon
of flame shrinkage due to transitional droplet heating as the droplet surface layer becomes more
concentrated with the less volatile component.
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Figure 13.3.7. Flame size variations demonstrating the phenomenon of flame shrinkage.
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Figure 13.3.8. Experimental result on the temporal variation of the molar fraction of the more
volatile component in a two-component alkane droplet, demonstrating the weakening of diffusional
resistance with decreasing liquid-phase Lewis number.

The third stage of the d2
s -t plot in Figure 13.3.5 shows a linear behavior, indicating

the possible attainment of diffusion-limited quasi-steady state. This, however, turns
out not to be the case. Figure 13.3.8 shows that the experimentally determined tem-
poral variation of the average molar fraction of the more volatile component in a
bicomponent droplet, where (1 − R2

s ) ≈ Kct/r2
s,o when the d2-law holds rigorously.

It is seen that the volatile component is neither rapidly depleted as required by the
batch distillation mechanism, nor does it attain a constant value as based on the
diffusion-limited mechanism with an infinitely thin concentration boundary layer
at the surface. The departure from the diffusion-limited behavior becomes more
severe with increasing volatility differential between the components, as would be
expected. An estimate of the Le� of the mixtures shows that they are around 10–20,
which are not sufficiently large for the diffusion-limited behavior to rigorously hold.
Indeed, estimates of conventional hydrocarbon mixtures show that their Lewis num-
bers fall within this range, and, hence, cannot be considered to be limitingly large.
Thus while the combustion of multicomponent droplets is diffusion controlled, the
diffusional resistance is not sufficiently strong to yield the quasi-steady behavior, es-
pecially for mixtures with large volatility differentials. The fact that the third stage of
Figure 13.3.5 is linear is because once vigorous burning is established, the burning
rates of different alkanes are actually quite close to each other.

Finally, we note that even though batch distillation is not the correct gasification
mechanism for multicomponent droplets, it is nevertheless a good approximation
under two situations. The first is during the early part of the droplet lifetime when
the more volatile component in the surface layer is preferentially gasified. Since this
layer consists of substantial amount of the initial droplet mass because of volume
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effect, the influence of this volatility-controlled, surface layer gasification period
can be quite significant. That is, much of the volatile components are preferentially
gasified relatively early in the droplet lifetime in spite of the low value of the liquid-
phase diffusion coefficient. The second situation is for relatively slow vaporization
such that more time is available for liquid-phase mass diffusion to be effective.

13.3.2. Microexplosion Phenomenon
An interesting event that may occur during multicomponent droplet combustion is
its sudden fragmentation, frequently violently. The basic mechanism responsible for
this microexplosion event for miscible multicomponent mixtures is the diffusional
entrapment of the volatile components in the droplet’s inner core as just discussed.
That is, after establishment of the concentration boundary layer at the droplet surface
(Figure 13.3.1), the droplet temperature attains a high value because it is controlled
by the more abundant, higher-boiling-point component at the surface. On the other
hand the droplet interior has relatively higher concentration of the more volatile,
lower-boiling-point component. Thus it is possible that the liquid elements in the
droplet interior can be heated beyond the local boiling point and thereby possess
substantial amount of superheat. According to thermodynamics there is a maximum
limit on the amount of superheat a liquid can accumulate. Therefore if the droplet
temperature is sufficiently high such that this limit is reached, then the liquid ele-
ment will homogeneously nucleate and gasify, leading to intense internal pressure
build-up and thereby the catastrophic fragmentation of the droplet. Experimentally,
microexplosion has been frequently observed (Lasheras, Fernandez-Pello & Dryer
1980; Wang, Liu & Law 1984; Wang & Law, 1985). Figure 13.3.9 is the flame streak of
a stream of freely falling droplets terminated by microexplosion. Since the droplet
size is typically much smaller than the flame size, while Figure 13.3.10 shows that the
“explosion ball” is in turn much larger than the dimension of the flame streak, the
intensity of such a microexplosion event is quite evident.

Theoretical assessment (Law 1978b) of the potential occurrence of microexplosion
can be obtained by first calculating the temperature and species distributions within
the droplet. Homogeneous nucleation will initiate at a location r where the tempera-
ture T(r, t) exceeds the local concentration-weighted limit of superheat, TL[X�,i (r, t)],
which is a thermodynamic property of the mixture. Empirically it has been found
(Blander & Katz 1975) that the limits of superheat of many liquids are about 90 per-
cent of their respective critical temperatures.

Theoretical studies of microexplosion show three distinctive properties. First, it
can occur only if the volatilities of the components are sufficiently different and
their initial concentrations lie within an optimum range. The reason being that mi-
croexplosion requires the nonvolatile components to drive up the droplet tempera-
ture and the volatile components to facilitate internal nucleation. Second, since the
droplet center has the highest concentration of the volatile components while the
droplet surface has the highest temperature, homogeneous nucleation should initiate
somewhere between these two locations. Third, the occurrence of microexplosion is
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Figure 13.3.9. Flame streak of a freely falling droplet stream, showing the phenomenon of droplet
microexplosion.

facilitated with increasing pressure. This is because while the droplet temperature
increases substantially with increasing pressure as a result of the elevation of the
boiling point of the mixture at the surface, the homogeneous nucleation tempera-
ture is almost insensitive to pressure variations when the pressure is not close to that
of the critical state.

These three distinctive properties have all been experimentally verified. In partic-
ular it was shown that the optimum composition of a two-component mixture for
enhanced microexplosion is around 50–50 percent, and that nucleation is initiated
close to the droplet center and thereby has the maximum effect in shattering the
droplet.

The phenomenon of microexplosion offers interesting potential in optimizing
charge preparation in liquid-fueled combustors. For example, present designs of
spray systems emphasize producing optimum droplet size distributions such that the
droplets are both large enough for penetration into the combustor interior, but also
small enough for rapid gasification. However, if microexplosion can be controlled
to occur after penetration is achieved, then rapid gasification does not need to be a
primary concern in designing spray systems. In this manner large-scale mixing can be
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Figure 13.3.10. Schematic showing the gasification and shell formation mechanism of a slurry
droplet.

achieved through spraying and penetration, with larger droplets, which is followed
by instant gasification and local mixing through the onset of microexplosion.

Microexplosion may also improve the utilization of synthetic and less-refined fu-
els, which generally have higher boiling point ranges. Thus, with microexplosion,
the fuel volatility becomes less crucial in effecting complete gasification within the
combustor.

13.3.3. Emulsions and Slurries
Unlike a miscible mixture, which constitutes a single liquid phase, emulsions and
slurries are multiphase mixtures. The most widely studied emulsions for combustion
applications are water-in-oil emulsions in which water microdroplets are dispersed
and stabilized in an oil with the addition of a small quantity of chemical surfactants
(Lasheras, Fernandez-Pello & Dryer 1979; Wang & Law 1985; Randolph & Law
1988; Chung & Kim 1990). Water addition generally does not exceed 20 percent for
smooth engine operations. The oils used usually have high boiling points around
those of diesel and heavier oils. Water–oil emulsions have been tested in a variety of
combustors including diesel engines, gas turbines, furnaces, and boilers. The results
generally indicate reduction in soot and NOx emissions, slight increase in emissions
of CO and unburned hydrocarbons, and minimal change in the combustion efficiency.
No beneficial effect has been observed for volatile fuels such as gasoline. Attempts
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to make stable methanol–oil emulsions have not been successful because of the
extreme hygroscopic nature of methanol, causing its solution with water to readily
phase separate from oil upon absorption of atmospheric moisture.

Thermodynamically, according to the phase rule a water–oil emulsion is considered
to consist of two liquid phases whose vapor pressures are independent of their rela-
tive liquid concentrations, provided they can freely vaporize. This is to be contrasted
with a miscible mixture whose partial vapor pressures of the individual components
depend on the liquid surface composition according to, say, Raoult’s law. Further-
more, while the components in a miscible mixture can freely diffuse, diffusion of the
dispersed-phase water microdroplets in the continuous oil phase is negligible. Thus
concentration of the water microdroplets within an emulsion droplet can be consid-
ered to be frozen during gasification. If the oil itself is multicomponent, diffusion of
course still takes place among the miscible components.

The frozen nature of the emulsion droplet composition implies that liquid gasifi-
cation is described by an “onion skin” model in that the fractional gasification rates
of the water and (pure) oil components correspond to their respective initial mass
fractions (Law 1977a). Consequently, only the abundant component, which is usu-
ally the oil, can gasify freely and hence maintain its equilibrium vapor pressure at
the droplet surface. The vapor pressure of the less abundant component, water, is
then limited by its concentration in the liquid. The attainable droplet temperature is
therefore limited by the boiling point of oil, which is much higher than that of water.
Consequently, the embedded water microdroplets can be readily heated to its limit
of superheat and subsequently microexplode.

Microexplosion of emulsions also occurs more readily and with greater intensity
as compared to droplets of miscible mixtures. The reason is that the tendency of
the more volatile component in the miscible mixture to nucleate is “diluted” by the
less volatile component because they are mixed at the molecular level. Furthermore,
continuous and rapid bubble expansion requires a correspondingly rapid rate of
supply of the volatile component to the nucleation site which, however, is not favored
in the presence of strong diffusional resistance. In the case of water–oil emulsions,
the water microdroplets are themselves quite large, of the order of a few microns
for macroemulsions. Therefore they contain sufficient mass for instantaneous and
sustained conversion into gas to facilitate microexplosion.

Emulsions of water with a heavy oil such as jet fuel have also been found to be fire
safe in that, upon spillage, it is very difficult for them either to be ignited or to sustain
steady burning. The reason (Law 1981) being that, since both water and oil can now
freely vaporize, the liquid temperature is controlled by the boiling point of water,
which is lower than that of the oil. This therefore suppresses the vapor pressure of
the oil to levels below its flammability limit.

Studies on slurry combustion have been motivated by two quite different applica-
tions. Coal–oil and coal–water slurries consisting of 200–400 mesh (74–37 µm) coal
particles have been used in furnaces and boilers as a means of direct coal utilization in
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conventional liquid-fueled burners, while slurries consisting of micronized particles
(e.g., boron and carbon) in jet fuels have been formulated as high-energy propellants
for tactical use.

Studies have shown that during slurry droplet gasification, the total droplet life-
time consists of a relatively short initial period, during which the liquid fuel vaporizes
while the suspended particles agglomerate, followed by a very long period of agglom-
erate burning (Lee & Law 1991). Under most situations the agglomerate is hollow,
with a porous shell structure. This behavior is described by the following mechanism
(Takahashi, Dryer & Williams 1986; Antaki & Williams 1986; Lee & Law 1991), de-
picted in Figure 13.3.10. During the initial stage the slurry droplet gasifies as if it were
a pure liquid, with a gasification rate equal to that of the liquid. The continuously re-
gressing droplet surface concentrates the particles in the surface layer until a porous,
rigid shell is formed, typically when the shell is two to four particles thick and the shell
porosity is about 0.5. Gasification subsequently takes place at the outer surface of the
shell, whose diameter remains fixed. The shell, however, steadily thickens through
growth at its inner surface. A continuously growing gas bubble is also formed in the
droplet interior because of liquid depletion. During this period the droplet gasifica-
tion rate is constant because the (outer) surface of gasification is fixed. Thus, from
volume conservation consideration, the diameters of the inner surface of the shell, as
well as the bubble, must vary cubically with time. This mode of gasification has thus
been referred to as the d3-law. Based on the above understanding, the gasification
history of a slurry droplet can be described until complete liquid depletion.

Microexplosion occurs readily for slurry droplets because the solid particles fa-
cilitate heterogeneous nucleation. The intensity of microexplosion, however, is not
strong because the extent of superheating at the onset of nucleation is less for het-
erogeneous nucleation than for homogeneous nucleation.

13.3.4. Alcohols and Reactive Liquid Propellants
The droplet gasification phenomena studied so far involve heat transfer from the gas
to the droplet surface to effect liquid vaporization. Since the rate of heat transfer not
only is limited by diffusion, but is actually also retarded by the outwardly directed
Stefan flow, any attempt to increase the inwardly directed heat diffusion rate will lead
to a correspondingly higher Stefan flow because of the increase in the gasification
rate. This in turn reduces the diffusive heat transfer rate to the surface.

Droplet gasification, however, can be greatly facilitated if a heat source is present
either at the droplet surface or in its interior because it can be directly utilized for
liquid vaporization. Its significance can be readily appreciated by examining the
effect of adding a given amount of heat, either to the gas or to the liquid, on the
heat transfer number for droplet gasification, Bh,c or Bh,v , given by Eqs. (6.4.31) and
(6.4.8) respectively. Since heat addition to the gas increases the heat transfer to the
droplet as given by the numerator of B, while its addition to the liquid reduces the
latent heat of vaporization as given by its denominator, it can be readily appreciated
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Figure 13.3.11. Experimental result on the temporal variation of the vaporization rate constant of a
methanol droplet in dry and humid environments, demonstrating that water vapor condensation at
the droplet surface can initially increase the gasification rate through the condensation heat release,
but will eventually slow down the gasification rate as the droplet becomes highly concentrated with
water.

that, for many situations, direct heat addition to the liquid would result in a greater
increase in B. In the limit when the amount of heat addition is close to the latent
heat of vaporization, the denominator of B could approach zero, implying that B
and, hence, the droplet gasification rate would become very large. We discuss in the
following two situations in which the droplet gasification rate is affected by heat
addition to the liquid.

Methanol and ethanol have been used as alternate fuels. It has been found that
their droplet gasification rate can be substantially increased through condensation of
the water vapor from the environment (Lee & Law 1992). That is, since the boiling
points of methanol and ethanol are lower than that of water, and since they are
also water soluble, water vapor from a humid environment could condense onto
and subsequently dissolve into the relatively cold droplet. The condensation heat
release could then be used by the alcohol for its own vaporization, thereby facilitating
its gasification rate. Furthermore, since the latent heat of vaporization for water
(9.73 kcal/mole) is comparable to that for the alcohols (8.42 and 9.40 kcal/mole
for methanol and ethanol, respectively), effects due to the exchange between the
water condensation heat release and alcohol vaporization heat requirement can be
quite substantial. This is an interesting concept in that gasification is effected, and
enhanced, by utilizing the thermal as well as the moisture content of the environment.
The same consideration can be extended to droplet burning because the water vapor
generated at the flame can again diffuse to the droplet surface and condense.

Figure 13.3.11 shows the temporal change in the gasification rate constant, Kv ,
of a methanol droplet undergoing vaporization in dry and humid environments.
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Figure 13.3.12. Experimental result on the temporal variation of the water content in the droplet
for burning methanol (MeOH) and ethanol (EtOH) droplets, demonstrating that flame-generated
water vapor can condense at the droplet surface and subsequently dissolve into the droplet
interior.

It is seen that during the initial stage of gasification, Kv is substantially increased
in the presence of water condensation. However, as the water uptake increases,
Kv subsequently decreases because the droplet now has a higher water content.
Figure 13.3.12 shows the increase in the water content in methanol and ethanol
droplets undergoing combustion, with the last datum taken just prior to extinction.
It is significant to note the extensive amount of water present within the droplet
prior to extinction, indicating the strong propensity for these alcohols to sustain
combustion even with substantial amount of water dissolution.

The second example is the gasification of a class of high-energy liquid propellants
called the organic diazides (Law 1998). These compounds have the generic structure
of N3–R–N3, where N3 is an azido group and R an organic functional group. The
azido group decomposes at about 170◦C, and releases about 50 kcal/mole of heat.
Since the boiling points of these diazides are usually higher than their decomposi-
tion temperatures, the compounds will decompose in the liquid phase as the droplet
is heated up. The decomposition heat release then facilitates droplet gasification.
Figure 13.3.13 compares the gasification rate constants of alkyl diazides and
n-alkanes, for both the purely vaporizing and burning cases. It is seen that, while
the alkanes typically gasify with K around 1 mm2/s, K can be significantly higher for
the diazides, especially for the light compounds. For example, for diazidopropane,
Kc is about 7 mm2/s. Such a large increase in K can only be realized with liquid-phase
heat generation. Furthermore, with the continuous heat generation, the droplet will
eventually be superheated and microexplode. This further reduces the time to achieve
complete droplet gasification. Figure 13.3.13 shows that the propensity to microex-
plode is significantly advanced for the heavier compounds.
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Figure 13.3.13. Gasification rate constants and microexplosion sizes of various n-alkanes and
diazido-alkanes undergoing either pure vaporization or combustion. The very high gasification
rates of the light diazides and strong microexplosion propensity of heavy diazides are to be noted.

13.4. CARBON PARTICLE COMBUSTION

13.4.1. Phenomenology
When a small piece of organic solid such as coal is introduced into the hot environ-
ment of, say, a furnace, the following sequence of events takes place. At first the
particle is dark for a short period, during which drying of the fuel and pyrolysis of its
volatile matter take place, leading to the emission of a combustible fuel vapor from
the particle. If the furnace temperature is sufficiently high, then the fuel vapor is
ignited, resulting in either an envelope or wake flame in the same manner as droplet
burning. During this period the particle’s surface temperature generally does not
exceed 1,000 K. The gas-phase flame lasts for a while and then gradually disappears
as the bulk of the volatile matter is pyrolyzed and reacted. This pyrolysis period
is usually very short, spanning about 10 percent of the total particle lifetime. The
solid pyrolysis itself is a highly complicated kinetic process. Depending on the coal
type, the particle size, the heating rate and the furnace temperature, the amount and
nature of the pyrolyzed gas, as well as the characteristics of the remaining particle,
usually called coke or char, can be quite different. The char is porous and is made
up of carbon and mineral components. For most chars the carbon content ranges
from 55 to 97 percent while the heating value comprises 60 to 95 percent of the total
calorific value of the combustible mass.
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After pyrolysis of the solid, active burning of carbon in the char is initiated. The par-
ticle temperature rapidly increases and can exceed the furnace temperature. Carbon
is gasified over the external and internal surfaces of the porous char while the gasified
product can further react with air in a gas-phase flame. This carbon gasification period
spans the remaining 90 percent of the particle lifetime. Upon complete gasification
an ash residue, consisting mostly of mineral oxides, is left behind.

From the above discussion it is clear that an essential element in modeling coal
combustion is the kinetics of carbon combustion, which constitutes most of the par-
ticle lifetime. Compared with the combustion of liquid hydrocarbon fuels, carbon
combustion has the following distinctively different features: (a) The boiling points
of conventional hydrocarbon liquids seldom exceed 700–800 K, while the sublima-
tion temperature of carbon is in excess of 4,000 K. Thus carbon is very nonvolatile.
(b) The high sublimation temperature implies that carbon can be heated to very high
temperatures. When it is also actively reacting, its temperature can easily exceed the
combustor temperature as just mentioned. (c) The continuous increase in the parti-
cle temperature is eventually arrested through radiative heat loss. Thus the particle
temperature seldom exceeds 2,500–3,000 K and therefore is substantially below its
sublimation temperature. (d) Because of the low particle temperature relative to the
sublimation temperature, the carbon burning rate is expected to be less than those
of liquid hydrocarbons, which can be heated to close to their boiling points. (e) Low
volatility and high surface temperature indicate that surface reactions are important.
(f) The existence of surface and gas-phase reactions implies the need for reaction
schemes that describe the coupling between them.

In the next section, the kinetics of carbon oxidation is discussed, followed by an
analysis of the combustion of a carbon particle.

13.4.2. Global Kinetics of Carbon Oxidation
The major surface reactions for carbon oxidation are

C + O2 → CO2 (C1)

2C + O2 → 2CO (C2)

C + CO2 → 2CO (C3)

C + H2O → CO + H2. (C4)

Between the two oxidation reactions of (C1) and (C2), CO formation is the preferred
route at higher temperatures. In particular, for particle temperatures higher than
1,000 K, the relative contribution from (C1) can be considered to be negligible. Thus
reaction (C2) will be referred to as the C–O2 reaction.

Comparing (C2) and (C3) as alternate routes of CO production in the presence
of both O2 and CO2, the C–O2 reaction is the preferred CO production route at
low carbon temperatures. It is initiated around 600 K and is saturated, proceeding
infinitely fast relative to diffusion, around 1,200 K. The C–CO2 reaction of (C3) is
the high temperature route, which is initiated around 1,600 K and becomes saturated
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around 2,500 K. It is of particular significance because CO2 is the product of the
gas-phase, water-catalyzed oxidation of CO,

2CO + O2 → 2CO2, (C5)

which will be referred to as the CO–O2 reaction. Thus the C–CO2 and CO–O2

reactions form a loop.
The C–H2O reaction, (C4), is used to generate CO and H2 from coal as gaseous

fuel. It is important when the combustion environment consists of an appreciable
amount of water.

13.4.3. Analysis
We now study the oxidation of a spherical carbon particle in an environment con-
sisting of oxygen, carbon dioxide, and an inert, say, nitrogen (Libby & Blake 1979;
Makino & Law 1988b; Makino 1992). A trace amount of water vapor is implicitly
assumed to exist to facilitate the wet-CO oxidation.

The three major reactions here are the surface C–O2 and C–CO2 reactions and
the gas-phase CO–O2 reaction. For ease of referencing they are listed together in the
following:

C–O2 surface reaction: 2C + O2 → 2CO
C–CO2 surface reaction: C + 2CO2 → 2CO

CO–O2 gas-phase reaction: 2CO + O2 → 2CO2

The combustion process depends critically on whether the CO–O2 gas-phase reac-
tion is activated. If it is not (Figure 13.4.1a), then the O2 in the ambience can readily
reach the carbon particle surface to participate in the C–O2 reaction. Activation of
the surface C–CO2 reaction depends on whether the environment contains any CO2.
However, if the gas-phase CO–O2 reaction is activated (Figure 13.4.1b), then the
existence of the gas-phase flame cuts off most of the supply of oxygen to the sur-
face such that the surface C–O2 reaction is suppressed. At the same time, the CO2

generated at the flame activates the surface C–CO2 reaction.
To be more specific, let us consider an initially cold particle (∼ 800–1,000 K) and

a cold environment (∼ 1,000 K) without any CO2. Since the initial temperature
of a char particle should approximately correspond to the final temperature of the
pyrolyzing coal, it is reasonable to consider 800–1000 K as the lowest temperature
range of the char. Under this situation only the C–O2 reaction is effective, producing
CO which is dispersed to the ambience as shown in Figure 13.4.1a.

As the particle heats up, the C–CO2 reaction should be initiated except there is no
CO2 in the gas. However, since the particle is now quite hot, the gas-phase CO–O2

reaction is initiated, resulting in the flame configuration of Figure 13.4.1b. Here the
ambient oxygen reacts with the CO generated from the surface C–CO2 reaction, and
produces CO2 which sustains this surface reaction. It is of interest to note that in
the present case the ignition source for the gas-phase reaction can be either the hot
particle or the hot ambience, while in the droplet case it is the hot ambience because
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Figure 13.4.1. Possible burning configurations of carbon: (a) frozen gas-phase reaction, (b) detached
flame-sheet burning.

the attainable droplet temperature is limited by the boiling point of the liquid and,
hence, is too low to effect ignition. In contrast, the attainable temperature of the
carbon particle can be quite high, being limited by radiative heat loss, which in turn
depends on the particle size.

In the problem to be analyzed we shall assume that diffusion of the various species
to and from the carbon surface is uninhibited, implying that there is either no ash
layer or, if there were one, it is sufficiently porous and hence has very low diffusional
resistance. It is further assumed that surface reactions take place only at the particle
surface in that there is no species diffusion into the pores of the particle causing
internal burning. It is noted that internal burning can be quite significant because
of the large surface area associated with the porous structure, especially when the
particle temperature is low such that the gaseous reactants can readily diffuse into
the pores without suffering much depletion of its concentration through reaction in
the particle surface region.

The quasi-steady gas-phase processes will be formulated and solved allowing for
finite rates of the three major reactions and for a given surface temperature Ts , which
can be separately determined through overall particle energy balance including, say,
particle heating and radiative heat loss.

Using the coupling function formulation, the quasi-steady gas-phase heat and mass
conservation equations are

L̃(ỸCO + ỸCO2 ) = L̃(ỸO2 + ỸCO2 ) = L̃(ỸCO2 − T̃) = 0 (13.4.1)

L̃(T̃) = w̃g, (13.4.2)

where

L̃(·) =
[

m̃
r̃2

d
dr̃

− 1
r̃2

d
dr̃

(
r̃2 d

dr̃

)]
(·)

is the spherically symmetric convective–diffusive operator, m̃ = m/(4πρDrs), r̃ =
r/rs , T̃ = cpT/(qcσCOδ), Ỹi = Yi/(σiδ), qc is the heat release per unit mass of CO
consumed, σi is the stoichiometric mass ratio of the ith species to CO according to
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the CO–O2 reaction, δ = WCO/WC, w̃g is its nondimensional gas-phase reaction rate
whose specification does not need to concern us here, and ρD is taken as a constant.

The boundary conditions for Eqs. (13.4.1) and (13.4.2) are

r̃ = 1: T̃ = T̃s, Ỹi = Ỹi,s, i = CO, O2, CO2

r̃ = ∞: T̃ = T̃∞, Ỹi = Ỹi,∞, ỸCO = 0, i = O2, CO2, (13.4.3)

which are to be supplemented with the conservation relations at the particle surface.
Let us first consider surface mass conservation for CO, which states that the differ-

ence between the bulk convective and diffusive transport is the net flow rate of CO,

mYCO,s − 4πr2ρD
(

dYCO

dr

)
rs

= mCO. (13.4.4)

Since mCO = mCO,1 + mCO,2, where mCO,1 and mCO,2 are the production rates of CO
from the C–O2 and C–CO2 reactions respectively, with the subscripts 1,2 designating
these two reactions, and since the reaction rates of CO and C are related through
mCO,1 = (WCO/WC)mC,1 and mCO,2 = 2(WCO/WC)mC,2, Eq. (13.4.4) can be written as

m̃ỸCO,s −
(

dỸCO

dr̃

)
1

= m̃C,1 + 2m̃C,2, (13.4.5)

where ỸCO = (WC/WCO)YCO. Similarly, the boundary conditions for ỸO2 and ỸCO2

are

m̃ỸO2,s −
(

dỸO2

dr̃

)
1

= −m̃C,1, (13.4.6)

m̃ỸCO2,s −
(

dỸCO2

dr̃

)
1

= −m̃C,2. (13.4.7)

The flow rate mC,1 is related to the reaction rate per unit area wC,1 through
mC,1 = −4πr2

s wC,1, where wC,1 = −2WC B1cO2,s exp(−Ea,1/RoTs) and B1 is the fre-
quency factor for the surface C–O2 reaction. Similar expressions can be written for
mC,2 and wC,2. We therefore have

m̃C,1 = ỸO2,sk1, m̃C,2 = ỸCO2,sk2, (13.4.8)

where

k1 =
(

B1rs

ρD

)
e−T̃a,1/T̃s , k2 =

(
B2rs

ρD

)
e−T̃a,2/T̃s ,

are the nondimensional surface reaction rate constants, and B1 and B2 are the density-
weighted preexponential factors. The particle burning rate is thus

m̃ = m̃C = m̃C,1 + m̃C,2. (13.4.9)

Solving Eq. (13.4.1) subject to the boundary conditions, it can be shown that the
various coupling functions are given by

ỸCO + ỸCO2 = (ỸCO2,∞ + β) + (ỸCO2,∞ − 1)βξ

1 + β
(13.4.10)
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ỸO2 + ỸCO2 = (ỸO2,∞ + ỸCO2,∞ − β) + (ỸO2,∞ + ỸCO2,∞ + 1)βξ

1 + β
(13.4.11)

ỸCO2 − T̃ = −T̃s + (ỸCO2,∞ − T̃∞ + T̃s)ξ

+ (1 − ξ)
(

ỸO2,∞ + ỸCO2,∞ − β

1 + β
− ỸO2,s

)
, (13.4.12)

where

ξ = e−m̃/r̃ − e−m̃

1 − e−m̃
, β = em̃ − 1.

The problem is therefore reduced to solving the energy equation (13.4.2) subject
to the boundary conditions T̃(1) = T̃s and T̃(∞) = T̃∞, using the coupling functions
given by Eqs. (13.4.10)–(13.4.12) and m̃ given by Eq. (13.4.9). The solution including
states of ignition and extinction can be obtained either computationally or through
asymptotic analysis of the gas-phase reaction. The system behavior, however, can be
bracketed by the following limiting solutions.

13.4.4. Limiting Solutions
All possible combustion states of the system are bounded by the limiting situations
that the gas-phase reaction is either completely frozen or occurs infinitely fast, while
the surface reactions are allowed to proceed at finite rates. Three possible burning
modes can be envisioned, as follows.

Frozen Limit: Here we have L̃(T̃) = 0 in Eq. (13.4.2), which readily yields

T̃ = T̃s + (T̃∞ − T̃s)ξ. (13.4.13)

Evaluating the coupling functions ỸO2 + ỸCO2 and ỸCO2 − T̃ and their derivatives at
the surface yields ỸO2,s and ỸCO2,s , which when substituted into Eq. (13.4.9) yields
the mass burning rate as a function of the particle temperature through k1 and k2,

m̃ =
(

ỸO2,∞
1 + β + k1β/m̃

)
k1 +

(
ỸCO2,∞

1 + β + k2β/m̃

)
k2. (13.4.14)

Detached Flame Limit: When the gas-phase reaction is infinitely fast, we obtain a
detached flame, characterized by

ỸO2 (1 ≤ r̃ ≤ r̃ f ) = ỸCO (r̃ ≤ r̃ f ≤ ∞) = 0.

Thus by using the coupling functions of Eqs. (13.4.10) to (13.4.12), we obtain

m̃ =
(

ỸO2,∞ + ỸCO2,∞ − β

1 + β

)
k2 (13.4.15)

r̃ f = m̃

ln(1 + ỸO2,∞/2)
(13.4.16)

T̃ f = T̃s + (ỸO2,∞ + T̃∞ − T̃s)
(2β − ỸO2,∞)
(2 + YO2,∞)β

. (13.4.17)
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In this detached flame limit the burning rate m̃ still depends on the finite reaction rate
of the surface C–CO2 reaction. The surface C–O2 reaction is however suppressed
because there is no oxygen leakage through the flame.

Attached Flame Limit: With m̃ continuously decreasing in the detached flame limit,
a value will be reached at which r̃ f = 1, implying that the flame is now contiguous
to the surface. With further reduction in m̃, the combustion evolves into one with
an attached reaction sheet. In this case the gas-phase reaction is still infinitely fast
such that there is no leakage of CO into the gas phase. The rate of generation of CO
through the surface C–CO2 reaction, however, is not as fast as the situation in the
detached reaction-sheet limit as to totally consume the oxygen at the surface. The
presence of oxygen at the surface, then, also activates the surface C–O2 reaction. Thus
with r̃ f = 1, T̃ f = T̃s , ỸCO,s = 0 but ỸO2,s �= 0, it can be shown by using Eqs. (13.4.10)
and (13.4.11) that in this limit the mass burning rate is given by

m̃ =
(

ỸO2,∞ − 2β

1 + β

)
k1 +

(
ỸCO2,∞ + β

1 + β

)
k2. (13.4.18)

Diffusion Limit: The three limits identified above all pertain to the limiting behavior
of the gas-phase reaction, with one or both of the surface reactions activated with
finite rates. We now consider situations limited by the gas-phase transport.

We first consider the situation when the surface C–O2 and C–CO2 reactions both
occur infinitely fast. This implies that ỸO2,s = ỸCO2,s = 0, which when applied to the
coupling function Eq. (13.4.11) readily yields

βmax = ỸO2,∞ + ỸCO2,∞, (13.4.19)

and thereby the burning rate

m̃max = ln(1 + βmax). (13.4.20)

This is the maximum burning rate attainable for given ambient O2 and CO2 concen-
trations, with the carbon consumption rate limited by diffusion. The second situation
occurs when the gas-phase CO–O2 and the surface C–CO2 reactions proceed in-
finitely fast. Then we still require ỸO2,s = 0 and ỸCO2,s = 0, which again yields βmax

given by Eq. (13.4.20). Thus the diffusion-limited behavior can be attained by requir-
ing only two of the three reactions to proceed infinitely fast. It should also be pointed
out that m̃max here pertains to only the mass gasification rate of carbon at the surface
without being specific to the identity of the final product, which still depends on the
nature of the gas-phase reaction. Thus the combustion product is mainly CO when
the gas-phase reaction rate is slow, while it becomes CO2 when it is fast.

We also note that since m = 4πρDrsm̃, the fact that m̃max is a constant implies that
the mass burning rate m varies with the instantaneous particle radius rs , which is just
the diffusion-limited d2-law result, as should be the case.
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Surface Reaction Limit: In this limit k1 � 1 and k2 � 1. Then the mass burning rate
for the frozen and attached flame limits degenerate to

m̃ = ỸO2,∞k1 + ỸCO2,∞k2, (13.4.21)

while that for the detached flame limit becomes

m̃ = (ỸO2,∞ + ỸCO2,∞)k2. (13.4.22)

The above expressions were obtained by assuming, realistically, that burning under
the present situation is necessarily very slow, that is, m̃ ≈ β � 1.

It is of interest to note that Eqs. (13.4.21) and (13.4.22) show that m̃ ∼ k in this
limit. Since m ∼ rsm̃ and k ∼ rs , we have m ∼ r2

s . Furthermore, recognizing that
m ∼ dr3

s /dt ∼ r2
s drs/dt , we obtain the result that

drs

dt
= constant, (13.4.23)

which can be considered as a d-law for particle burning controlled by surface reac-
tions. It is important to mention again that this result is only for a solid carbon particle,
without any internal pores. Since particles of char are usually porous, and if burning
is kinetically controlled, then diffusion of the gas into the pores is efficient, resulting
in reactions over the surface of the internal pores. Because of the much larger sur-
face area associated with the pores, the gasification rate of the carbon can be greatly
facilitated. At the same time, however, the size of the char particle itself does not
change much, rendering the d-law inappropriate. This internal burning mode could
eventually lead to rupturing of the pore structure and, hence, fragmentation of the
particle.

Small Burning Rate Limit: Because of the nonvolatile nature of carbon gasification,
its burning rates are typically small compared to those of hydrocarbon droplets,
regardless of the intensity of the surface reactions. Consequently the relation m̃ ≈
β � 1 can be applied in general. Taking such a limit, the burning rates for the various
limiting modes of the gas-phase reaction identified above can be explicitly expressed
as:

Frozen Limit:

m̃ ≈ YO2,∞

(
k1

1 + k1

)
+ ỸCO2,∞

(
k2

1 + k2

)
(13.4.24)

Detached Flame Limit:

m̃ ≈ (ỸO2,∞ + ỸCO2,∞)
(

k2

1 + k2

)
(13.4.25)

Attached Flame Limit:

m̃ ≈ ỸO2,∞k1 + ỸCO2,∞k2

1 + 2k1 − k2
. (13.4.26)
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Figure 13.4.2. Limiting solutions of carbon particle combustion, bracketing all feasible combustion
states (Brs/D∞ = 108, ỸCO2,∞ = 0).

The previous expressions can be cast into a form that frequently appears in the
literature on carbon burning. Use Eq. (13.4.25) for illustration. With m = 4πρDrsm̃,
k2 = (B2rs/ρD)exp(−Ta/Ts), Eq. (13.4.25) can be rearranged to assume the form

1
m

= 1
hdiff

+ 1
hkin

, (13.4.27)

where

hdiff = 4πρDrsβmax, hkin = 4πr2
s βmax B2e−Ta/Ts (13.4.28)

are respectively the diffusion and surface reaction rates. Equation (13.4.27) shows in a
transparent manner that the particle burning rate is diffusion limited when hkin → ∞,
and is kinetically limited when hdiff → ∞. Furthermore, because of their different
dependence on rs , the burning becomes diffusion controlled with increasing particle
size, and kinetically controlled for smaller particles.

Having identified the various limiting modes of burning, we show in Figure 13.4.2 a
representative plot of the combustion rate m̃as a function of the particle temperature
T̃s for the three limiting situations of frozen flow, attached flame, and detached flame
for the gas-phase reaction. The curves are generated with typical kinetic values of
carbon oxidation, with B1 = B2 = B, Brs/D∞ = 108, and ỸCO2,∞ = 0. Combustion
responses with finite values of gas-phase reactivity are bounded by these limit curves.

It is seen that in the limit of frozen gas-phase reactivity and the absence of CO2

in the ambience, the only surface reaction occurring is that of C–O2. This reaction
becomes fully activated around T̃s = 0.25, causing the curve to flatten out. In the
limit of infinite gas-phase reactivity, the C–O2 reaction is again activated first. This
reaction, however, produces CO which subsequently reacts with the incoming O2

to yield CO2. Thus the CO–O2 reaction, which is always activated in the present
limit, reduces the amount of O2 that can reach the surface and thereby reduces the
intensity of the C–O2 reaction. This explains the lower combustion rate here. The
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plateau regime is caused by the competition between the C–O2 and CO–O2 reactions.
The combustion rate starts to increase again only when the flame detaches from the
surface, implying that the CO–O2 reaction is now being actively enhanced. Both the
frozen and infinite gas-phase reactivity results asymptote to the maximum burning
rate identified in Eq. (13.4.20).

In summary, from the present problem we not only have learned the mechanism of
carbon combustion, but we have again appreciated the possible intricate couplings
between different reaction steps in a multistep reaction scheme. For example, for the
same particle temperature, the presence of gas-phase reaction can actually slow down
the particle gasification rate. Furthermore, the existence of the two surface reactions
can be competitive in that an increase in the C–CO2 reaction, due to flame-generated
CO2, can lead to a corresponding decrease in the C–O2 reaction.

13.5. METAL PARTICLE COMBUSTION

Although metals are generally not considered to be flammable materials because
of their high ignition temperatures, they burn extremely vigorously once ignition is
achieved. There are several practical interests related to metal particle combustion.
Accidental fires and explosions in mine galleries are frequently caused by the flying
incendiary (i.e., burning) metal particles which are abraded off drilling machines. The
explosion of fuel tanks of automobiles and aircraft can also be caused by these parti-
cles abraded off the tank wall when it is either accidentally ruptured through collision
or intentionally pierced by munition. Furthermore, metal particles have been added
to both solid and liquid propellants in order to increase their energy density. Recently,
there has also been considerable interest in the combustion synthesis of novel mate-
rials (Merzhanov 1990; Makino 2001) such as titanium nitride, molybdenum silicide,
and zirconium carbide for their mechanical, thermal, and electrical properties. In
one of these methods, called the self-propagating high-temperature synthesis (SHS),
powders of two constituents (e.g., zirconium and carbon) are pressed to form a solid
compact. By igniting the compact at one end, a combustion wave supported by the
reaction heat release between the constituents subsequently propagates through the
compact, forming the synthesized material as the combustion product. This process
basically does not require external heating for synthesis, is self-purifying because
the high flame temperature usually drives out the impurities, and has the potential
of preshaping the product. It is clear that the combustion of metals is an essential
element in SHS.

An important difference between the combustion characteristics of hydrocarbon
droplets and carbon particles just studied, and of metal particles, is that the com-
bustion products of the former, H2O and CO2, are gaseous, while those of the latter
are frequently either solid or liquid under the prevailing temperatures (Law 1973;
Williams 1997). Indeed, it has been suggested that since most metal oxides are refrac-
tory in nature, the heat of gasification of the oxide frequently can be so substantial
that the flame temperature can be assumed to be at the boiling point of the oxide,
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as long as some condensed oxide is formed in the flame zone (Glassman 1960). The
motion of the condensed oxides in the flame zone is also of particular interest in
that, since they are not subjected to concentration diffusion, they are either con-
vected or thermophoretically diffused. Consequently, depending on the directions
of the Stefan flow in the inner and outer regions to the flame, the net convection can
cause these condensed products to be either dispersed to the ambience, or convected
toward the droplet surface, or stagnantly trapped at the flame.

The fact that the melting points of most metals are lower than those of their re-
spective oxides implies that the oxides are present in condensed phase at the surface
of the molten metal particle. These condensed oxides can be either brought in from
the flame, or formed when the vapor product condenses at the surface, or are origi-
nally present over the particle surface. Indeed, all metals exposed to air have a thin
film of oxide coating over its surface. The presence of these condensed oxides at
the particle surface can affect particle combustion in an essential way. The influence
may not be too serious if the particle temperature is higher than the melting point
of the oxide, and if the molten oxide can contract under surface tension. The bulk
of the molten metal is then exposed to the ambience and, hence, can undergo either
gasification or oxidation. If, however, surface tension does not permit contraction,
then the metal particle will be covered by the condensed oxide. In such a case reac-
tion is still possible if the molten metal can diffuse through the molten oxide layer
to react with the ambient air, or the ambient air can diffuse through the layer to
react with the metal (Glassman, Williams & Antaki 1984). Either way, the reaction
time is expected to be significantly slowed down due to this diffusional resistance. If
the oxide coating is in solid state but is porous, then diffusion of either air or metal
through the pores is still possible, leading to oxidation. However, if the solid coating is
nonpermeable, then contact between metal and air is broken and oxidation could be
inhibited.

The importance of oxide coating can be best illustrated for the oxidation of boron,
which theoretically is an attractive propellant additive because of its large values
of heat content on both mass and volume bases. However, because of the oxide
coating, its successful utilization has not been realized. Specifically, it has been found
that ignition of boron can only be achieved when the ambient temperature exceeds
the boiling point of the oxide, at which state the original oxide coating is vaporized,
exposing boron for oxidation.

Recent studies have found that surface oxides can dissolved into the particle in-
terior, forming a complex metal-oxide system (Molodetsky, Dreizin & Law 1996).
Furthermore, nitrogen in the air can also participate in surface reaction and dis-
solution, leading to interesting phase change processes within the particle interior.
Indeed, in materials synthesis the oxidizer does not need to be oxygen. For example,
the reaction between metals and nitrogen or hydrogen leads to the formation of ni-
trides and hydrides respectively. The potential combinations between the chemical
elements and their stoichiometry are numerous, and the phase diagrams for these
systems can be quite complex.
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Figure 13.6.1. Schematic of one-dimensional spray combustion.

13.6. PHENOMENOLOGY OF SPRAY COMBUSTION

13.6.1. One-Dimensional, Planar, Spray Flames
We now begin our study on spray combustion. In order to gain a phenomenological
understanding of the various processes of interest, let us first suppress jet mixing by
considering flame propagation within a steady, one-dimensional, well-mixed spray, as
shown in Figure 13.6.1. Thus, far upstream of the flame, we have a two-phase mixture
consisting of fuel droplets, fuel vapor, and oxidizing and inert gases. Since the overall
fuel–oxidizer ratio during combustion should be close to stoichiometric, and since
some of the fuel is initially present in the liquid phase, it is reasonable to assume that
the upstream gaseous mixture must be lean in the fuel vapor concentration.

Thus as the mixture approaches the flame in the flame-stationary frame, the
droplets are heated up, their vaporization rate increases, and they become more
ignitable. The gas medium is also heated up and, having been enriched with fuel va-
por, becomes more stoichiometric and thereby also more reactive. It is conceivable
that ignition of either the droplets or within the bulk gas can occur first. Ignition of
the other mode should follow rapidly due to the extensive heat release from the initi-
ating mode. The subsequent flame structure is expected to consist of a thin premixed
flame reaction zone followed by a broader heat release region supported by the
combustion of droplets either singly or in groups. The droplets will then either burn
to completion if the mixture is overall fuel lean, or extinguish upon near complete
depletion of the oxidizing gas if it is overall fuel rich.

There exists a minimum droplet size below which droplet burning does not need to
be considered. This is because a sufficiently small droplet will be completely vaporized
in crossing the preheat zone of the flame. To estimate this size, we note that the
characteristic time for traversing the preheat zone is

τD = �o
D

so
u

= λ/cpρg

(so
u)2 , (13.6.1)

while from Eq. (6.4.16) the droplet vaporization time is given by

τv = d2
s,o

4Kv

= d2
s,oρ�

8(λ/cp) ln(1 + Bv)
. (13.6.2)
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Thus equating τD = τv , the minimum droplet size is

d2
s,o,min = 8

ρg

ρ�

(
λ/cp

f o

)2

ln(1 + Bv), (13.6.3)

where f o is the laminar burning flux of the flame, and the subscript o designates
the initial state. If we take Bv = 0.5, ρg/ρ� = 10−3, λ/cpρg = 100 cm2/sec, and
so

u = 40 cm/sec for an atmospheric, stoichiometric alkane–air flame, then we get
ds,o,min � 10µm. This gives an order of magnitude estimate of the smallest droplet size
below which droplet burning is not important for atmospheric flames. If we further
recall that ( f o)2 ∼ pn, then Eq. (13.6.3) shows that d2

s,o,min ∼ p(1−n) for sufficiently
subcritical situations. Since the droplet vaporization process is pressure insensitive,
this dependence is totally due to changes in the flame thickness and thereby the
droplet residence time in crossing the flame.

It is also of interest to assess the extent of droplet interaction straightly due to
the proximity of their flames. If we take a uniform fuel–air mixture with the fuel
completely existing in the form of droplets of equal size, then the fuel–air mixture
ratio is

F/A≈
1
6πd3

s ρ�

1
6πd3

gρg
= ρ�

ρg

(
ds

dg

)3

, (13.6.4)

where dg is an average inter-droplet distance. For near-stoichiometric combustion of
practical hydrocarbon fuels, the fuel-to-air mass ratio is F/A� 0.05. Thus dg/ds � 25
for combustion under atmospheric pressure with ρg/ρ� = 10−3. This value is fur-
ther reduced within internal combustion engines because of the higher pressure and
therefore the higher density ρg . For example, with a compression ratio of 15, we get
dg/ds � 15. Therefore if we take the droplet flamefront standoff ratio, df /ds , to be
around 5 to 10, it is then obvious that the droplet flames can be quite close to each
other within a spray when droplet burning is the dominant combustion mode.

13.6.2. Spray Jet Flames
An intrinsic weakness of the one-dimensional spray analysis is the assumption that all
of the oxidizing gas is already present within the spray interior. In realistic situations,
the fuel is frequently sprayed into the hot oxidizing gas such that initially there is
very little or practically no oxidizer present within the spray. Since the hot oxidizing
gas has to be entrained into the jet interior for reaction to be possible, the spray
combustion characteristics then depend critically on the relative rates of droplet
vaporization versus oxidizer entrainment. The situation is shown in Figure 13.6.2.

Specifically, it is reasonable to expect that if the entrainment rate is sufficiently fast,
then the spray interior is rapidly heated up and enriched with oxygen. These favor
droplet ignition. Furthermore, once the envelope flames are established around the
droplets, either singly or in groups, then the fuel vapor that is subsequently generated
through droplet vaporization will be consumed at these flames and therefore cannot
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Figure 13.6.2. Schematic of spray jet combustion.

reach the bulk gaseous medium of the spray. Thus the droplet combustion mode will
persist once established.

However, if the droplet vaporization rate is sufficiently fast or the entrainment
rate sufficiently slow, then the spray interior will be rapidly cooled and further en-
riched with the fuel vapor. Both these factors inhibit droplet combustion. It is then
likely that combustion will take place at the spray sheath, which will cut off further
oxygen supply to the spray interior needed for droplet burning. Thus the jet sheath
combustion mode will persist once established.

For coal dust flames, since the coal particles are quite nonvolatile as compared
with oil droplets, oxidizer entrainment is expected to dominate, hence favoring the
particle burning mode.

13.6.3. Cloud and Dense Spray Combustion
The above discussion demonstrates that single droplet combustion is not favored to
occur if the droplets are sufficiently close to each other and/or the spray interior is
sufficiently oxidizer lean. Under such situations the spray burns either with a single
flame surrounding it or with clusters of flames enveloping groups of droplets. Such
a combustion mode has been termed cloud combustion or group combustion (Chiu
et al. 1978; Tishkoff 1979; Chiu, Kim & Croke 1983; Annamalai & Ryan 1992, 1993).
Chiu and coworkers have proposed the use of a group combustion number, G ∼
N(ds,o/�), to represent the relative tendencies for either single droplet combustion
or group combustion, where N = n�3 is the total number of droplets, n the droplet
number density, and � a characteristic dimension of the spray. It is clear that group
combustion is favored for large G while single droplet combustion is favored for
small G.

The definition of G is strictly geometrical in nature and does not include effects due
to droplet vaporization and the heat transfer rate to the droplet cloud. In a sense it is
similar to the idea leading to the derivation of Eq. (13.6.4). Nevertheless we expect
that the trend in the cloud behavior with increasing or decreasing G should still hold.
Thus for a spherical cloud four combustion modes can be identified, as shown in
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(a) External group combustion with 
“sheath vaporization” at high G.

(b) External group combustion with 
a “standoff” flame.

(d) Single droplet combustion at 
low G.

(c) Internal group combustion with 
the main flame located within the 
spray boundary.

External flame

Nonvaporizing droplet cloud Vaporizing droplets

Vaporizing droplet layer

Vaporizing
droplets

Flame of individual 
droplet

Flame of 
individual droplet

Boundary of 
the spray

Main flame

Individual droplet 
burning

Figure 13.6.3. Schematic showing the four group combustion modes of a spherical droplet cloud
with decreasing G from (a) to (d) (Chiu, Kim & Croke 1983).

Figure 13.6.3. Specifically, Figure 13.6.3a shows that for very high values of G, the
inner core of the droplet cloud is fully saturated, with vaporization taking place only
within a thin layer at the outer edge of the cloud. The vaporized fuel then diffuses
outward and reacts with the inwardly diffusing oxidizer gas at a cloud diffusion flame.
By continuously reducing G, this vaporizing droplet layer becomes progressively
thicker until all the droplets in the cloud participate in vaporization, as shown in
Figure 13.6.3b. With further reduction in G, the group diffusion flame moves into the
cloud, resulting in an internal combustion mode, in which individual droplet com-
bustion occurs outside the group diffusion flame while droplet vaporization occurs
inside it. Finally, for very small values of G, individual droplet combustion prevails.

Figure 13.6.4 is the analog of Figure 13.6.3 for the spray jet configuration. It is seen
that the continuous penetration of the jet is equivalent to a gradual lowering of G in
terms of the spray combustion mode.

While further development of the group combustion concept is needed to enable a
quantitative assessment of the prevailing burning mode of a spray, it is reasonable to
expect that the region immediate downstream of the spray injection and formation
processes must be sufficiently cold and fuel rich that individual droplet combus-
tion is not possible. Processes occurring within this dense spray region are crucial
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External group combustion

Internal group combustion

Multidroplet combustion

Diffusion flame

Spray boundary

Potential core Evaporating droplets Turbulent brush flame

..

Figure 13.6.4. Schematic showing the group combustion concept of a spray jet (Chiu et al. 1978).

because it is precisely here the spray flame is likely to be anchored. In addition to
droplet vaporization, droplet collision, coalescence, and shattering are also expected
to be important in this region because of the high droplet velocity acquired through
injection and the proximity between the droplets.

From the above discussion we have identified several important issues when an-
alyzing spray combustion. These include the need to assess the ignitability of the
droplet versus the spray sheath, the relative extents of heterogeneous droplet com-
bustion versus homogeneous spray sheath combustion, and the relative extents of
diffusional burning around droplets and the spray sheath as versus premixed burning
taking place within the gaseous medium of the spray interior. These issues, which
are largely unanswered at present, directly influence such practical concerns as flame
stabilization, the fuel burning rate, and the extent of pollutant generation as in the
case of NOx formation, which is favored for nonpremixed burning because of its high
flame temperature.

In the following we shall first discuss the statistics of sprays and the governing
equations for two-phase flows. We shall then solve two problems involving one-
dimensional sprays, one is on spray vaporization and the other on spray combustion
supported only by droplet burning. These two problems demonstrate certain aspects
of spray modeling as well as some useful physical insights.

13.7. FORMULATION OF SPRAY COMBUSTION

13.7.1. Spray Statistics
13.7.1.1. Spray Distribution Function: In the kinetic theory of gases, a velocity distri-
bution function f (x, u, t) is defined such that f (x, u, t)dxdu represents the probable
number of molecules lying within the spatial range x and x + dx, with velocities in
the range u and u + du, at time t . Based on the same concept, a spray distribution
function f (rs, x, u, t) has been defined (Williams 1985) such that

f (rs, x, u, t)drsdxdu
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represents the number of droplets with radius within the range rs and rs + drs , located
within the spatial range x and x + dx, and having velocities within the range u and
u + du, at time t .

The need to introduce rs in the spray distribution function is obvious in that, unlike
the point masses assumed in the kinetic theory of gases, the “particles” in the spray
have finite dimension and their variation is a central concern in our study. The use
of a single parameter, the radius rs , to represent the structure of the droplet assumes
that it is spherical in shape. This assumption is considered adequate because droplets
in practical sprays are invariably very small such that the strong surface tension force
promotes sphericity. The parameter indicating the tendency of the droplet to deviate
from spherical symmetry and eventually break up is the gas-phase Weber number,
We = 2rsρg|u − v|2/σ , which is the ratio of the dynamic force to the surface tension
force, where |u − v| is the velocity difference between the droplet velocity u and the
gas velocity v, and ρg the gas density. For We � 20, droplets tend to deform and
break up.

For solid particles such as those of coal, spherical symmetry obviously does not
exist, at least not before massive pyrolysis has occurred. In such cases it is some-
times possible to define an equivalent particle radius, provided that the different
dimensions of the particle do not deviate too much from each other.

13.7.1.2. Spray Equation: A spray equation describing the change of spray distri-
bution function f (rs, x, u, t) can be readily derived in the same manner as that of
the control volume derivation for the conservation of mass, momentum, and energy
discussed in Section 5.1, accounting for the fact that the control volume is now a
seven-dimensional space in (rs, x, u). Its derivation is also analogous to that of the
Boltzmann equation governing the evolution of the velocity distribution function
(Hirschfelder, Curtiss & Bird 1954). Thus we have (Williams 1985)

∂ f
∂t

+ ∂

∂rs
(ṙs f ) + ∇x · (u f ) + ∇u · (g f ) = S, (13.7.1)

where ṙs = drs/dt , g is the force per unit mass, and S is the source term. Note that
g here includes body forces as well as surface forces such as the drag force. The
function ṙs is supplied from studies on droplet vaporization and combustion. When
d2-law holds, we simply have ṙs ∼ 1/rs .

The source term S represents the creation and destruction of droplets. As exam-
ples, droplets can be created by nucleation in a highly saturated vapor region, by
aerodynamic shattering or stripping of liquid jets and droplets with sufficiently large
Weber numbers, or by droplet microexplosion discussed earlier. On the other hand,
droplets can be “destroyed” through coalescence either with other droplets, espe-
cially in the dense regions of the spray, or with the walls of the combustor. All these
processes are not well understood and quantified, thereby making prescription of the
source term difficult. For example, as we have seen, collision between two droplets
does not always result in coalescence. The same applies to droplets impacting a wall,
which is usually wetted by the deposition of previous droplets.
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The spray distribution function and the associated spray equation enjoy far less
fundamental significance and utility than the velocity distribution function of the
Boltzmann equation. For example, the Boltzmann equation yields the Maxwell ve-
locity distribution in the limit of thermodynamic equilibrium, which is an excellent
assumption for most problems on gasdynamics including combustion. However, the
velocity component of the spray distribution function is highly system dependent,
being sensitive functions of the atomization process and the subsequent droplet
dynamics.

13.7.1.3. Droplet Size Distribution Functions: Since the lifetime of a droplet varies
quadratically with its initial size, the burning rate of a spray also depends sensitively
on the initial size of its droplets, which usually varies over wide ranges. For example,
droplet sizes within gas turbines typically range in diameters from 10 to 100 µm.

The distribution of the initial droplet size is invariably empirically determined.
Because of the discrete nature of the experimental measurement, the distribution
is usually represented as a histogram. By continuously reducing the measurement
interval of the droplet size, a smooth function, G(rs), called the droplet size distri-
bution function, can be determined. Frequently it is necessary to truncate G(rs) at
a maximum droplet radius rs,max. The need to do so is due to the fact that G(rs,max)
usually is not vanishingly small. Because of volume effect the tail end of the distri-
bution function can represent a disproportionately large amount of the liquid mass
contained within the spray. Thus it is important to have an accurate accounting of
the droplet population within this large size regime.

Once G(rs) is known, other spray properties can be defined. For example the
integrals

∫ rs

0
G(rs)drs and

4π

3

∫ rs

0
r3

s G(rs)drs,

respectively represent the total number and volume of the droplets having radii
smaller than rs .

A useful parameter in spray studies is the Sauter Mean Diameter (SMD), defined
in discrete and continuous forms as

2

∑
nir3

s,i∑
nir2

s,i

and 2

∫ rs,max

0 r3
s G(rs)drs∫ rs,max

0 r2
s G(rs)drs

(13.7.2)

respectively, where rs,i is the droplet radius in the ith-size class that has ni droplets,
and rs,max is sometimes replaced by infinity here. SMD, which is the ratio of the total
droplet volume to the total droplet surface area, is an appropriate representation of
the characteristic droplet size because it relates the total amount of liquid fuel that
needs to be gasified to the total surface area available for gasification.

A function that well describes the measured droplet size distribution for a variety
of sprays is the generalized Rosin–Rammler distribution function, given by

G(rs) = b(rs)t exp[−a(rs)s], (13.7.3)
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where a, b, s, and t are the constant fitting parameters. The special case of t = 2 is
the Nukiyama–Tanasawa distribution, t = s − 4 is the Rosin–Rammler distribution,
and s = 1 is the chi-square distribution.

The fact that Eq. (13.7.3) can satisfactorily describe the monomodal size distribu-
tion of droplets and particles is not surprising because the four adjustable constants
constitute the minimum number of parameters needed to describe the four basic
characteristics of such a distribution, namely the total number of droplets, the av-
erage droplet size, the standard deviation, and the skewness, which are respectively
given by

n =
∫ ∞

0
Gdrs, <rs >= 1

n

∫ ∞

0
rs Gdrs,

σ = 1
n

∫ ∞

0
(rs− <rs >)2Gdrs, sσ 3 = 1

n

∫ ∞

0
(rs− <rs >)3Gdrs .

13.7.2. Conservation Equations
In a two-phase mixture, because of the volume occupied by the droplets, it is necessary
to distinguish the fluid density ρ f , which is the mass of the gas per unit volume of
physical space, from the gas density ρg . They are related through

ρ f /ρg = 1 −
∫ ∫ (

4
3
πr3

s

)
f drsdu. (13.7.4)

The conservation equations are given by the following.

Overall Continuity for Gas:

∂ρ f

∂t
+ ∇x · (ρ f v) = −

∫ ∫
ρ�

(
4πr2

s

)
ṙs f drsdu, (13.7.5)

where the source term on the RHS represents the reduction in the liquid mass due
to droplet gasification, causing the variation in ρ f .

Conservation of Momentum:

ρ f
∂v
∂t

+ ρ f v · ∇xv = −(∇x · P) + ρ f

N∑
i=1

Yi fi −
∫ ∫

ρ�

(
4
3
πr3

s

)
g f drsdu

+
∫ ∫

ρ�

(
4πr2

s

)
ṙs(u − v) f drsdu, (13.7.6)

where fi is the force per unit mass acting on species i in the gas. Furthermore, the first
source term, involving g, represents force per unit volume exerted on the droplets
by the gas, while the second source term, involving ṙs , represents the momentum
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transferred to the gas by the vaporizing mass. For droplets in sprays, the dominant
force contributing to g is that due to drag, given by

g = 3
8

ρg

ρ�

|v − u|(v − u)
rs

CD, (13.7.7)

where CD is the drag coefficient, which is a function of the Reynolds number, Re =
2rsρg|u − v|/µg, as well as the mass transfer number Bm, where µg is the gas viscosity.

Conservation of Energy:

∂

∂t

[
ρ f

(
h f + v2

2

)]
+ ∇x ·

[
ρ f v

(
h f + v2

2

)]

= −∇x · q − P :(∇v) + ∂p
∂t

+ ρ f

N∑
i=1

Yi fi · (v + Vi )

−
∫ ∫

ρ�

(
4
3
πr3

s

)
(g · u) f drsdu −

∫ ∫
ρ�

(
4πr2

s

)
ṙs

(
h + u2

2

)
f drsdu,

(13.7.8)

where h f is the total enthalpy per unit mass of the gas, and the meanings of the two
source terms are analogous to those in momentum conservation.

Conservation of Species:

∂

∂t
(ρ f Yi ) + ∇x · [ρ f (v + Vi )Yi ] = wi −

∫ ∫
ρ�

(
4πr2

s

)
ṙs�i f drsdu, (13.7.9)

where �i is the radial mass flux of species i . Thus in a chemically reacting flow,
creation and destruction of chemical species can arise either from reactions in the
bulk gaseous medium and/or from droplet vaporization or combustion.

13.8. ADIABATIC SPRAY VAPORIZATION

We consider the vaporization and transport of an adiabatic spray in a quasi-one-
dimensional chamber with cross-sectional area A(x) (Law 1977b). For simplicity we
shall assume that the spray is monodisperse in that all the droplets have the same
size, and there is no velocity lag between the droplets and the gas.

In Section 6.4.2 we have studied the general vaporization characteristics of an
isolated droplet in an unbounded environment of constant temperature and concen-
tration of the vaporizing species, say T∞ and Y∞. In a spray interior the ambience the
droplet perceives is actually the inter-droplet spacing whose properties are repre-
sented by those of the bulk gaseous medium, say Tg and Yg . If the droplets are suffi-
ciently far apart, we can approximately identify T∞ and Y∞ by Tg and Yg respectively.
However, unlike the case of an isolated droplet, the collective vaporization of the
droplets will continuously chill the gas medium and also enrich it with the vaporizing
species, thereby causing Tg to decrease and Yg to increase. It is therefore conceivable
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that for a spray that is initially quite cold and/or fuel rich, a state of saturation can
be reached such that vaporization is completely terminated. A practical example is
the vaporization and transport of the spray in the region immediately downstream
of the spray injector.

From Section 6.4.2 we have shown that the nondimensional droplet vaporization
rate m̃ = m/[4π(λ/cp)rs] and the vapor concentration at the droplet surface Ys are
respectively given by

m̃ = ln(1 + Bv) (13.8.1)

Ys = Bv + Yg

1 + Bv

, (13.8.2)

where

Bh,v = cp(Tg − Ts)
qv + q�

(13.8.3)

is the heat transfer number for vaporization, Ts the droplet temperature, and q� the
amount of heat used to heat up the droplet interior per unit mass of the droplet
vaporized.

In the above relations, Tg , Yg , and Ts continuously change as vaporization proceeds,
and are to be determined through the conservation relations of energy and vapor for
the entire mixture,

(1 + ηY�,o)cpTg + (1 − η)Y�,o(cpTs − qv) = cpTg,o + Y�,o(cpTs,o − qv) (13.8.4)

Yg = Yg,o + ηY�,o

1 + ηY�,o
, (13.8.5)

where Y�,o and Yg,o are the initial mass fractions of the liquid and vapor in the mix-
ture, η = 1 − R3

s the fractional amount of liquid vaporized and can be termed the
evaporation efficiency of the mixture, Rs = rs/rs,o, and we have also assumed the
same cp for liquid and gas.

Equations (13.8.4) and (13.8.5) allow us to assess a priori the ability of the spray to
achieve complete vaporization. Since vaporization occurs only for Tg > Ts and Yg <

Ys , where Ys is the vapor concentration at the surface, at complete spray vaporization,
η = 1, we must have

T∗
g = Tg,o + Y�,o(Ts,o − qv/cp)

1 + Y�,o
> T∗

s (13.8.6)

Y∗
g = Yg,o + Y�,o

1 + Y�,o
< Y∗

s , (13.8.7)

where the superscript * designates the completely vaporized state. Furthermore,
since Ts and Ys are related through the Clausius–Clapeyron vapor pressure relation,

Ys = Ys(Ts), (13.8.8)
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such that Y∗
s = Ys(T∗

s ) at η = 1, the inequalities of (13.8.6) and (13.8.7) imply that

Y∗
g < Ys(T∗

g ) (13.8.9)

must hold for complete vaporization to be possible.
To trace through the spray vaporization history, we need to know quite accurately

the variation of the droplet temperature Ts because the droplet vaporization rate
depends sensitively on Ts , especially for slow rates of vaporization. It is, however,
reasonable to anticipate that, except for an initial transient period, Ts may not vary
much during vaporization. This is due to the fact that Ts , which is just the wet-
bulb temperature, decreases with decreasing ambient temperature but increases with
increasing ambient vapor concentration, as shown in Figure 6.3.2. Consequently, the
net effect of a decreasing Tg and increasing Yg on Ts , as vaporization proceeds, can
be small.

Thus if we assume that the droplets attain an equilibrium temperature Ts,e, then
using Eqs. (13.8.4) and (13.8.5) it can be readily shown that Ys and B of Eqs. (13.8.2)
and (13.8.3) are given by

Ys,e = Yg,o + Bv,e

1 + Bv,e
, (13.8.10)

1 + Bv = 1 + Bv,e

1 + ηY�,o
(13.8.11)

where

Bv,e = (T̃g,o − T̃s,e) + (T̃s,o − T̃s,e)Y�,o, (13.8.12)

and T̃ = cpT/qv . It is significant to note that since Ys,e is a constant, independent
of η, an equilibrium droplet temperature Ts,e, as originally assumed, indeed exists.
Ts,e can be solved by equating Eq. (13.8.10) to the Clausius–Clapeyron relation
Eq. (13.8.8). It is important to emphasize that this equilibrium droplet tempera-
ture, attained in an adiabatic environment of continuously changing temperature
and vapor concentration, is not the wet-bulb temperature attained in a constant
environment.

Since vaporization terminates with Bv = 0, an alternate criterion for complete
spray vaporization (η = 1) is given by Eq. (13.8.11) as

Bv,e > Y�,o. (13.8.13)

If Eq. (13.8.13) is not satisfied, vaporization will terminate with Bv = 0 and, hence,

ηe = Bv,e/Y�,o, (13.8.14)

which corresponds to a final unvaporized droplet size

Rs,e = (1 − Bv,e/Y�,o)1/3. (13.8.15)
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To study the transport of the spray, we have, from d2-law,

dr2
s

dt
= −2(λ/cp)

ρ�

ln(1 + Bv). (13.8.16)

Since there is no velocity lag between the droplets and the gas, we can express
d/dt = ud/dx, such that Eq. (13.8.16) becomes

ũRs
dRs

dx̃
= ln(1 + Bv), (13.8.17)

where ũ = u/uo and x̃ = [(λ/cp)/(uor2
s,oρ�)]x are the nondimensional velocity and

distance respectively.
If the transport occurs in a quasi-one-dimensional channel with slowly varying

cross-sectional area A(x), and if we assume that the density of the mixture does not
change much, then continuity gives

ũÃ= 1, (13.8.18)

where Ã= A/A0. Substituting Eq. (13.8.18) into Eq. (13.8.17) and integrating, we
obtain

C(x̃) =
∫ 1

Rs

Rs

ln(1 + Bv)
dRs, (13.8.19)

where we have defined a chamber function

C(x̃) =
∫ x̃

0
Ã(x̃)dx̃, (13.8.20)

which is known once Ã(x) is given. For a chamber of constant cross-sectional area,
C(x̃) = x̃.

Equation (13.8.19) can be numerically integrated by using Eq. (13.8.11),

C(x̃) =
∫ 1

Rs

Rs

ln[(1 + Bv,e)/(1 + ηY�,o)]
dRs . (13.8.21)

If we further assume that the spray is dilute, with Y�,o � 1, then Eq. (13.8.21) can be
readily integrated to yield

C(x̃) = (1 + γ )
(
1 − R2

s

) − 0.4γ
(
1 − R5

s

)
2m̃e

, (13.8.22)

where m̃e = ln(1 + Bv,e) and γ = Y�,o/m̃e. Equation (13.8.22) explicitly relates the
droplet size with the distance along the evaporator. The minimum chamber length
x̃∗ needed to achieve complete spray vaporization, Rs = 0, is then given by

C(x̃∗) = 1 + 0.6γ

2m̃e
. (13.8.23)

For a chamber with constant cross-sectional area, the minimum chamber length in
dimensional form is

x∗ = uor2
s,oρ�

2(λ/cp)m̃e

(
1 + 0.6

Y�,o

m̃e

)
, (13.8.24)
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which shows that x∗ ∼ r2
s,o. The importance of minimizing the chamber length by

using small droplets is again demonstrated.

13.9. HETEROGENEOUS LAMINAR FLAMES

Analogous to the standard, one-dimensional laminar flame propagation in a pre-
mixed gaseous combustible, which is characterized by the laminar flame speed so

u ,
a corresponding flame speed can also be defined for the propagation of a combus-
tion wave in a two-phase mixture. The propagation is supported by homogeneous
burning in the bulk gaseous medium and possibly also nonpremixed burning around
the droplets. The relative extent of homogeneous versus heterogeneous burning de-
pends on the initial liquid loading, initial droplet size, and the liquid volatility. For
mixtures whose initial heterogeneity is low, for example if the initial droplet size is
less than 10 µm as estimated previously, the flame basically behaves as a gaseous
flame. In this section, we study the other limit in which the initial mixture does not
have any fuel vapor and droplet prevaporization before reaching the flame front is
also totally suppressed. At the bulk flamefront the droplets are instantly ignited and
subsequently burn according to the d2-law, but with the burning rate dependent on
the instantaneous values of the temperature and oxygen concentration of the gas
downstream of the flamefront.

A heterogeneous flame speed can be estimated in the manner of the homogeneous
premixed flame of Section 7.2. Thus if (1 + σ ) is the mass of the mixture reacted per
unit mass of fuel burned, where σ is the oxidizer-to-fuel mass ratio, then the mixture
reaction rate can be estimated as

w ≈ (1 + σ )
∫ ∞

0
ρ�

(
4πr2

s

)
(−ṙs)Gdrs . (13.9.1)

Since

ṙs = drs

dt
= 1

2rs

dr2
s

dt
= − Kc/2

rs
, (13.9.2)

where Kc = 2[(λ/cp)/ρ�] ln(1 + Bh,c) as given by Eq. (6.4.41), and if we assume a
monodisperse spray with a uniform droplet size rs , then

w ≈ 2π(1 + σ )norsρ�Kc, (13.9.3)

which shows that w decreases as the droplet size diminishes. Thus using this w

as the characteristic reaction rate in the expression for the laminar burning flux,
f 2 = (ρouo)2 = (λ/cp)w, with rs → rs,o as the characteristic droplet size, we have

f 2 = 2π(1 + σ )nors,oρ�(λ/cp)Kc (13.9.4a)

= 4π(1 + σ )nors,o(λ/cp)2 ln(1 + Bh,c). (13.9.4b)
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Furthermore, since noρ�

( 4
3πr3

s,o

) = constant is the initial mass of the liquid,
no ∼ (rs,o)−3, and we have

f ∼ λ/cp

rs,o
. (13.9.5)

Thus the heterogeneous burning flux is inversely proportional to rs,o, and is propor-
tional to λ/cp, which demonstrates the basic diffusive nature of burning.

We shall next demonstrate how the problem can be solved more rigorously
(Williams 1985).

13.9.1. Gas-Phase Flames
With the assumptions of monodispersity and no velocity lag between the gas and
droplets, we have

f = ρu = ρouo, (13.9.6)

nu = nouo, (13.9.7)

which show that n/ρ = no/ρo is a conserved quantity. We shall also use the mass
fraction of the gas Z = ρ f /ρ as the quantity to indicate the extent of heterogeneity;
Z = 1 for a completely gaseous mixture. Thus, with

ρ = ρ f + nρ�

(
4
3
πr3

s

)
, (13.9.8)

we can divide Eq. (13.9.8) by ρ to get

1 = Z + nρ�

ρ

(
4
3
πr3

s

)
= Zo + noρ�

ρo

(
4
3
πr3

s,o

)
. (13.9.9)

Equation (13.9.9) shows that

1 − Z
1 − Zo

=
(

rs

rs,o

)3

= R3
s , (13.9.10)

from which we can also obtain the relation

dZ
dx

= 2πρ�uonors,o

f
Kc

(
1 − Z
1 − Zo

)1/3

, (13.9.11)

where we have used the d2-law relation

drs

dt
= dx

dt
drs

dx
= u

drs

dx
= −u

Kc/2
rs

, (13.9.12)

with

Kc = 2(λ/cp)
ρ�

ln
[

1 + cp(Tg − Ts) + qcYO,g/σ

qv

]
. (13.9.13)
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Equation (13.9.13) shows that Kc depends on the temperature Tg and oxygen
concentration YO,g in the spray interior. The variable u in Eq. (13.9.11) can be related
to the thermodynamic variables T and Z as

u
uo

= ρo

ρ
= ρ f,o

ρ f

Z
Zo

≈ ρg,o

ρg

Z
Zo

= Tg

Tg,o

Z
Zo

, (13.9.14)

where we have approximated ρ f = ρg and have assumed that the average molecular
weight remains the same.

For species conservation, we have from Eq. (13.7.9)

d
dx

(
ρ f uYg,i − ρ f D

Yg,i

dx

)
= −�i

d(ρ�u)
dx

, (13.9.15)

where �F = 0, �O = −σ , and we have used Fick’s law of diffusion, Eq. (5.2.16). Inte-
grating Eq. (13.9.15), using the relations ρ f u = f Z, ρ�u = f (1 − Z), and evaluating
the integration constant at the upstream state, we have

ρ f D
f

dYg,i

dx
= Z(Yg,i − �i ) − Zo(Yg,i,o − �i ). (13.9.16)

Finally, energy conservation is governed by

d
dx

(ρ f uhg + ρ�uh� + qx) = 0. (13.9.17)

To evaluate Eq. (13.9.17), we note that the enthalpies of the gas and liquid are
respectively

hg =
N∑

i=1

Yg,i hg,i , (13.9.18)

h� = ho
� + cp(T� − To), (13.9.19)

where

hg,i = ho
g,i + cp(Tg − To), (13.9.20)

ho
� is related to ho

F,i through the latent heat of gasification qv ,

ho
� = ho

g,F − qv, (13.9.21)

and we have assumed the same cp for the gas and liquid. Furthermore, the heat flux
vector, given by Eq. (5.2.7), is

qx = −λ
dTg

dx
− ρ f D

N∑
i=1

ho
g,i

dYg,i

dx
. (13.9.22)



P1: JZP
0521870526c13 CUFX045/Law Printer: cupusbw 0 521 87052 6 July 20, 2006 7:36

628 Combustion in Two-Phase Flows

Thus the integrated form of Eq. (13.9.17) is

N∑
i=1

ho
g,i ZYg,i − Z

(
ho

g,F − qv

) + cp(T� − T�,o) + Zcp(Tg − T�)

− λ

f
dTg

dx
− ρ f D

f

N∑
i=1

ho
g,i

dYg,i

dx

=
N∑

i=1

ho
g,i ZoYg,i,o − Zo

(
ho

g,F − qv

) + Zocp(Tg,o − T�,o), (13.9.23)

where the integration constant is evaluated at the upstream state where dTg/dx and
dYg,i/dx vanish.

Substituting Eq. (13.9.16) into Eq. (13.9.23) yields

λ

f
dTg

dx
= Z(cpTg − q′) − Zo(cpTg,o − q′

o) + cp(T� − T�,o), (13.9.24)

where

q′ = qc − qv + cpT�, (13.9.25)

in which qc = ho
g,F − ∑

ho
g,i�i is the heat of reaction per unit mass of fuel.

Two observations can be made at this stage. First, evaluating Eq. (13.9.24) at the
downstream boundary, at which dTg/dx = 0 and Z = 1, we obtain the downstream,
adiabatic flame temperature,

Tg,∞ = ZoTo + (1 − Zo)q′/cp

= To + (1 − Zo)(qc − qv)/cp, (13.9.26)

where we have assumed for simplicity that T�,o = Tg,o = To.
The second point is that the functional forms of Eq. (13.9.16) and (13.9.24) are very

similar to each other. Indeed, if we assume unity Lewis number, or λ/cp = ρ f D, then
Tg and Yg,i are linearly related through Tg = ai + bi Yg,i . Substituting this expression
into Eq. (13.9.16), and comparing the resulting coefficients with those of Eq. (13.9.24)
yields the coefficients ai and bi . Thus we have

Yg,i = �i + (Yg,i,o − �i )
(

q′ − cpTg

q′ − cpTo

)
. (13.9.27)

Since Yg,i is known once Tg is determined, we only need to solve for Tg from
Eq. (13.9.24) and Z from Eq. (13.9.11). The solution can be further facilitated by
dividing Eq. (13.9.24) by Eq. (13.9.11), yielding

dTg

dZ
= Z(cpTg − q′) − Zo(cpTo − q′)

F(Tg, Z)
, (13.9.28)

where

F(Tg, Z) = 4πλ2nors,o

cp f 2

(
Zo

Z

) (
To

Tg

) (
1 − Z
1 − Zo

)1/3

ln
[

1 + cp(Tg − To) + qcYO,g/σ

qv

]
,
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Figure 13.9.1. Schematic showing the dependence of the burning velocity on the initial droplet size
(- heterogeneous limit; - - - two possible transitional behavior).

from which Tg(Z) can be solved subject to Tg = To at Z = Zo and (dTg/dZ) → 0
as Z → 1. In analogy with the laminar premixed flame propagation, the solution
here also yields a burning flux eigenvalue from which the burning flux f can be
determined.

A plot of the heterogeneous flame speed uo versus rs,o (Figure 13.9.1) shows the
monotonically increasing trend as rs,o decreases, as indicated from the phenomeno-
logical result of Eq. (13.9.5). The fact that uo varies inversely with the initial droplet
size is entirely reasonable based on the d2-law consideration. On the other hand, the
present analysis must breakdown as rs,o → 0, at which homogeneous burning pre-
vails with uo → so

u and allowing for the presence of the latent heat of vaporization.
At present it is not clear whether the approach to so

u is monotonic or nonmonotonic
(Figure 13.9.1). In the latter case a maximum so

u could exist for an optimum droplet
size because the stoichiometric, nonpremixed droplet burning should have a faster
burning rate.

13.9.2. Condensed-Phase Flames
Next we shall discuss a rather interesting, and for a while puzzling, phenomenon in
flame propagation observed in self-propagating high-temperature synthesis (SHS) of
materials (Makino 2001). Let us consider the synthesis of a compound AB from mixed
and compacted powders of a high-melting-point material A and a relatively low-
melting-point material B, such as carbon and titanium respectively (Figure 13.9.2).
As the compact is heated by the approaching flame front, the particles of B would
melt, forming a suspension of particles of A in molten B. Reaction between A and B
subsequently takes place at the surface of A. Because of the very high temperature
involved in materials synthesis, the reaction is usually very fast and hence diffusion
controlled. The product AB can be either in the solid phase or dissolve in the molten
B and crystallize later when it is cooled down.

While the phenomenon of interest is that of heterogeneous, diffusion-controlled
nonpremixed burning, most theoretical studies and interpretation of experimental
results have been based on the premixed flame propagation mode (Merzhanov 1990).
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Figure 13.9.2. Schematic showing flame structure in the self-propagating high-temperature synthe-
sis process (SHS).

Indeed, these results seem to support the notion of premixed burning in terms of the
Arrhenius sensitivity of the propagation velocity and the extinction state on the
adiabatic flame temperature, and the presence of pulsating and spinning flame fronts
characteristic of large Lewis number mixtures. In fact, as mentioned in Section 10.9.3,
early studies on pulsating instabilities suggested that they are observable only in
condensed-phase flames because of the very small mass diffusivity, and hence large
Lewis number, required for their onset.

To resolve this inconsistency in observation and interpretation, we compare the
phenomenological laminar burning fluxes for the gaseous and heterogeneous flames,
which are respectively given by Eqs. (7.2.8) and (13.9.4a),

f 2
gas ∼ (λ/cp)w ∼ (λ/cp)e−Ta/Tad , (13.9.29)

f 2
SHS ∼ (λ/cp)Kc. (13.9.30)

Furthermore, similar to the derivation of the d2-law, it can be easily shown that the
burning rate constant for a spherical particle A reacting at an infinitely fast rate with
B at its surface is given by

Kc = (2ρB D/ρA) ln(1 + YB/σO). (13.9.31)

The crucial point to recognize here is that liquid-phase mass diffusivity varies
sensitively with temperature. Thus if we represent such a variation in an Arrhenius
manner, with a correspondingly large activation temperature, say Td (Bechtold &
Margolis 1992), we can write

D ∼ e−Td/T. (13.9.32)

Using these results in Eq. (13.9.30), we have

f 2
SHS ∼ (λ/cp)e−Td/Tad . (13.9.33)

Comparing Eq. (13.9.33) with Eq. (13.9.29), a complete correspondence in the tem-
perature dependence is observed. It is therefore clear that the Arrhenius sensitivity
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of the chemical reactions is now mimicked by that of the liquid-phase mass diffusiv-
ity, rendering the diffusion-controlled heterogeneous flame to exhibit phenomena
commonly associated with premixed flames.

PROBLEMS

1. Solve the droplet combustion problem by using the flame-sheet formulation.
Do not invoke the Le = 1 assumption by using λ1, λ2, cp,1, cp,2, (ρD)1, (ρD)2 to
designate the various transport coefficients, where the subscripts 1,2 respectively
represent the inner and outer regions to the flame. First show that the first
integrals of the governing equations yield

mcYF − 4πr2(ρD)1
dYF

dr
= mc

mccp,1(T − Ts) − 4πr2λ1
dT
dr

= −mcqv




rs < r < rc

mcYO − 4πr2(ρD)2
dYO

dr
= −σOmc

mccp,2(T − Ts) − 4πr2λ2
dT
dr

= −mc[(qv − qc) − (cp,1 − cp,2)Ts]




rc < r < ∞

where mc = 4πr2ρu. Discuss the physical meaning of the various integration
constants. Use these equations to solve for mc, r̃ f and Tf as given by Eqs. (13.2.6)
to (13.2.8).

2. We now examine in more detail the adequacy of the gas-phase quasi-steady as-
sumption in droplet vaporization and combustion (Matalon & Law 1983, 1985).
The problem is that of a droplet of radius rs and temperature Ts undergoing gasi-
fication with a finite surface regression rate, drs/dt , in a stagnant environment
with temperature T∞. Assume Le = 1 and only work with the pure vaporization
case as the implication is the same for burning.

(a) Write down the gas-phase governing equations for the problem.

(b) Nondimensionalize the governing equations based on the following scaling:
initial droplet radius rs,o for length, ρ∞ for density, T∞ for temperature, cpT∞
for energy, λ/(cpρ∞rs,o) for velocity, and r2

s,oρ�cp/λ for time associated with
the gas-phase diffusion processes. You will notice that through such a scaling
the ratio δ2 = ρ∞/ρ� emerges as a system parameter. You can now observe
that the condition under which the gas-phase transport can be assumed to be
quasi-steady, as far as the governing equations are concerned, is for δ � 1. The
equations then degenerate to those used in our analysis of droplet vaporization
and combustion, first encountered in Section 6.4.

(c) In addition to the result of (b), we also need to assure that the bound-
ary conditions at the regressing surface can also be approximated as quasi-
steady. This can be demonstrated by using the general jump relations derived in
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Section 5.1.5. Derive these jump relations across the liquid–gas interface and
make the appropriate observation. For example, the nondimensional continuity
relation at the interface is

(1 − δ2ρ)
drs

dt
= −ρu,

which degenerates to Eq. (6.4.11) for δ � 1.

3. Derive the d3-law for the expanding vapor bubble within the agglomerated shell
during slurry droplet gasification. Specifically, show that

dr3
g

dt
= 3

2
Rs Kc,

where rg is the instantaneous radius of the vapor bubble, Rs the outer radius of
the agglomerated shell, and Kc the droplet burning rate constant.

4. A monopropellant is a chemical that is capable to undergo exothermic reactions
without the need for another reagent. The reaction can be either decomposition
in nature or the monopropellant consists of both fuel and oxidizer components.
Conceptually we can simply consider it as a premixture.

Thus consider a monopropellant droplet of radius rs and constant temperature
Ts that undergoes flame-sheet combustion in an inert environment of tempera-
ture T∞. The monopropellant has a laminar burning flux f o and adiabatic flame
temperature Tad. If the burning is adiabatic such that T∞ = Tad, determine the
nondimensional droplet burning rate m̃ and the flamefront standoff ratio r̃ f .
Show that droplet burning follows a d-law for fast reaction rates, and a d2-law
for slow reaction rates.

5. A spherical metal particle burns in an oxidizing environment with an infinitely
fast surface reaction. Show that its burning rate constant is given by Eq. (13.9.31).

6. Some metals are excellent rocket fuels because of their large heat of combustion
on either a mass or volume basis. Compared with hydrocarbon combustion,
however, metal combustion is complicated by the possibility that the metal oxide
formed frequently exist in condensed phase. For example, Glassman (1960)
hypothesized that because of the large latent heat of vaporization of the metal
oxide, the flame temperature Tf is suppressed to the boiling point of the oxide,
say To

f , as long as condensed and vaporized metal oxide co-exist at the flame.
Formulate a model for metal droplet combustion with the following assump-

tions: (a) the flame temperature is at Tf = To
f ; (b) a fraction θ of the product

formed at the flame is vaporized with the rest (1 − θ) in condensed phase; (c) the
condensed oxide can still diffuse; (d) the droplet is at the boiling point of the
metal. Solve for the mass burning rate m̃c, the flamefront standoff ratio r̃ f , and
θ . Let qc,1 and qc,2 respectively designate the heat of combustion of the metal
with oxygen to form the oxide vapor, and the condensation heat release as the
oxide condenses. Assume Le = 1.
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7. Another feature of metal particle combustion is the potential condensation of
the oxide vapor at the particle surface, releasing the condensation heat that can
be directly used by the metal particle for gasification. A similar situation can exist
for the combustion of a methanol or ethanol droplet in which the water vapor
produced at the flame diffuses back to the droplet surface where it condenses.

Rework the droplet combustion problem, but allow for the complete con-
densation of the product vapor at the droplet surface. Let qv,F and qv,P be the
heats of vaporization of the fuel and the product respectively. Assume Le = 1
and Ts given.
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In almost all the combustion problems studied so far, the flows are sufficiently sub-
sonic such that M � 1, where M is the Mach number. There are, however, situations
in which reactions take place in flows whose velocities can be sufficiently high such
that they either are close to sonic or are supersonic. Examples are combustion within
supersonic ramjet (scramjet) engines and the initiation and propagation of blast
waves.

In nonreactive fluid mechanics such high-speed flows are called compressible flows
because density now varies appreciably with the flow velocity. Such a density variation
is to be distinguished from that caused by the large amount of heat release in reactive,
low subsonic flows studied in previous chapters. It is therefore important to recognize
that density can still vary significantly in an aerodynamically incompressible, low
subsonic flow due to heat release. When it is actually assumed to be constant for such
a flow, either due to the smallness of the heat release or for analytical expediency,
then the flow is said to be one of constant density.

There are several fundamental differences between high-speed flows and low sub-
sonic flows. First, the isobaric assumption of Section 5.2.4 ceases to hold. Second, the
kinetic energy of the flow is now appreciable as compared to the chemical energy
and frequently needs to be considered. Indeed, we have already encountered this
issue in Section 12.5 on supersonic boundary-layer flows. Third, while diffusion is an
essential process in low subsonic flows, convection frequently dominates over diffu-
sion in high-speed flows except for situations involving steep gradients such as those
within boundary layers. Since diffusion is represented by second-order differentials,
which are the highest-order terms in the conservation equations, its insignificance in
high-speed flows then completely changes the characteristics of the flow, from being
elliptic or parabolic to hyperbolic. Physically, changes in the flow properties are now
effected through either Mach lines or shock/detonation waves, which respectively
propagate at sonic and supersonic speeds.

The rapidity with which events take place in supersonic combustion offers signif-
icant challenges in practical situations. For example, high Mach number supersonic
aeropropulsion engines have only a few milliseconds of residence time for mixing

634
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and reaction to be completed, and it is very difficult to quench an explosion wave
once it is initiated.

The contents of this chapter are divided into two major classes of supersonic flows.
The first involves weakly perturbed flows with the disturbances propagating at the
sonic speed. Here we shall first discuss the general influence of chemical reactions
on sound wave propagation, and their limiting behavior in chemically frozen and
equilibrium flows. We shall then analyze, in Sections 14.2 and 14.3, several problems
involving the propagation of such weak disturbances. In Section 14.4 we present the
method of characteristics, which is frequently used for the solution of hyperbolic
partial differential equations. Materials presented in Sections 14.1 to 14.3 follow
closely those in Vincenti and Kruger (1965) and Williams (1985).

In the second part of this chapter, we study the structure and dynamics of deto-
nation waves, which embody shock waves in their structure and hence propagate at
supersonic speeds. Here we shall first discuss the basic, one-dimensional wave prop-
agation and structure, and then the observed three-dimensional, unsteady structure,
in Sections 14.5 and 14.6 respectively. In Section 14.7 the propagation and decay
of a strong blast wave in a nonreactive environment, initiated by an intense energy
source, are analyzed. In Sections 14.8 and 14.9 we study the initiation of detonations,
directly through energy deposition, and indirectly through transition from states of
slow burning to detonation.

Further exposition on the fundamental aspects of the subject matters can be found
in Clarke and McChesney (1964), Vincenti and Kruger (1965), and Williams (1985)
for the first part; and Landau and Lifshitz (1959), Zel’dovich and Kompaneets (1960),
Fickett and Davis (1979), Toong (1983), Strehlow (1984), Lee (1984, 2001), Stewart
(1998), Clavin (2000), and Kailasanath (2003) for the second part.

14.1. FROZEN AND EQUILIBRIUM FLOWS

14.1.1. Governing Equations for Nondiffusive Flows
Assuming that all diffusive transport is negligible as compared to convective trans-
port, and that body forces and radiative transport are absent, the conservation equa-
tions (5.2.1) to (5.2.4) for high-speed flows are given by

∂ρ

∂t
+ ∇ · (ρv) = 0 (14.1.1)

ρ
Dv
Dt

= −∇ p (14.1.2)

ρ
Dh
Dt

= Dp
Dt

(14.1.3)

ρ
DYi

Dt
= wi , i = 1, 2, . . . , N, (14.1.4)

where D/Dt = ∂/∂t + v · ∇ is the material derivative, and we have used the enthalpy
h = e + p/ρ instead of the internal energy e for energy conservation. It is seen that
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by neglecting the second-order diffusive transport terms, the conservation equations
degenerate to a system of first-order nonlinear partial differential equations.

Equations (14.1.1) to (14.1.4) are supplemented by the equations of state,

h = h(p, ρ, Yi ), (14.1.5)

T = T(p, ρ, Yi ), (14.1.6)

constituting 5 + N equations to solve for the 5 + N unknowns p, ρ, T, h, Yi , and v.

14.1.2. Entropy Production
The nonequilibrium process of chemical reaction generates entropy. Expressing
Eq. (1.2.7) in terms of intensive quantities (per unit mass), we have

Tds = dh − (1/ρ)dp +
N∑

i=1

(µ̄i/Wi )dYi , (14.1.7)

where dYi/Wi is dNi per unit mass. In terms of material derivatives, Eq. (14.1.7) can
be written as

T
Ds
Dt

= Dh
Dt

− 1
ρ

Dp
Dt

+
N∑

i=1

(µ̄i/Wi )
DYi

Dt
. (14.1.8)

Substituting Eqs. (14.1.3) and (14.1.4) into Eq. (14.1.8) yields

Ds
Dt

= 1
ρT

N∑
i=1

(µ̄i/Wi )wi . (14.1.9)

Equation (14.1.9) shows that the entropy of a fluid element is constant, with

Ds
Dt

= 0 (14.1.10)

in the two limiting situations of frozen and equilibrium flows, defined by:

Frozen Flow:

wi = 0 (14.1.11)

Equilibrium Flow:

N∑
i=1

(µ̄i/Wi )wi ∼
N∑

i=1

(µ̄i/Wi )dYi ∼
N∑

i=1

µ̄i dNi = 0. (14.1.12)

The last relation in Eq. (14.1.12) is simply the definition of chemical equilibrium,
Eq. (1.2.12).

14.1.3. Speed of Sound
An important parameter indicating the extent of compressibility of a high-speed flow
is the speed of sound, defined as a2 = (∂p/∂ρ)s , for a nonreacting gas. For a reacting
gas, the state of reactedness also needs to be considered. We now investigate the
limiting situations of the speeds of sound in frozen and equilibrium flows.
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From h = h(p, ρ, Yi ), we have

dh =
(

∂h
∂p

)
ρ,Yi

dp +
(

∂h
∂ρ

)
p,Yi

dρ +
N∑

i=1

(
∂h
∂Yi

)
p,ρ,Yj( j �=i)

dYi . (14.1.13)

Substituting dh into Eq. (14.1.7), we have

Tds =
[(

∂h
∂p

)
ρ,Yi

− 1
ρ

]
dp +

(
∂h
∂ρ

)
p,Yi

dρ +
N∑

i=1

[(
∂h
∂Yi

)
p,ρ,Yj,( j �=i)

+
(

µ̄i

Wi

)]
dYi .

(14.1.14)

Consequently, for sound propagation in a frozen flow, ds ≡ 0 and dYi ≡ 0, such
that Eq. (14.1.14) yields

a2
f =

(
∂p
∂ρ

)
s,Yi

= − (∂h/∂ρ)p,Yi

(∂h/∂p)ρ,Yi − (1/ρ)
. (14.1.15)

For an equilibrium flow, ds ≡ 0 and �(µ̄i/Wi )dYi ≡ 0. Furthermore, we have an
additional constraint that the equilibrium concentrations are functions of two of the
state variables, say, p and ρ,

Yi,e = Yi,e(p, ρ), (14.1.16)

from which we have

dYi,e =
(

∂Yi,e

∂p

)
ρ

dp +
(

∂Yi,e

∂ρ

)
p

dρ. (14.1.17)

Substituting Eq. (14.1.17) into Eq. (14.1.14), with dYi = dYi,e, yields

a2
e =

(
∂p
∂ρ

)
s,Yi,e

= − (∂h/∂ρ)p,Yi + ∑N
i=1(∂h/∂Yi )p,ρ,Yj( j �=i) (∂Yi,e/∂ρ)p

(∂h/∂p)ρ,Yi − (1/ρ) + ∑N
i=1(∂h/∂Yi )p,ρ,Yj( j �=i) (∂Yi,e/∂p)ρ

.

(14.1.18)

An alternate expression can be derived for a2
e by relating it to a2

f . Specifically, by
expressing (14.1.16) as p = p(ρ, Yi = Yi,e), we have

(
∂p
∂ρ

)
s,Yi =Yi,e

=
(

∂p
∂ρ

)
s,Yi

+
N∑

i=1

(
∂p
∂Yi

)
s,ρ,Yj( j �=i)

(
∂Yi

∂ρ

)
s,Yi =Yi,e

, (14.1.19)

which is simply

a2
e = a2

f + d, (14.1.20)

with d being the second term on the RHS of Eq. (14.1.19). It can be demonstrated
from general thermodynamic considerations that a f > ae. Mechanistically, it is rea-
sonable to expect that an equilibrium medium has a greater “capacitance” to absorb
the energy of the propagating sound wave, rendering a slower ae. By the same token,
a frozen medium is more “rigid,” hence possessing a higher a f .
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14.1.4. Acoustic Equations
We now study the propagation of a small disturbance in an otherwise equilibrium
flow. For simplicity, we shall use the one-step, two-reactant equation, A� B, such
that the chemical nature of the flow can be represented by a single variable Y, the
mass fraction of A. Furthermore, for clarity in presenting the basic concepts, we shall
represent Eq. (14.1.4) by

DY
Dt

≈ −Y − Ye

τo
, (14.1.21)

which represents the relaxation nature of the present phenomena. Here

τo = ρo

[(∂w/∂Y)p,T]o
(14.1.22)

is a characteristic reaction time at the initial, undisturbed, equilibrium state o, at
which Yo = Ye,o.

Next we introduce small amplitude disturbances in the forms of

p = po + p′, ρ = ρo + ρ ′, T = To + T′,

h = ho + h′, Y = Ye,o + Y ′, Ye = Ye,o + Y ′
e ,

v = v′,

where we have let the medium be initially stationary, with vo ≡ 0. Substituting the
above quantities into Eqs. (14.1.1), (14.1.2), (14.1.3), and (14.1.21), expanding and
keeping the leading-order terms, we obtain

∂ρ ′

∂t
+ ρo∇ · v′ = 0 (14.1.23)

ρo
∂v′

∂t
= −∇ p′ (14.1.24)

ρo
∂h′

∂t
= ∂p′

∂t
(14.1.25)

τo
∂Y ′

∂t
= −(Y ′ − Y ′

e ). (14.1.26)

Differentiating Eq. (14.1.26) with respect to t , we have

τo
∂

∂t

(
∂Y ′

∂t

)
+ ∂

∂t
(Y ′ − Y ′

e ) = 0. (14.1.27)

From Eq. (14.1.13), we have(
∂h
∂Y

)
p,ρ

∂Y ′

∂t
= ∂h′

∂t
−

(
∂h
∂p

)
ρ,Y

∂p′

∂t
−

(
∂h
∂ρ

)
p,Y

∂ρ ′

∂t
. (14.1.28)

Substituting ∂p′/∂t and ∂h′/∂t respectively from Eqs. (14.1.23) and (14.1.25) into
Eq. (14.1.28), and using the definition of a2

f given by Eq. (14.1.15), we obtain

∂Y ′

∂t
= (∂h/∂ρ)p,Y

(∂h/∂Y)p,ρ

(
1

a2
f,o

∂p′

∂t
+ ρo∇ · v′

)
. (14.1.29)
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Furthermore, differentiating Eq. (14.1.17) and using Eq. (14.1.23) yield

∂Y′
e

∂t
=

(
∂Ye

∂p

)
ρ

∂p′

∂t
−

(
∂Ye

∂ρ

)
p

ρo∇ · v′. (14.1.30)

Substituting Eqs. (14.1.29) and (14.1.30) into Eq. (14.1.27), and defining a stream
function φ as

p′ = −ρo
∂φ

∂t
, v′ = ∇φ, (14.1.31)

which satisfies Eq. (14.1.24), we obtain the acoustic wave equation

τ̃o
∂

∂t

(
1

a2
f,o

∂2φ

∂t2
− ∇2φ

)
+

(
1

a2
e,o

∂2φ

∂t2
− ∇2φ

)
= 0, (14.1.32)

where

τ̃o =
{ [

1 + (∂h/∂Y )p,ρ(∂Ye/∂ρ)p

(∂h/∂ρ)p,Y

]
o

}−1

τo. (14.1.33)

Let us now discuss the wave equation (14.1.32), together with the rate equation
(14.1.26). In the limit of frozen flow, τo → ∞, we have

∂

∂t

(
1

a2
f,o

∂2φ

∂t2
− ∇2φ

)
= 0,

which implies

1
a2

f,o

∂2φ

∂t2
− ∇2φ = f n(x). (14.1.34)

If the disturbance φ vanishes at sometime throughout the flow, we can set f n(x) = 0.
Wave propagation is then described by the classical wave equation,

1
a2

f,o

∂2φ

∂t2
− ∇2φ = 0, (14.1.35)

characterized by the frozen sound speed, as it should be. Furthermore, Eq. (14.1.26)
shows that in this limit ∂Y ′/∂t → 0 so that its RHS is bounded. This then implies
Y ′ → constant = 0.

In the limit of equilibrium flow, τo → 0. Equation (14.1.32) shows that

1
a2

e,o

∂2φ

∂t2
− ∇2φ = 0, (14.1.36)

which is characterized by the equilibrium sound speed. Inspecting Eq. (14.1.26), we
see that as τo → 0, we must have Y ′ → Y ′

e in order for ∂Y ′/∂t to remain finite. The
results are therefore consistent. Furthermore, in this limit the order of the general
wave equation (14.1.32) drops from three to two in the time coordinate, indicating
the potential breakdown of the solution at some specific t .
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Figure 14.2.1. Schematics of the (a) sinusoidally oscillating piston problem, and (b) slender body
problem.

14.2. DYNAMICS OF WEAKLY PERTURBED FLOWS

In the last section we identified the properties of frozen and equilibrium flows, which
respectively represent the slowest and fastest limits of chemical reactivity. In a flowing
system the extent of the progress of chemical reactivity, and consequently the system
response, is to be measured by comparing the characteristic chemical time, designated
by τ̃o in Eq. (14.1.33), with a characteristic flow time. Furthermore, entropy is constant
in frozen and equilibrium flows, each of which is characterized by its own speed of
sound and, hence, wave shape. It is, however, reasonable to anticipate that in the
presence of chemical reaction, which is a nonequilibrium process, entropy is produced
and the flow is dissipative and distorting. We now study two problems to demonstrate
these concepts.

14.2.1. One-Dimensional Propagation of Acoustic Waves
Here we analyze the simplest possible mode of acoustic wave propagation, namely
one involving planar waves generated by the motion of a piston in a constant area duct
of infinite extent, as shown in Figure 14.2.1a. By oscillating the piston harmonically
with an angular frequency ω and a small amplitude U(0) about x = 0, acoustic waves
are generated and propagate to the right of the piston. The velocity of the piston is
described by the real part of

u(0, t) = Re{U(0)eiwt }, (14.2.1)

where Re{·} designates the real part. Since this boundary condition is applied to the
velocity u′ = ∂φ/∂x instead of the stream function φ, we differentiate Eq. (14.1.32)
by x to yield, in one dimension,

k
∂

∂ t̃

(
∂2ũ

∂ t̃2 − ∂2ũ

∂ x̃2

)
+

(
α

∂2ũ

∂ t̃2 − ∂2ũ

∂ x̃2

)
= 0, (14.2.2)
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where we have written u = u′ for simplicity, and have also introduced the nondimen-
sional quantities

x̃ = ω

a f,o
x, t̃ = ωt, ũ = u

U(0)
,

k = ωτ̃o, α = a2
f,o

a2
e,o

> 1.

Following standard approach, we assume a harmonic solution for Eq. (14.2.2),
given by

ũ(x̃, t̃) = Re{ f (x̃)ei t̃ }, (14.2.3)

where f (x̃) is a complex function. Substituting (14.2.3) into Eq. (14.2.2), we get

d2 f

dx̃2 +
(

α + ik
1 + ik

)
f = 0, (14.2.4)

with the boundary condition f (0) = 1. The solution of Eq. (14.2.4) is straightforward,
given in general by

f = Aec− x̃ + Bec+ x̃, (14.2.5)

where c− and c+ are the two roots of

c2 = −α + ik
1 + ik

,

which can be explicitly expressed in terms of their respective real and imaginary parts
through algebraic manipulation. The results then show that the B solution represents
waves propagating to the left, and hence is discarded. Furthermore, the boundary
condition f (0) = 1 yields A= 1. Thus the final solution for Eq. (14.2.3) is

ũ(x̃, t̃) = e−δx̃ cos(t̃ − λx̃), (14.2.6)

where

(δ, λ) =
{

1
2(1 + k2)

[
∓(α + k2) +

√
(1 + k2)(α2 + k2)

] }1/2

, (14.2.7)

with δ and λ respectively correspond to the negative and positive signs. In dimensional
form Eq. (14.2.6) becomes

u(x̃, t̃) = U(0) exp
(

− ωδ

a f,o
x̃
)

cos
[
ω

(
t̃ − λ

a f,o
x̃
)]

. (14.2.8)

Equation (14.2.8) shows that the disturbance propagates with a phase velocity
a f,o/λ and is being attenuated with a damping constant ωδ/a f,o, in units of inverse
length. Both these quantities depend on k and α, which in turn depend on the re-
laxation time τ̃o and hence the nonequilibrium reaction process. The dependence of
phase velocity on the wave frequency is known as sound dispersion. The amplitude
attenuation represents sound absorption.
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Figure 14.2.2. Variation of δ and 1/λ with k for a f,0/ae,0 = 1.1 (Vincenti & Kruger, 1965).

In the limit of equilibrium flow, τ̃o → 0 and therefore k → 0. Thus δ → 0 and
λ → √

α = a f,o/ae,o. Therefore the wave propagates with the equilibrium speed of
sound and without change in shape. Similarly, in the limit of frozen flow, τ̃o → ∞ and
δ → 0, λ → 1. The wave then propagates with the frozen speed of sound, but again
without change in shape.

Figure 14.2.2 shows the dependence of δ and 1/λ on k. It is seen that with increas-
ing k, which can be interpreted as either increasing reaction time or decreasing flow
time (increasing frequency), the speed of sound increases from ae,o to a f,o as reac-
tion becomes progressively slower relative to the time available for it to approach
equilibrium.

The damping constant, ωδ/a f,o, approaches 0 as ω → 0 and (k → 0, δ → 0). The
opposite limit, however, is not readily apparent because as ω → ∞, δ → 0. An ex-
pansion of δ2 for 1/k2 � 1 yields δ2 ≈ [(α − 1)/2k]2 such that

ωδ

a f,o
−→ 1

2a f,oτ̃o

(
a2

f,o

a2
e,o

− 1

)
. (14.2.9)

Thus damping is finite for high-frequency flows. Physically, in low-frequency flows,
near equilibrium is maintained and the rate of entropy production is small. For high-
frequency flows, deviation from equilibrium is significant and the rate of entropy
production can be substantial.

The problem of impulsively imparting and sustaining a constant velocity U to the
piston at t = 0, with the subsequent propagation and evolution of the wave shape,
has also been analyzed using Laplace transform. Figure 14.2.3 shows the velocity
profile with increasing time. It is seen that for small time, with t � τo, the wave
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Figure 14.2.3. Schematic of the one-dimensional, unsteady propagation of a sound pulse into a
reacting gas (Williams 1985).

propagates with the piston velocity U at the frozen speed of sound. However, for
t � τo, propagation of the wave is led by a region of equilibrium that continuously
spreads out.

14.2.2. Uniform Flow over Slender Bodies
We now consider steady flow over a slender body, which causes small disturbances in
the flow. The body has a constant velocity U∞ parallel to x, the axis in the slender di-
rection (Figure 14.2.1b). Transforming Eq. (14.1.32) to a coordinate system attached
to the body defined by x̂ = x + U∞t , ŷ = y, ẑ = z, t̂ = t , we have

τ̃∞

(
∂

∂ t̂
+ U∞

∂

∂ x̂

) 
 1

a2
f,∞

(
∂

∂ t̂
+ U∞

∂

∂ x̂

)2

− ∇̂2


 φ

+

 1

a2
e,∞

(
∂

∂ t̂
+ U∞

∂

∂ x̂

)2

− ∇̂2


 φ = 0. (14.2.10)
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Figure 14.2.4. Regions of influence in nonequilibrium and equilibrium flows (Vincenti & Kruger
1965).

For steady flows, ∂/∂ t̂ ≡ 0 and Eq. (14.2.10) becomes

τ̃∞U∞
∂

∂ x̂

[(
M 2

f,∞ − 1
)∂2φ

∂ x̂2 − ∂2φ

∂ ŷ2 − ∂2φ

∂ ẑ2

]
+

[(
M 2

e,∞ − 1
)∂2φ

∂ x̂2 − ∂2φ

∂ ŷ2 − ∂2φ

∂ ẑ2

]
= 0,

(14.2.11)

where Mf,∞ = U∞/a f,∞ and Me,∞ = U∞/ae,∞ are respectively the frozen and equi-
librium Mach numbers evaluated at the ambience. The parameter τ̃∞U∞ is now a
relaxation length.

Since Me,∞ > Mf,∞, the flow changes from elliptic to hyperbolic when Mf,∞ > 1,
for τ̃∞ �= 0 because the first term in Eq. (14.2.11) is of higher order than the second
term, and thus controls the nature of the solution. For τ̃∞ ≡ 0, the transition occurs
when Me,∞ > 1.

For supersonic flows, as long as τ̃∞ �= 0, an infinitesimal disturbance travels with
the frozen speed of sound, a f,∞, because it is larger than the equilibrium speed of
sound, ae,∞. Together with the gas motion U∞, a Mach cone of half-apex angle

µ f,∞ = tan−1

[
a f,∞t√

(U∞t)2 − (a f,∞t)2

]
= tan−1 1√

M 2
f,∞ − 1

(14.2.12)

is swept out, as shown in Figure 14.2.4. For τ̃∞ ≡ 0, the Mach angle is given by the
equilibrium Mach number as

µe,∞ = tan−1 1√
M 2

e,∞ − 1
. (14.2.13)

Since a f,∞ > ae,∞, the frozen Mach angle is greater than the equilibrium value. The
change from Mf,∞ to Me,∞ is again abrupt, as τ̃∞ drops to zero.
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14.3. STEADY, QUASI-ONE-DIMENSIONAL FLOWS

14.3.1. Nonlinear Flows
Now we consider the characteristics of steady, quasi-one-dimensional nonlinear
flows. Since there is no diffusional transport, the governing equations for momentum,
heat, and mass are basically those of the one-dimensional flow. The effect of multidi-
mensionality is accounted for by replacing Eq. (14.1.1) by overall mass conservation,

ρuA= constant, (14.3.1)

such that
dρ

ρ
+ du

u
+ dA

A
= 0, (14.3.2)

where A= A(x) is the cross-sectional area of the flow. Equations (14.1.2) to (14.1.4)
remain unchanged, and are given by

ρudu + dp = 0 (14.3.3)

udu + dh = 0 (14.3.4)

ρu
dYi

dx
= wi , i = 1, 2, . . . , N. (14.3.5)

Thus for given A(x), Eqs. (14.3.2) to (14.3.5), together with the equation of state
(14.1.5), constitute 4 + N equations to solve for the 4 + N unknowns ρ, u, p, h,
and Yi .

From Eq. (14.3.3), we can write

udu = −dp
ρ

= −dp
dρ

dρ

ρ
,

which, when substituted into Eq. (14.3.2), yields

du
u

= dA/A
u2

(dp/dρ) − 1
. (14.3.6)

Thus if entropy is constant along the flow, as in frozen and equilibrium flows, then
(dp/dρ)s = a2 and we retrieve the well-known result for adiabatic, inviscid flows,

du
u

= dA/A
M 2 − 1

, (14.3.7)

showing that in order to accelerate a flow from subsonic to supersonic, or decelerate
it from supersonic to subsonic, we must have M = 1 at the throat of a converging–
diverging channel where dA≡ 0. For a general, nonequilibrium flow, Eq. (14.3.7)
does not hold and u(x) is determined from a complete evaluation of the flow.

To consider the nonequilibrium situations, we eliminate dρ, dp, and dh from
Eq. (14.1.13) by using Eqs. (14.3.2)–(14.3.4). Furthermore, by using the definition
of the frozen speed of sound, Eq. (14.1.15), we obtain

du
u

=
dA
A −

[
ρ

(
∂h
∂ρ

)
p,Yi

]−1 ∑N
i=1

(
∂h
∂Yi

)
p,ρ,Yj( j �=i)

dYi

M 2
f − 1

. (14.3.8)
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By substituting dYi ∼ wi from Eq. (14.3.5) into Eq. (14.3.8), and for given reaction
rate relations, the resulting expression can be numerically integrated for a nonequi-
librium channel flow of given A(x). Equation (14.3.8) shows that for a continuously
accelerating flow, du > 0, the requirement that the numerator and denominator of
its RHS must vanish at Mf = 1, so that the RHS remains finite, implies that the state
Mf = 1 is displaced from the throat. The displacement is usually to the downstream
of the throat, as the nonequilibrium term in the numerator is positive under most
situations (Vincenti & Kruger, 1965).

Studies of nonequilibrium nozzle flows are of practical interest in the freezing
of recombination reactions in rocket nozzles. Here products from the combustion
chamber are highly dissociated because of the high temperature. Thus in order to
achieve the maximum thrust, it is desirable to maintain the flow in the nozzle to
be close to equilibrium so as to capture the heat release through recombination.
An expansion process that is too rapid can prematurely freeze the recombination
reactions and thereby withhold the recombination heat release for thrust.

14.3.2. Linearized Nozzle Flows
Now we study the linearized limit of steady-state, quasi-one-dimensional flows char-
acterized by gradual area change. Thus if we start with the generalized equation for
the steady, quasi-one-dimensional flow, and linearize them in the same manner as
that for the wave equation, it can be shown that, for a flow that is in equilibrium at
an initial state x = xo, the velocity perturbation u′ = u − uo corresponding to an area
perturbation A′ = A− Ao is described by

τ̃uo
d

dx

[(
M 2

f,o − 1
)du′

dx
− uo

Ao

dA′

dx

]
+

[(
M 2

e,o − 1
)du′

dx
− uo

Ao

dA′

dx

]
= 0. (14.3.9)

Comparing Eq. (14.3.9) with the linearized two-dimensional flow described by
Eq. (14.2.11), with u′ = ∂φ/∂x and v′ = ∂φ/∂y,

τ̃ouo
∂

∂x

[(
M 2

f,o − 1
)∂u′

∂x
− ∂v′

∂y

]
+

[(
M 2

e,o − 1
)∂u′

∂x
− ∂v′

∂y

]
= 0, (14.3.10)

it is clear that by treating a two-dimensional flow as a quasi-one-dimensional flow
with a slowly varying area A(x), we are making the approximation

∂v′

∂y
≈ uo

Ao

dA′

dx

in the linearized limit. The advantage gained here is that we now only need to solve
ordinary instead of partial differential equations.

Integrating Eq. (14.3.9) once, and applying the initial conditions that at x = 0,
u′ = A′ ≡ 0 and du′/dx = dA′/dx ≡ 0, we have

τ̃ouo

[(
M 2

f,o − 1
)du′

dx
− uo

Ao

dA′

dx

]
+

[(
M 2

e,o − 1
)
u′ − uo

Ao
A′

]
= 0. (14.3.11)
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Equation (14.3.11) can be readily integrated, yielding

u′(x) = uo

(M 2
f,o − 1)Ao

{
A′(x) −

[(
M 2

e,o − 1

M 2
f,o − 1

)
− 1

]
I(x)

}
, (14.3.12)

where

I(x) =
∫ x

o
A′(η) exp

[
−

(
Me2

e,o − 1

M 2
f,o − 1

)
(x − η)
τ̃ouo

]
dη

τ̃ouo
. (14.3.13)

Equation (14.3.12) shows that u′(x) depends not only on the local value of A′(x), as
given by the first term, but also on the history of the flow, including the area variation,
through the integral term I(x). Thus a nonequilibrium flow has memory.

In the limit of frozen flow, τ̃o → ∞ and I(x) → 0, Eq. (14.3.12) becomes

u′(x) = uo

(M 2
f,o − 1)

A′(x)
Ao

, as τ̃o → ∞. (14.3.14)

In the equilibrium limit of τ̃o → 0, the integral of I(x) is indeterminate. An in-
spection of I(x), however, shows that for small τ̃o, the exponential term is essen-
tially zero except when η → x. Therefore we can change the integration variable
from η to a new O(1) variable χ = (x − η)/(τ̃ouo), with τ̃ouo � 1. Consequently
A′(η) ≈ A′(x) + O(τ̃ouo) and the integration can be readily carried out, yielding
I(x) ≈ [

(M 2
f,o − 1)/(M 2

e,o − 1)
]
A′(x) and

u′(x) = uo

(M 2
e,o − 1)

A′(x)
Ao

, as τ̃o → 0, (14.3.15)

as the case should be. Thus in both the frozen and equilibrium limits u′(x) depends
only on the value of the local cross-sectional area.

14.4. METHOD OF CHARACTERISTICS

So far we have demonstrated that supersonic flows are governed by nonlinear hy-
perbolic differential equations. Analytical solutions can be obtained for specialized
situations either for weakly perturbed flows for which these equations can be lin-
earized, or for quasi-one-dimensional flows for which spatial variation occurs only in
one direction. In this section, we consider flows that are quasi-linear in that the coef-
ficients of the differentials are at most functions of the dependent variables but not
their derivatives. Within such flows, surfaces can be identified over which certain flow
properties either assume constant values or vary only over the surface but not in the
direction normal to it. The procedure, called the method of characteristics, involves
first identifying these characteristic surfaces, and then obtaining the description of
the appropriate flow properties over them.

In the following we shall first present the general procedure of the method of
characteristics, restricting nevertheless to first-order equations with two indepen-
dent variables. The characteristic surfaces then degenerate to characteristic curves,
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with property variation described by ordinary differential equations. We shall then
apply this procedure to the identification of the characteristics of two familiar prob-
lems, namely an unsteady one-dimensional flow and a steady two-dimensional flow.
Further discussion on this topic can be found in Courant and Friedrichs (1948).

14.4.1. General Procedure for Two Independent Variables
The system of interest consists of n first order quasi-linear hyperbolic partial differen-
tial equations, represented by the index i , that describe the variations of n dependent
variables uk(x, y), k = 1, 2, . . . , n, with the two independent variables (x, y),

Li (u1, u2, . . . , un) =
n∑

k=1

(
ai,k

∂uk

∂x
+ bi,k

∂uk

∂y

)
+ ci = 0, i = 1, 2, . . . , n. (14.4.1)

The coefficients ai,k, bi,k, and ci are functions of x, y, and uk only. We aim to iden-
tify a characteristic direction σ (x, y) such that the flow varies only along σ , that is,
uk(x, y) → uk(σ ).

Multiplying Eq. (14.4.1) by λi and summing over i , we have

n∑
i=1

λi Li (u1, u2, . . . , un) =
n∑

i=1

(
λi

n∑
k=1

ai,k
∂uk

∂x
+ λi

n∑
k=1

bi,k
∂uk

∂y

)
+

n∑
i=1

λi ci

=
n∑

k=1

[(
n∑

i=1

λi ai,k

)
∂uk

∂x
+

(
n∑

i=1

λi bi,k

)
∂uk

∂y

]
+

n∑
i=1

λi ci

=
n∑

k=1

(
n∑

i=1

λi ai,k

) [
∂uk

∂x
+

(∑n
i=1 λi bi,k∑n
i=1 λi ai,k

)
∂uk

∂y

]
+

n∑
i=1

λi ci = 0.

(14.4.2)

We now seek to express each of the kth term in the square bracket as a function that
varies only along one independent variable, σ . Noting that

duk

dσ
= ∂x

∂σ

∂uk

∂x
+ ∂y

∂σ

∂uk

∂y

= ∂x
∂σ

[
∂uk

∂x
+

(
∂y/∂σ

∂x/∂σ

)
∂uk

∂y

]
, (14.4.3)

and by comparing the terms within the square brackets of Eqs. (14.4.2) and (14.4.3),
it is clear that a characteristic direction

ζ = dy
dx

= ∂y/∂σ

∂x/∂σ
=

∑n
i=1 λi bi,k∑n
i=1 λi ai,k

, k = 1, 2, . . . , n (14.4.4)

can be defined for every kth term in Eq. (14.4.2). Thus substituting Eq. (14.4.3) into
Eq. (14.4.2) and using the definition of ζ yields

n∑
k=1

(
n∑

i=1

λi ai,k

) (
duk

dσ

)
+

(
n∑

i=1

λi ci

)
dx
dσ

=
n∑

i=1

λi

[(
n∑

k=1

ai,k
duk

dσ

)
+ ci

dx
dσ

]
= 0.

(14.4.5)
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Equation (14.4.5) can be alternately expressed as

n∑
i=1

λi

[(
n∑

k=1

bi,k
duk

dσ

)
+ ci

dy
dσ

]
= 0 (14.4.6)

by using the last equality in Eq. (14.4.4).
Equation (14.4.4) yields a system of n homogeneous equations for the unknowns

λi , given by

n∑
i=1

λi (ai,kζ − bi,k) = 0, k = 1, 2, . . . , n. (14.4.7)

In order for Eq. (14.4.7) to have nontrivial solutions, the determinant of its coefficient
matrix must vanish,

|ak,iζ − bk,i | ≡ 0, (14.4.8)

which yields an nth-order polynomial for ζ from which n roots can be solved. If all
the roots are real, then the system is said to be totally hyperbolic. These n roots then
correspond to the n characteristic directions defined by

ζl =
(

dy
dx

)
l
, l = 1, 2, . . . , n. (14.4.9)

Having determined the characteristics, the original system of partial differential
equations, (14.4.1), can be transformed to an equivalent system of ordinary differen-
tial equations. Thus by using any (n − 1) of the equations from (14.4.7), and either
Eq. (14.4.5) or Eq. (14.4.6), a new system of n homogeneous equations is formed.
Vanishing of the determinant of its coefficient matrix then yields the needed equa-
tions governing the variation of uk with σ along ζ . Using different ζl leads to the
governing equations for the specific characteristic.

When the number of equations that needs to be solved is two, the algebraic com-
plexity of the solution is greatly reduced. Specifically, (14.4.8) can now be expressed
as ∣∣∣∣ a1,1ζ − b1,1 a2,1ζ − b2,1

a1,2ζ − b1,2 a2,2ζ − b2,2

∣∣∣∣ ≡ 0, (14.4.10)

which yields a quadratic equation in ζ , from which the two roots, say ζ±, can be
solved. The requirement that ζ± be real could impose certain constraints on the
system.

To determine the governing equations for uk along σ , we use the first equation in
(14.4.7) and Eq. (14.4.5). Vanishing of the determinant of its coefficient matrix,∣∣∣∣ a1,1ζ − b1,1 a2,1ζ − b2,1

a1,1
du1
dσ

+ a1,2
du2
dσ

+ c1
dx
dσ

a2,1
du1
dσ

+ a2,2
du2
dσ

+ c2
dx
dσ

∣∣∣∣ ≡ 0, (14.4.11)

yields a first order linear ODE for uk, from which the particular equations valid for the
separate ζ± can be determined. These equations are called compatibility relations.
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As examples, we shall apply the method of characteristics to two problems, namely
those involving unsteady, one-dimensional, frozen, isentropic flows, and steady, two-
dimensional, chemically reacting flows.

14.4.2. Unsteady, One-Dimensional, Frozen, Isentropic Flows
We use this very simple case to demonstrate the method of characteristics. The con-
tinuity and momentum equations are respectively given by

∂ρ

∂t
+ ρ

∂u
∂x

+ u
∂ρ

∂x
= 0, (14.4.12)

ρ
∂u
∂t

+ ρu
∂u
∂x

+ ∂p
∂x

= 0. (14.4.13)

There are three dependent variables, namely u, ρ, and p. For an isentropic flow,
p = p(ρ) such that

dp =
(

∂p
∂ρ

)
s

dρ = a2dρ. (14.4.14)

Consequently

Dp
Dt

= a2 Dρ

Dt
. (14.4.15)

Since Eq. (14.4.15) holds on a particle trajectory, a characteristic of the flow is simply
the particle line defined by

ζ 0 =
(

dx
dt

)0

= u. (14.4.16)

To determine the other characteristics, we identify u1 = u and u2 = p. Using
Eq. (14.4.14), Eqs. (14.4.12) and (14.4.13) can be expressed in the forms of

∂u
∂t

+ 0 · ∂p
∂t

+ u
∂u
∂x

+ 1
ρ

∂p
∂x

+ 0 = 0 (i = 1), (14.4.17)

0 · ∂u
∂t

+ 1
ρa

∂p
∂t

+ a
∂u
∂x

+ u
ρa

∂p
∂x

+ 0 = 0 (i = 2). (14.4.18)

Comparing Eqs. (14.4.17) and (14.4.18) with Eq. (14.4.1), we have

a1,1 = 1, a1,2 = 0, b1,1 = u, b1,2 = 1/ρ, c1 = 0,

a2,1 = 0, a2,2 = 1/(ρa), b2,1 = a, b2,2 = u/(ρa), c2 = 0.
(14.4.19)

Using these coefficients, Eq. (14.4.10) becomes∣∣∣∣ ζ − u −a
−(1/ρ) ζ/(ρa) − u/(ρa)

∣∣∣∣ = (ρa)−1 [
(ζ − u)2 − a2] = 0, (14.4.20)

which yields two roots, and, hence, two characteristic directions,

ζ± =
(

dx
dt

)±
= u ± a. (14.4.21)
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The compatibility relations are given by evaluating Eq. (14.4.11) using the coeffi-
cients (14.4.19), ∣∣∣∣ ζ − u −a

du
dσ

(1/ρa) dp
dσ

∣∣∣∣ = a
du
dσ

+ (ζ − u)
ρa

dp
dσ

= 0. (14.4.22)

Substituting ζ± given by Eq. (14.4.21) in Eq. (14.4.22) yields

du
dσ

± 1
ρa

dp
dσ

= 0 on ζ± = u ± a. (14.4.23)

For an isotropic flow with constant γ , a = (γ p/ρ)1/2. Substituting a into
Eqs. (14.4.23) and integrating, we obtain the relation

J± = 2a
γ − 1

± u, (14.4.24)

which are constants along the characteristics ζ±. The quantities J± are called the
Riemann invariants of the flow.

14.4.3. Steady Two-Dimensional Flows
The governing equations are given by Eqs. (14.1.1)–(14.1.5),

∇ · (ρv) = ρ∇ · v + v · ∇ρ = 0 (14.4.25)

ρv · ∇u = −∂p
∂x

(14.4.26)

ρv · ∇v = −∂p
∂y

(14.4.27)

ρv · ∇ (
h + 1

2 q2) = 0 (14.4.28)

ρv · ∇Yi = wi , i = 1, 2, . . . , N (14.4.29)

h = h(p, ρ, Yi ) (14.1.5)

where q = (
u2 + v2

)1/2 is the magnitude of the flow velocity. Furthermore,
Eq. (14.4.28), obtained from Eqs. (14.1.2) and (14.1.3), replaces Eq. (14.1.3), and
Eqs. (14.4.26) and (14.4.27) are the x- and y-momentum equations. Equations (14.1.5)
and (14.4.25) to (14.4.29) constitute 5 + N equations to solve for the 5 + N unknowns,
p, ρ, h, Yi , u, and v.

Equations (14.4.28) and (14.4.29) readily show that the streamline is a characteristic
of the flow, as will be further demonstrated later. Equation (14.4.28) also shows that
the quantity,

h + 1
2 q2 = constant, (14.4.30)

holds along the streamline.
The task of finding the characteristics is now reduced to working with Eqs. (14.4.25)

to (14.4.27). Since the streamline has already been identified as a characteris-
tic, a natural coordinate for the flow should be one consisting of the streamline



P1: IBE
0521870526c14 CUFX045/Law Printer: cupusbw 0 521 87052 6 July 20, 2006 13:2

652 Combustion in Supersonic Flows

direction and the direction normal to it. Designating the new coordinate by (s, n),
and the angle between the flow direction and the x-axis by θ = tan−1(v/u), we have
the relations

ds = cos θdx + sin θdy, dn = − sin θdx + cos θdy, (14.4.31)

u = q cos θ, v = q sin θ. (14.4.32)

To transform the governing equations from the (x, y) coordinate to the (s, n)
coordinate, we have

∂

∂x
= ∂s

∂x
∂

∂s
+ ∂n

∂x
∂

∂n
= cos θ

∂

∂s
− sin θ

∂

∂n
,

∂

∂y
= ∂s

∂y
∂

∂s
+ ∂n

∂y
∂

∂n
= sin θ

∂

∂s
+ cos θ

∂

∂n
. (14.4.33)

Using Eqs. (14.4.31) to (14.4.33), the convection operator v · ∇ becomes

v · ∇ = u
∂

∂x
+ v

∂

∂y
= q

∂

∂s
. (14.4.34)

Applying Eq. (14.4.34) to Eqs. (14.4.28) and (14.4.29), we have

d
ds

(
h + 1

2
q2

)
= 0, (14.4.35)

q
dYi

ds
= wi/ρ, i = 1, 2, . . . , N, (14.4.36)

which demonstrate clearly the sole dependence of
(
h + 1

2 q2
)

and Yi on s.
To transform the continuity equation (14.4.25), the v · ∇ρ term is simply q(∂ρ/∂s)

by use of Eq. (14.4.34). Furthermore, the factor ∇ · v is (∂q/∂s) + q(∂θ/∂n). Thus
Eq. (14.4.25) becomes

1
ρ

∂ρ

∂s
+ 1

q
∂q
∂s

+ ∂θ

∂n
= 0. (14.4.37)

The momentum equations (14.4.26) and (14.4.27) are transformed by using
Eqs. (14.4.32) to (14.4.34), yielding

ρq cos θ
∂q
∂s

− ρq2 sin θ
∂θ

∂s
= − cos θ

∂p
∂s

+ sin θ
∂p
∂n

, (14.4.38)

ρq sin θ
∂q
∂s

+ ρq2 cos θ
∂θ

∂s
= − sin θ

∂p
∂s

− cos θ
∂p
∂n

. (14.4.39)

Multiply Eqs. (14.4.38) and (14.4.39) by cos θ and sin θ , respectively, and add the
resulting expressions to yield

ρq
∂q
∂s

+ ∂p
∂s

= 0. (14.4.40)

Similarly, multiply Eqs. (14.4.38) and (14.4.39) by sin θ and cos θ , respectively, and
subtract the resulting expressions to yield

ρq2 ∂θ

∂s
+ ∂p

∂n
= 0. (14.4.41)
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We see that Eq. (14.4.40) is another relation describing changes along the stream-
line. The problem is now reduced to solving only Eqs. (14.4.37) and (14.4.41). How-
ever, in order to apply the method of characteristics, we need to reduce the flow
variables in Eq. (14.4.37) to only two, say p and θ in accordance with Eq. (14.4.41).
To accomplish this, we first differentiate h(p, ρ, Yi ) with respect to the streamline
direction s as

∂h
∂s

=
(

∂h
∂p

)
ρ,Yi

(
∂p
∂s

)
+

(
∂h
∂ρ

)
p,Yi

(
∂ρ

∂s

)
+

N∑
i=1

(
∂h
∂Yi

)
p,ρ,Yj( j �=i)

(
∂Yi

∂s

)
. (14.4.42)

We can now replace ∂h/∂s, ∂ρ/∂s, and ∂Yi/∂s by Eqs. (14.4.35), (14.4.37), and
(14.4.36) respectively. By further using Eq. (14.4.40), Eq. (14.4.42) becomes

(
q2

a2
f

− 1

)
∂p
∂s

+ ρq2 ∂θ

∂n
− q

N∑
i=1

αi (wi/ρ) = 0, (14.4.43)

where αi = (∂h/∂Yi )p,ρ,Yj( j �=i)/(∂h/∂ρ)p,Yi .
Equations (14.4.41) and (14.4.43) are the two equations to solve for the charac-

teristics, with (s, η) being the two directions and p, θ the two functions. Thus we
have

a1,1 = 0, a1,2 = ρq2, b1,1 = 1, b1,2 = 0, c1 = 0,

a2,1 = (
M2

f − 1
)
, a2,2 = 0, b2,1 = 0, b2,2 = ρq2, c2 = −q

N∑
i=1

αi (wi/ρ),

(14.4.44)

where M2
f = q2/a2

f and ζ is defined as dn/ds. Substituting the coefficients in (14.4.44)
into Eq. (14.4.10), we have

∣∣∣∣ −1 (M2
f − 1)ζ

ρq2ζ −ρq2

∣∣∣∣ = ρq2[1 − (M2
f − 1)ζ 2] = 0, (14.4.45)

from which we obtain the two characteristics as

ζ± =
(

dn
ds

)±
= ± 1

(M2
f − 1)1/2

. (14.4.46)

Using Eq. (14.4.11), we have
∣∣∣∣∣∣

−1 (M2
f − 1)ζ

ρq2 dθ
dσ

(M2
f − 1) dp

dσ
− q

N∑
i=1

αi (wi/ρ) ds
dσ

∣∣∣∣∣∣ = 0. (14.4.47)

Solving Eq. (14.4.47) yields the compatibility relations

(
M2

f − 1
)1/2 dp

dσ
± ρq2 dθ

dσ
+ q

(M2
f − 1)1/2

N∑
i=1

αi (wi/ρ)
ds
dσ

= 0,

on ζ± = ± 1
(M2

f − 1)1/2
. (14.4.48)
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14.5. STEADY ONE-DIMENSIONAL DETONATIONS

In Section 7.1, we have identified the existence of subsonic, deflagration waves and
supersonic, detonation waves through the Rankine–Hugoniot relations. The struc-
ture and propagation of the deflagration waves have been studied in detail in previous
chapters. We shall now study the characteristics of detonation waves.

The Rankine–Hugoniot relations show that, in crossing a detonation wave, the
pressure and density increase while the velocity decreases. Since these relations are
only concerned with the upstream and downstream equilibrium states that bound the
wave, they do not provide any information regarding the nonequilibrium structure of
the wave. Furthermore, for a given detonation wave velocity, the problem is not
uniquely determined in that there is a strong solution and a weak solution. The
strong wave has larger changes in the flow quantities and its downstream flow is
subsonic in the wave-stationary frame, while the weak wave has relatively smaller
changes in the flow quantities and the downstream flow is supersonic. In addition,
there also exists a Chapman–Jouguet (CJ) wave, corresponding to the tangency point
of the Rayleigh line and the Hugoniot curve, for which the wave velocity is well
defined and its downstream flow is sonic. It was stated that only the strong solution
is physically realistic, and that in most situations detonation propagates with the CJ
velocity, which is the weakest of the strong detonations.

In this section, we shall further study the characteristics of the one-dimensional
detonation wave propagation, first without and then considering the wave structure.
We shall also provide more precise descriptions of the various propagation modes,
including effects of loss and nonideal processes.

14.5.1. Chapman–Jouguet Detonations
Chapman–Jouguet detonations are the only detonation waves that are well defined
within the context of the Rankine–Hugoniot relations based on mass, momentum,
and energy conservation. Furthermore, they are dynamically stable as compared to
strong detonation waves. This stability arises from the consideration that detonations,
being compressive waves, are always followed by rarefaction waves due to mass con-
servation in a given physical space. Since the downstream flow of strong detonations
is subsonic, these rarefaction waves will penetrate into the detonation wave structure
and continuously weaken it until the flow becomes sonic, which corresponds to the
CJ propagation. The resulting sonic plane then acts as an information barrier that
isolates the detonation wave structure from further attenuation, and hence enables
the CJ detonation to be self-sustained.

As physical examples of the preference for CJ propagation, let us first consider
propagation of the planar detonation in a tube with a closed end, with the wave
moving away from it. The boundary conditions in the laboratory frame are that the
gas velocities are zero both ahead of the detonation wave and at the closed end.
Since the gas has acquired a velocity upon passing the detonation, this velocity must
diminish and eventually vanish at the closed end. Such a transition is accomplished
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through rarefaction waves. Alternatively, we can argue that since the gas is highly
compressed upon passing through the wave, it must be sufficiently expanded before
reaching the closed end so that a void is not created. Thus if the flow downstream of
the detonation wave is subsonic relative to the detonation wave, that is, the detonation
is stronger than the CJ wave, these rarefaction waves will intrude into and weaken
the wave structure until the flow becomes sonic at its downstream boundary, as
just mentioned. The gas velocity downstream of this boundary will be continuously
reduced by the rarefaction waves until it vanishes in the laboratory frame.

A similar reasoning can be extended to a detonation wave propagating from the
open end of a tube. Here the far downstream pressure is the same as the upstream
pressure, and hence is lower than that immediately downstream of the detonation
wave. Consequently, for a subsonic downstream, rarefaction waves generated from
the open end will propagate into the wave structure to reduce the pressure until
the CJ state is attained. The overall detonation structure is therefore similar to that
identified for the closed end, except the downstream boundary of the rarefaction
region is determined by the attainment of the ambient pressure.

The final example is the spherically expanding detonation, which is the three-
dimensional analog of the one-dimensional propagation from the closed end. Since
the velocities at the center and upstream of the detonation are both zero, we can
therefore again argue for the preference for CJ propagation.

Explicit expressions were derived in Section 7.1 for the CJ wave velocity and the
downstream state. It can be readily shown that, in the limit of a strong wave, that is,
Mu � 1 or q̂c � 1 , the CJ detonation velocity, DCJ, and the downstream state are
given by

DCJ =
√

2(γ 2 − 1)qc,
pCJ

ρu D2
CJ

= vCJ

DCJ
= 1

γ + 1
,

aCJ

DCJ
= γ

γ + 1
. (14.5.1)

Note that for the rest of this chapter we shall use the symbols u and v to designate
flow velocities measured in the wave-stationary and laboratory frames respectively;
the latter symbol is not to be confused with that used for the specific volume in the
Rankine–Hugoniot relations or the y-velocity in the description of two-dimensional
flows. Furthermore, we have also omitted the subscript b to the downstream proper-
ties pCJ, vCJ, and aCJ because the implication is obvious.

14.5.2. Overdriven Detonations
Conceptually, a strong detonation can be maintained by having it supported by a pis-
ton whose velocity is independently controlled, thereby providing the downstream
boundary condition of the wave. Thus if the piston velocity is larger than the down-
stream velocity of the corresponding CJ wave, then the downstream velocity of such
a wave can remain subsonic, resulting in a strong detonation. Such an overdriven
detonation is not self-sustaining because it relies on the piston motion to maintain
the rear fluid pressure. It is also highly unstable in that any small change in the piston
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velocity will generate either compression or rarefaction waves that will modify the
detonation velocity.

14.5.3. Taylor Expansion Waves
Knowing the CJ velocity, it is straightforward to determine the one-dimensional flow
field that is established behind a CJ wave, which is followed by a piston of given
velocity. This flow field is of practical interest in assessing the mechanical effects
of detonation on confining structures or the flow field established by propagating
detonation waves in propulsive devices such as the pulse detonation engine. Fig-
ure 14.5.1 illustrates the flow fields for four situations of different piston velocities
that we shall study in some detail, recognizing that the piston velocity governs the
structure of the flow field. Specifically, case (a) is for the situation of a piston mov-
ing at exactly the velocity of the burned products immediately behind the detona-
tion wave, vCJ. Consequently, the pressure and flow velocity remain constant behind
the detonation wave. Faster piston velocities will lead to overdriven detonations.
Cases (b) and (c) are for piston velocities lower than vCJ. In these cases, an un-
steady expansion is developed behind the detonation wave, which decelerates the
particle velocity so as to match the piston velocity. Case (c) is for zero piston veloc-
ity, which corresponds to the special situation of the detonation propagating from
the closed end of a tube. Case (d) corresponds to a receding piston representing
the expansion front of the detonation products propagating into a medium of low
pressure, as would occur in the case of detonation initiation at the open end of a
tube.

Analytical solutions for the different flow fields (Taylor 1950a) can be obtained by
the method of characteristics. We assume the CJ detonation is initiated at the piston
surface at (x = 0, t = 0). Since there is no reference time or length scale involved,
the flow field is self-similar. Therefore we seek the dependence of the flow velocity
and thermodynamic profiles on the similarity variable x/taCJ, where the downstream
sonic speed at the CJ state is chosen as a convenient reference velocity. The boundary
conditions are prescribed along the detonation path given by x/taCJ = DCJ/aCJ =
(vCJ + aCJ)/aCJ, where the CJ state prevails (p = pCJ, a = aCJ, ρ = ρCJ). Along the
trajectory of the piston surface given by x/taCJ = vp/aCJ, the fluid velocity equals
that of the piston, that is, v = vp.

Assuming the flow to be isentropic, with a constant γ , the problem is simply that
analyzed in Section 14.4.2. The solution yields the Riemann invariants

J± = 2a
γ − 1

± v = constant, (14.4.24)

which are conserved along the two families of characteristics ζ+ and ζ− given by

dx
dt

= v ± a. (14.4.21)
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Figure 14.5.1. The structure of the Taylor expansion waves between a CJ detonation and a constant
velocity piston for four different piston velocities. First column illustrates the detonation path, piston
path, particle path, and expansion waves in a space-time diagram. The second column provides the
pressure and particle velocity distributions in terms of the similarity variable x/taCJ.

Since all ζ− characteristics pass through the CJ state, all Riemann invariants J− are
constant and have the same value, yielding a general relation between the sonic speed
and particle velocity for any interior point,

J− = 2a
γ − 1

− v = 2aCJ

γ − 1
− vCJ. (14.5.2)
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We note here that Eq. (14.5.2) can be directly used to determine the piston veloc-
ity corresponding to the free expansion illustrated in Figure 14.5.1d, as discussed
above. Since the ζ− characteristics passing through the CJ point also extend into the
vanishing pressure medium (i.e., a/aCJ = 0), we arrive at the boundary condition

vp = − 2aCJ

γ − 1
+ vCJ (14.5.3)

for case (d).
Further recognizing that in general the solution is self-similar in x/t and the det-

onation propagates along a straight path x/t = DCJ with constant state, there is a
simple wave solution such that the ζ+ characteristics are all straight lines given by

x
t

= v + a. (14.5.4)

Equation (14.5.4) thus sets the dependence of the profiles on the similarity variable.
Combined with Eq. (14.5.2) we get the dependence of the particle velocity on x/t :

v

aCJ
=

(
γ − 1
γ + 1

)
DCJ

aCJ
− 1 + 2

(γ + 1)
x

taCJ
. (14.5.5)

The solution given by Eq. (14.5.5) is shown in Figure 14.5.1 for the different cases
considered, where we have assumed that the CJ state is given by the strong wave
approximation, Eq. (14.5.1). The velocity decays to the piston velocity at an interior
point, hence a fluid element is first subjected to gas expansion, followed by a region
of constant state.

It is of interest to obtain the solution for the trajectory of the boundary separating
the constant and varying regions of particle velocities. This occurs when v = vp, from
which we obtain the trajectory of the trailing edge of the expansion wave, A, shown
in Figure 14.5.1, given by(

x
taCJ

)
A

= (γ + 1)
2

vp

aCJ
− (γ − 1)

2
DCJ

aCJ
+ γ + 1

2
. (14.5.6)

It can be verified that for case (d), the piston trajectory coincides with that given by
Eq. (14.5.6). The gas therefore undergoes a continuous expansion when it is expanded
to zero pressure.

Once the particle velocity is known, the distribution of sonic speed is readily ob-
tained from Eq. (14.5.2). Since the flow is isentropic, the pressure and density profiles
are given by the isentropic relations for a perfect gas,

(
p

pCJ

)(γ−1)/2γ

=
(

ρ

ρCJ

)(γ−1)/2

= a
aCJ

. (14.5.7)

The pressure profiles are also shown in Figure 14.5.1 for the four cases considered.
The constant pressure at the piston surface, equal to that at the weak discontinuity
A, is given by letting v = vp in Eq. (14.5.2) and with Eq. (14.5.7), yielding

pp

pCJ
=

[
1 − (γ − 1)

2
(vCJ − v p)

aCJ

]2γ /(γ−1)

. (14.5.8)
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For case (c) corresponding to the closed wall condition of zero velocity piston, and
assuming the detonation state is given by Eq. (14.5.1), the pressure at the wall is
simply given by

pp

pCJ
=

(
γ + 1

2γ

)2γ /(γ−1)

. (14.5.9)

This so-called pressure “plateau” value is generally of substantial interest in assessing
the impulse generated by a detonation on a flat surface.

14.5.4. ZND Structure of Detonation Waves
A description of the structure of the steadily propagating detonation wave was inde-
pendently proposed by Zel’dovich (1940), von Neumann (1942), and Döring (1943),
and, hence, is referred to as the ZND structure. The structure consists of an infinitely
thin leading shock that compresses the reactant gas to high pressure and tempera-
ture. The state immediately downstream of this shock is called the Neumann state,
designated by the subscript N. Due to the high velocity of the flow, diffusive transport
is neglected and the shocked gas undergoes a convected thermal explosion. The com-
pression waves emanating from the reacting gas then maintains the leading shock
at constant strength. For CJ propagation, the structure is terminated when the gas
reaches the sonic velocity in the detonation wave frame. For the idealized adiabatic
one-dimensional planar propagation, this sonic state is attained at downstream in-
finity where chemical equilibrium is attained, provided the reaction mechanism does
not attain a state where the main rate of energy release falls to zero before global
equilibrium—an aspect of the eigenvalue nature of the detonation structure that will
be discussed in the next section.

The path taken by a fluid element in the ZND structure from the initial state i to
the final CJ state can be followed in the Rankine–Hugoniot pressure–volume, p−ρ−1

phase diagram, shown in Figure 14.5.2. It is seen that, instead of the direct upward
transition from i to CJ along the Rayleigh line, the flow actually reaches the final
state CJ from the initial state i by a discontinuous transition from i to NCJ across a
shock, and then NCJ → CJ along the Rayleigh line.

Parameters characterizing the Neumann state for a perfect gas with constant γ are
given by the normal shock jump relations (Liepmann & Roshko 1957):

M2
N = 2 + (γ − 1)M 2

u

2γ M 2
u − (γ − 1)

(14.5.10)

ρN

ρu
= (γ + 1)M 2

u

(γ − 1)M 2
u + 2

(14.5.11)

pN

pu
= 1 + 2γ

γ + 1

(
M 2

u − 1
)

(14.5.12)

TN

Tu
= a2

N

a 2
u

= 1 + 2(γ − 1)
(γ + 1)2

(
γ M 2

u + 1
)

M2
u

(
M 2

u − 1
)
. (14.5.13)
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Figure 14.5.2. Rankine–Hugoniot pressure–volume diagram representing the evolution of a fluid
element state traversing the reaction zone structure of overdriven and CJ detonations.

These relations assume particularly simple expressions for strong shocks, for which
Mu � 1:

ρN ≈ γ + 1
γ − 1

ρu, pN ≈ 2
γ + 1

ρuu2
u,

TN ≈ 2γ

(γ + 1)2

u2
u

cp
, MN ≈

√
γ − 1

2γ
,

uN = ρu

ρN
uu ≈ γ − 1

γ + 1
uu, vN = uu − uN ≈ 2

γ + 1
uu. (14.5.14)

With the detonation velocity DCJ = uu given by the equilibrium CJ theory, and
using the Neumann state as the initial condition, the detonation structure can be
obtained by integrating the steady, one-dimensional conservation equations for the
flow, together with the chemical kinetic rate equations, until equilibrium is achieved
asymptotically. Figure 14.5.3 shows the calculated profiles for the temperature, pres-
sure, particle velocity (u), and heat release rate for a detonation wave in an initial
mixture of stoichiometric methane and air at atmospheric conditions. It is seen that
the wave structure consists of an almost thermally neutral induction zone, followed
by rapid exothermicity and hence gas expansion.

Because of the near thermally neutral character of the induction zone, the vari-
ous thermodynamic and gasdynamic state variables do not change appreciably, and
the induction stage can be approximated by a convected thermal explosion. The
induction length obtained from the ZND model can thus be approximated by

�ig = uNτig(pN, TN), (14.5.15)
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Figure 14.5.3. Calculated ZND structure of a CJ detonation in a stoichiometric methane–air mix-
ture initially at atmospheric conditions: (a) temperature, (b) pressure, (c) gas velocity and (d) rate
of energy release are plotted in terms of distance behind the leading shock.

where τig is the ignition delay time for the mixture evaluated at the Neumann state
of pN and TN, given by

τig(pN, TN) ∼ ρN/w(pN, TN) ∼ ρN/
(

pn
Ne−Ta/TN

)
. (14.5.16)

The ignition delay time is the link to chemistry for detonations and can be simply
evaluated in the manner of the thermal explosion discussed in Section 8.1.

The structure of an overdriven detonation supported by a piston can be obtained in
a similar fashion. In particular, the flow now reaches the final state (S) corresponding
to the strong detonation from the initial state i by the path i → N → S, as shown in
Figure 14.5.2.

The ZND structure for the overdriven detonation can also be used to rule out
the existence of weak detonations, which terminate at point W. Since the gas always
proceeds down the Rayleigh line from the Neumann state, state S is first achieved.
A transition from state S to state W would involve an entropy-violating expansion
shock, which is physically not possible.

The solution for the structure of an overdriven detonation can be similarly ob-
tained by integrating the governing equations with the initial, Neumann state being
stronger than that of the CJ state. The ratio of the square of the detonation velocity
to that of the ideal CJ value defines the overdrive factor F . Figure 14.5.4 shows the
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Figure 14.5.4. Calculated ZND structure of overdriven stoichiometric methane–air detonations
initially at atmospheric conditions. F denotes the overdrive parameter, the ratio of the square of
the detonation velocity to that of the ideal CJ detonation velocity.

ZND structure of overdriven stoichiometric methane–air detonations with various
overdrive factors. It is seen that, with increasing overdrive, the shock is stronger and
the ignition delay time is consequently much shorter. The sequence of overdriven
profiles also illustrates well the Arrhenius dependence of the global induction kinet-
ics on the Neumann state. Furthermore, for high values of the overdrive, say F = 3,
the shock temperature is so high that products remain dissociated and the flow is
mainly endothermic during the induction period before thermal runaway.

14.5.5. Eigenvalue Structure of Quasi-One-Dimensional Detonations
The ZND model presented above is highly idealized. In reality, there are many effects
that can compromise the strict one dimensionality and adiabaticity of the wave. For
example, as we shall discuss later, the ZND model is unstable to multi-dimensional
perturbations and as such exhibits spatial and temporal fluctuations. The departure
from strict one dimensionality in partially confined or unconfined detonations also
leads to divergence of the streamlines behind the detonation front, which can act as
lateral losses of mass and momentum. Furthermore, for detonations propagating in
narrow tubes, the front can be affected by frictional and heat loss, and there can also
be volumetric heat and momentum loss through radiation and particle suspension.
If these processes are weak, they can be modeled as source terms in the governing
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equations for the steady one-dimensional ZND structure. We shall now show that
the inclusion of such effects fundamentally changes the wave structure, rendering it
to assume an eigenvalue character.

In the fixed reference frame, the one-dimensional conservation equations for mass,
momentum, and energy with their respective source terms m, f , and g can be written
as

∂ρ

∂t
+ ∂(ρv)

∂x
= m (14.5.17)

∂(ρv)
∂t

+ ∂(p + ρv2)
∂x

= f (14.5.18)

∂ρ(h + 1
2v2)

∂t
+ ∂ρv(h + 1

2v2)

∂x
− ∂p

∂t
= g, (14.5.19)

where for simplicity we assume the gas to be perfect and the total enthalpy given by

h = γ

(γ − 1)
p
ρ

+ λqc, (14.5.20)

with λ being a reaction-progress variable such that λ = 0 denotes chemical equilib-
rium. For a one-step overall reaction λ can be simply identified as the normalized
mass fraction of the reactant.

Applying the transformation

χ = xs(t) − x, τ = t,

∂

∂t
= ∂

∂τ
+ D

∂

∂x
,

∂

∂x
= − ∂

∂χ
,

u = D − v, (14.5.21)

the above equations can be transformed into the reference frame moving with the
steady detonation wave, with their steady-state being

d(ρu)
dχ

= m (14.5.22)

d(p + ρu2)
dχ

= Dm − f (14.5.23)

dρu(h + 1
2 u2)

dχ
= D2m − 1

2 Df + g. (14.5.24)

The state at the end of the reaction zone, where the flow is sonic, cannot be ob-
tained based on the CJ criterion for equilibrium, which requires m = f = g ≡ 0.
Instead, it is to be determined from integration of the governing equations for the
structure between the Neumann state and the sonic plane. This can be demonstrated
by rearranging the governing equations to the following form for, say, u:

du
dχ

= �

1 − M 2
, (14.5.25)
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where

� = {(γ − 1)
(

g − ρuqc
dλ

dχ

)
+ m[(γ − 1)

( 1
2 D2 − (

h + 1
2 u2)) + a2 − γ u(D − u)]

+ f [γ u − (γ − 1)D]}/(ρa2) (14.5.26)

is called the thermicity of the system. Similar expressions can be derived for dρ/dχ

and dp/dχ , with their respective denominators for the RHS containing the (1 − M 2)
term.

By inspection, the solution to Eq. (14.5.25) is singular at the sonic surface, where
M = 1 and the denominator of the RHS vanishes. Thus a unique solution for the re-
action zone structure is obtained by the simultaneous requirement of � = 0. This is
the generalized CJ criterion (Fickett & Davis 1979), which is almost always encoun-
tered in the presence of source terms in the governing equations. Clearly, at the sonic
surface, the requirement � = 0 implies either chemical equilibrium, dλ/dχ = 0, and
all sources have decayed to zero, or a balance between the different source terms
m, f, g, and dλ/dχ . The generalized CJ criterion is satisfied for only specific values
of the detonation wave velocity, D, which therefore becomes the “eigenvalue.”

In deriving the above results we have not specified the nature of the reaction and
the distinction between frozen and equilibrium sound speeds. If the reaction is irre-
versible, then such a distinction is irrelevant. However, if the reaction is reversible,
then the relation a2 = γ p/ρ that we have used in deriving Eq. (14.5.25) would corre-
spond to the frozen sound speed. This is consistent with the eigenvalue nature of the
problem in that vanishing of the denominator at the sonic state, in the presence of
loss, defines the eigenvalue of the detonation velocity, with the sonic plane located
at a finite distance downstream of the shock. On the other hand, in the absence of
loss as in CJ propagation, this generalized CJ criterion no longer applies. The time to
reach the sonic plane then becomes infinitely long and the equilibrium sound speed
is the relevant sound speed. In this case, the denominator of Eq. (14.5.25) does not
vanish when the numerator vanishes at the equilibrium state (Sharpe 2000).

The eigenvalue nature of the wave will be further studied in Section 14.8.2 through
the problem of the propagation of a spherical detonation wave, where the effect of
flow divergence is examined in the context of detonation initiation.

14.6. UNSTEADY THREE-DIMENSIONAL DETONATIONS

While much work has been devoted to the simple steady-state, one-dimensional
planar configuration for detonations, and much insight has been gained on the limiting
forms for the structure in the presence of loss, it is known since the early 1960s that
this structure is highly unstable and is prone to result in transient three-dimensional
structures. Dissipative and turbulent processes have also been found to be important.
Furthermore, although detonation velocities are predicted well by the CJ values for
fairly reactive mixtures, large quantitative departures are frequently found between
experimental values and predictions based on the idealized one-dimensional model
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for the detonation dynamic parameters related to limit situations such as initiation
requirements, detonation limits, and diffraction criteria (Lee 1984; Radulescu & Lee
2002).

In the following we shall first demonstrate that detonations are inherently unstable
by discussing the pulsating instability of a one-dimensional detonation. We then
discuss the complex three-dimensional structure of detonations characterized by the
interaction of triple-shock units.

14.6.1. Pulsating Instability of the ZND Structure
We first analyze the sensitivity of the one-dimensional ZND model to perturbations
in terms of the reaction and the flow. Let us momentarily introduce a disturbance to a
detonation such that its propagation speed DCJ = uu is, say, increased. The strength-
ening of the shock then increases the post-shock temperature and pressure, which
leads to an increase in the reaction rate and, hence, a decrease in the induction length.
At the same time, an increase in the shock strength would increase the downstream
flow velocity and, hence, the induction length. If the effect of these two competing
factors results in a reduction in the ignition length, then the net heat release rate is in-
creased. This generates a pressure pulse that would propagate upstream acoustically,
leading to a further strengthening of the shock. The system is therefore unstable. The
converse holds if the ignition length is increased.

The propensity to destabilize can therefore be characterized by the sensitivity of
the induction length �ig to changes in the detonation velocity DCJ in that instability
is expected for

dln�ig

dlnDCJ
< 0. (14.6.1)

Criterion (14.6.1) can be readily evaluated by using Eqs. (14.5.15) and (14.5.16) for
�ig, the strong shock relations of (14.5.14), and the strong detonation relations of
(14.5.1), with

uN ∼ DCJ, ρN ∼ constant, pN ∼ D2
CJ,

TN ≈ 2γ (γ − 1)
(γ + 1)2

D2
CJ

cp
, D2

CJ = 2(γ 2 − 1)qc.

This yields

8γ (γ − 1)
(γ + 1)

Ea

RoTN

qc

cpTN
+ 2n > 1, (14.6.2)

as the criterion for inherent instability. It shows the dual influence of the Arrhenius
temperature sensitivity and chemical heat release on the propensity to destabilize,
being promoted with larger values of Ea and qc. With the exception of situations with
γ → 1 and n � 1, (14.6.2) is invariably satisfied for combustion systems. Alternate,
rigorous stability analyses of the ZND structure (Lee & Stewart 1990; Clavin &
Williams 2002) yield similar implications.
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Figure 14.6.1. Schlieren photograph of a blunt axisymmetric projectile moving into a dilute
hydrogen–oxygen mixture at a velocity close to the CJ detonation velocity, showing that the shock-
induced reaction zone is unstable to perturbations in the bow shock, leading to the saw tooth
shape in the interfaces separating reacted and unreacted gases with very long induction delay times
(Lehr 1972).

Figure 14.6.1 shows a schlieren photograph (Lehr 1972) of the one-dimensional
instability induced by the bow shock generated by firing a blunt supersonic projec-
tile into a hydrogen–oxygen–inert mixture. High frequency periodic oscillations are
clearly exhibited in the pattern of the reaction zones and are consequences of the
wave interactions along the streamline of the projectile (Alpert & Toong 1972), as
shown in the space-time diagram in Figure 14.6.2. The instability occurs primarily
along the stagnation streamline, where the reactions are fast due to the high tem-
peratures. The density discontinuities generated during the quasi-one-dimensional
pulsating instability, clearly identifiable in the highly sensitive laser schlieren photo-
graph, are convected downstream to a region of colder flow. The mechanism leading
to the oscillation can be demonstrated by first letting the strength of the shock be
momentarily increased by a disturbance at t = t0. Due to the increase in tempera-
ture at the shock, a particle shocked after the disturbance, at t = t+

0 , reacts at t = t1,
before the fluid element shocked before the disturbance, at t = t−

0 , reacts at t = t2.
The earlier heat release in the reaction zone at t1 sends compression waves to the
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Figure 14.6.2. Space-time diagram illustrating the mechanism producing weak one-dimensional
periodic instabilities in shock-induced reactions (adapted from Alpert & Toong 1972).

shock, hence further strengthening it at t = t3. However, when the undisturbed par-
ticle reacts at t = t2, the lower pressure in the undisturbed product is communicated
to the leading shock as expansion waves, which reach the shock at t = t4. At about
the same time, the increased shock strength at t3 has again led to an increase in the
heat release rate in the reaction zone, which has sent a new compression wave that
arrives and hence strengthens the shock again. The positive and negative forcing
through compressions and expansions reaching the leading shock from the reaction
zone thus give rise to the observed cyclic pattern of Figure 14.6.1, with the fre-
quency of the pulsation controlled by the induction plus the acoustic times. This phe-
nomenon is the simplest mode of oscillation, and is usually encountered near stability
boundaries.

14.6.2. Triple-Shock Structure
The detonation structure is also spatially unstable. Similar to the discontinuous pul-
sating detonation front discussed above, the three-dimensional structure of the deto-
nation front is discontinuous and unsteady due to the transverse waves that propagate
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Figure 14.6.3. Schlieren photographs obtained in a thin channel illustrating the triple-shock struc-
tures evolving on the surface of a weakly unstable detonation; the initial mixture is 2H2 + O2 + 85
percent Ar at 20 kPa initial pressure (Austin 2003).

obliquely to the front. An example of the evolution of the frontal structure of a weakly
unstable detonation wave is shown in Figure 14.6.3 (Austin 2003). The shadowgraph
clearly illustrates that the front is neither planar nor continuous. Shock–shock inter-
sections occur, resulting in triple-shock, Mach reflection patterns that evolve with
time and interact with each other. In this section, we shall therefore discuss the
structure of these triple-shock interactions. They have significant effects on the local
reaction rates because the mixture is shocked to different extents when it passes
through the different components of a triple-shock structure.

Figure 14.6.4 shows an interferogram of a triple-shock system (Law & Glass 1971)
obtained by diffracting a normal incident shock I of Mach number MI by a sharp
compressive wedge. When the wedge angle is sufficiently large, the diffraction results
in a regular reflection pattern, consisting of the incident shock and a trailing reflected
shock. However, when the wedge angle is smaller than a critical value, regular re-
flection is not possible. The diffraction instead results in a Mach reflection pattern,
consisting of a Mach stem, M, which protrudes ahead of the incident shock, and a re-
flected shock R, which trails the incident shock, as shown schematically in Fig. 14.6.5.
These three shocks meet at a triple point T, which travels in the laboratory frame
with an angle θI relative to I. Thus in the shock-stationary frame the upstream flow
approaches I with a Mach number M1 = MI/sinθI at an angle θI . Since there is no
characteristic dimension in the system, the entire triple-shock configuration remains
similar as it translates along the triple-point trajectory.

Each of I, R, and M is oriented obliquely to its respective upstream flow. Thus the
fundamental element of a triple-shock interaction is the deflection of a flow by an
oblique shock. Taking the incident shock as an example, it is seen that the incident
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Figure 14.6.4. An interferogram showing the triple-shock configuration resulting from the diffrac-
tion of a normal shock by a wedge; the incident shock Mach number is 2.1, the initial temperature
and pressure are 298.8 K and 55.6 torr respectively, and the gas is O2 (Law & Glass 1971).
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Figure 14.6.5. Schematic showing the triple-shock configuration.
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Figure 14.6.6. Schematic of the shock polar for the Mach reflection solution.

flow is deflected by an angle δI in crossing I, its Mach number changes from M1 to
M2, and its pressure jumps from p1 to p2. For an ideal gas with constant specific heat
the state downstream of this incident shock is given by

M2
2 = 2 + (γ − 1)M2

1

2γ M2
1 sin2θI − (γ − 1)

+ 2M2
1 cos2θI

2 + (γ − 1)M2
1 sin2θI

(14.6.3)

cotδI = tanθ

[
(γ + 1)M2

I

2(M2
I sin2θI − 1)

− 1

]
(14.6.4)

p2

p1
= 2γ M2

I sin2θI − (γ − 1)
(γ + 1)

. (14.6.5)

For a given M1, a plot of p2/p1 versus the deflection angle δI yields the shock polar
I as shown in Figure 14.6.6. It is seen that there exists a maximum δI beyond which
there is no solution, and that for smaller values of δI there are two solution branches.
Furthermore, it can also be shown that the downstream flow is subsonic for the upper
branch (M2 < 1) and supersonic for the lower branch (M2 > 1), except for a small
regime around the turning point on the lower branch for which the flow is subsonic.
Thus the shock strength, as represented by the pressure ratio p2/p1, is weaker for
the lower branch and stronger for the upper branch.

Now consider the interaction of I with the Mach stem M. Since these two shocks are
oriented at different angles to the oncoming flow, the only possibility that dynamic
equilibrium can be achieved for the downstream flow is through the triple-shock
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configuration shown in Figures 14.6.4 and 14.6.5. This involves the modification of
the orientation of M as well as the presence of the reflected shock R such that the
flows in regions 3 and 4 have the same direction and pressure. The temperature,
density, and flow speed are however still different in these two regions. The surface
separating them is called a slipstream S, which is dynamically unstable and tends to
roll up into a vortex.

This arrangement can be further clarified by the shock polar analysis of Fig-
ure 14.6.6, noting that the polar I now also represents all possible orientations of
the Mach stem M because both I and M have the same upstream flow Mach number
M1. Thus we can mark off state 2 corresponding to the incident shock angle θI on
the shock polar (I, M). From state 2 we can erect a second polar corresponding to
the Mach number M2 in region 2. The intersection point, which gives state 3 on the
R shock polar and state 4 on the (I, M) polar, assures the attainment of dynamic
equilibrium in regions 3 and 4 because of the equality of pressure and deflection
angle. We also note that while state 3 is supersonic, state 4 is always on the subsonic
branch of the (I, M) polar. The subsonic nature of state 4 then allows pressure waves
downstream of M to reach it so that its orientation and strength can be adjusted to
produce the overall triple-shock structure. Furthermore, since the incident shock has
a smaller angle of incidence than that of the Mach shock, or θI < θM, M is a stronger
shock than I.

When the flow is reactive, there will be a broad region of induction followed
by a narrow region of rapid heat release behind each of the incident, Mach, and
reflected shocks, as schematically shown in Figure 14.6.5. Since M is stronger than
I, the induction period is shorter behind M. This is an important feature in the
propagation of multidimensional detonation waves, to be discussed next.

14.6.3. Triple-Shock Interactions
Figure 14.6.7 shows the etchings left on smoke foils placed on the walls of a detona-
tion tube upon the passage of a detonation wave. These etchings are the trajectories
traced out by the triple points as they undergo repeated collisions. The cell spacing is
typically one to two orders larger than the chemical induction length, �ig. With special
experimental conditions, the cellular structure can be very regular (Figure 14.6.7a),
although in general the patterns observed are quite irregular (Figure 14.6.7b) and
often display substructures superimposed on the larger scale cellular structure
(Figure 14.6.7c).

To analyze the collision dynamics of the triple-shock systems, Figure 14.6.8 shows
the trajectories of a pair of identical triple-shock units undergoing collision. It is seen
that since the TI shock has a smaller angle of incidence than that of the TM shock,
measured relative to the triple-point trajectory, TI is clearly the incident shock, TM
the Mach shock, and TR the reflected shock. After collision the triple points T′ move
away from each other, and the incident angle of the T′I′ shock is now smaller than
that of the T′M′ shock. Thus T′I′ is now the incident shock while T′M′ the Mach
shock, with T′R′ being the reflected shock.
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(a)

(b)

(c)

Figure 14.6.7. Detonation cellular structure recorded by the etchings of triple points on plates
covered with soot for (a) a regular cellular structure (2H2 + O2 + 70 percent Ar at 9.3 kPa initial
pressure), (b) irregular cellular structure (2H2 + O2 + 60 percent N2, 20 kPa initial pressure) and
(c) irregular cellular structure with substructure (C3H8 + 5O2 + 60 percent N2 at 20 kPa initial
pressure); Figure 14.6.7a from Strehlow (1968) and Figures 14.6.7b and 14.6.7c from Austin (2003).
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Figure 14.6.8. Schematic showing the collision between two triple-shock units.
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The next point to note is that in spite of the different designations, the TM and T′I′

shocks are actually the same shock because it is not affected by the collision. Thus
in terms of the shock strength we can write TM = T′I′. Further recognizing that the
Mach shock is always stronger than the incident shock, the relative strengths of the
various shocks before and after collision can be ordered according to

TI < TM = T′I′ < T′M′. (14.6.6)

Thus by changing into T′M′, the TI shock is repeatedly strengthened upon collisions.
The strengthening is particularly pronounced in the presence of chemical reactions,
which are readily initiated downstream of the Mach shock as compared to the incident
shock, and compensates for the decay of the detonation wave due to the various
loss or weakening mechanisms between collisions. This is the mechanism that has
been suggested to be responsible for the sustenance of detonation waves in multi-
dimensions, although recent studies (Austin, Pintgen & Shepherd 2005; Radulescu,
Law & Sharpe 2005; Radulescu et al. 2005) have shown a more complex process,
involving turbulent mixing and diffusion. Some aspects of these processes are briefly
discussed next.

14.6.4. The Complex Structure
The picture that emerges is that shock–shock interactions occurring on the detonation
front introduce periodic variations in the strength of the leading shock. In between
triple-shock collisions, it has been determined that the velocity of the leading shock
changes continuously from approximately 1.6 to 0.7 of the average velocity, which is
close to the CJ velocity. The substantial variation in shock strength and temperature
behind the shock therefore significantly affects the reaction rate and thereby the
shock structure. For example, overdriving a wave to conditions generally encountered
in the beginning of the cell cycle can reduce the ignition delay by four orders of
magnitude. Conversely, reaction rates can also drop substantially during the decay of
the leading shock to strengths below the average, causing a large fraction of the gas to
accumulate unreacted behind the detonation front. Figure 14.6.9 shows the structure
of such a typical detonation. The schlieren photograph clearly identifies the two
interacting triple-shock units as well as the density interfaces separating the reacted
gas from the unreacted gas. It is seen that the reaction rate behind the protruding,
Mach stems is very high, with the reaction fronts being very close to the shock
front. Detailed studies from computation and experiments using chemiluminescence
showed that the center portion of the shock is the weaker incident shock behind
which the reaction rate is much slower than the average, and the gas accumulates
unreacted in tongue-shaped structures. After the triple-point collisions, these tongues
are subsequently separated from the front and convected downstream as unreacted
pockets. These pockets then react, possibly through turbulent mixing with the hot
reacted gas, leading to wave structures more complicated than described through the
well-defined scenario of triple-shock interactions.
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Figure 14.6.9. Schlieren photograph of the unstable cellular reaction zone structure of a CH4 + 2O2

detonation wave with 3.4 kPa initial pressure. Due to the high sensitivity of the reaction rates to the
leading shock strength, the reaction rates behind the incident shock (central part of the front) are
significantly lower than the reaction rates behind the Mach stems (top and bottom bulges), leading
to large portions of unreacted gases convected behind the front (Radulescu, Law & Sharpe 2005).

14.7. PROPAGATION OF STRONG BLAST WAVES

There are many situations in which the deposition of a finite amount of energy at
a sufficiently rapid rate in a compressible medium can lead to the formation of a
spherical shock wave propagating away from the source. Examples are the setting
off of a chemical or nuclear bomb in mid-air, and the accidental explosion of a
combustible through spark discharge. If the environment is inert, then the intensity
of the blast wave will gradually decay as it expands. However, if the environment
is reactive, the blast wave can initiate chemical reactions in its downstream. If the
reactions are sufficiently fast and can be coupled to the dynamics of the blast wave,
a detonation wave can subsequently be initiated. In this section, we shall study the
former situation, involving the propagation and decay of a blast wave in an inert
environment. The situation when the environment is reactive will be studied in the
next section, in which we shall derive the criterion governing the success or failure
in the initiation of a detonation wave by a blast wave. It is also emphasized that
although the present problem does not involve chemical reactions, it is of central
interest to combustion because blast waves are frequently initiated by the rapid,
localized release of chemical energy.
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The problem was first solved independently by Taylor (1950b), von Neumann
(1941), and Sedov (1946). Thus at time t = 0 a large quantity of energy E is instan-
taneously released at a certain point, r = 0, in a quiescent nonreactive gas. A strong
spherical shock wave is generated and subsequently propagates outward with pro-
gressively reduced intensity. We are interested in determining the trajectory of the
shock radius, Rs(t), and the development of the flow field behind it, during the initial
stage when the shock remains strong such that the contribution of the initial internal
energy of the gas to the total energy engulfed by the blast is negligible.

Referring to the strong shock relations in (14.5.14), and by using the subscripts 1
and 2 in place of u and N respectively, it is seen that in this limit the density ratio across
the shock, ρ2/ρ1, approaches the constant (γ + 1)/(γ − 1), and the upstream pressure
p1 can be neglected relative to the downstream pressure p2 because p2/p1 ∼ M2

1 � 1.
Thus the problem is completely defined by two parameters, namely E and ρ1. Since
the dimensions of these two quantities are respectively ML2/T2 and M/L3, it is not
possible to form either a characteristic length or a characteristic time. The problem
is therefore of a self-similar nature.

From the dimensions of E, ρ1, r , and t , the only dimensionless similarity indepen-
dent variable that can be formed is

ξ = r
(E/ρ1)1/5t2/5

. (14.7.1)

Equation (14.7.1) shows that r ∼ t2/5. In particular, for the location of the shock
surface, Rs , we have

Rs(t) ∼ t2/5. (14.7.2)

Consequently the shock velocity u1 = D is given by

D(t) = dRs(t)
dt

= 2
5

Rs

t
∼ t−3/5, (14.7.3)

which shows that the blast velocity diminishes with time as t−3/5. A celebrated veri-
fication of the above result is given by the observation of the first atomic explosion
in New Mexico in 1945 (Taylor 1950c), as shown in Figure 14.7.1.

Knowing u1(t), the strong shock relations of (14.5.14) then imply that immediately
behind the blast wave ρ2 remains constant in time while v2 and p2 diminish as t−3/5

and t−6/5 respectively.
The complete solution for this problem can be found in the texts by Landau and

Lifshitz (1959) and Barenblatt (1996). We shall, however, present an approximate,
but simpler and physically more illuminating solution given by Chernyi in 1957 and
discussed in Zel’dovich and Raizer (1966). The analysis assumes that the gas com-
pressed by the strong explosion wave is concentrated in a thin layer behind the
shock front. Within this layer the density and velocity remain constant at their re-
spective values, ρ2 and v2, immediately behind the shock. The thickness of this layer, δ,



P1: IBE
0521870526c14 CUFX045/Law Printer: cupusbw 0 521 87052 6 July 20, 2006 13:2

676 Combustion in Supersonic Flows

Time, t(s)

R
ad

iu
s,

R
S

(m
)

10 −4 10−3 10−2 10−1

101

102

Figure 14.7.1. Experimentally measured radii of the blast wave from the first atomic bomb, showing
their similarity variation according to Rs ∼ t2/5 (adapted from Taylor 1950c).

can be estimated by equating the mass engulfed by the blast wave, m, to that in the
layer, as

m = 4π

3
R3

s ρ1 = 4π R2
s δρ2, or

δ

Rs
= 1

3
ρ1

ρ2
≈ 1

3
γ − 1
γ + 1

. (14.7.4)

As an example, for γ = 1.4 we have δ/Rs = 0.0556, which is a rather small number.
Next we assume that the motion of this thin layer is sustained by the pressure pc

within the inner core of the expanding sphere that acts on the interior surface of
the layer. Thus even we have concentrated the entire mass in this layer, we are also
implicitly assuming the presence of a small amount of mass in the inner core in order
to effect the core pressure. Then, from Newton’s law of motion, we have

d(mv2)
dt

= 4π R2
s pc. (14.7.5)

Expressing pc as a fraction α of p2, pc = αp2, and since from strong shock relations
we have v2 ≈ 2D/(γ + 1) and p2 ≈ 2ρ1 D2/(γ + 1), Eq. (14.7.5) becomes

1
3

d(R3
s D)

dt
= αR2

s D2. (14.7.6)

Using d/dt = (dRs/dt)d/dRs = Dd/dRs , Eq. (14.7.6) can be integrated to yield

D = cR3(α−1)
s , (14.7.7)
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where c is an integration constant. Further integrating Eq. (14.7.7) with D = dRs/dt
yields the history of the blast wave,

Rs = [(4 − 3α)ct]1/(4−3α)
, (14.7.8)

and subsequently that of its velocity.
The above results are given in terms of the constants α and c, which can be deter-

mined through energy conservation in that the initial energy, E, is a constant and is
equal to the kinetic energy of the layer, mv2

2/2, plus the internal energy of the core,
given by

4π

3
R3

s ρccvTc = 4π

3
R3

s
pc

(γ − 1)
. (14.7.9)

Using Eq. (14.7.7) and the strong shock relations for v2 and p2 = pc/α, energy con-
servation is given by

E = 4π

3
ρ1c2

[
2

(γ + 1)2
+ 2α

(γ 2 − 1)

]
R3(2α−1)

s . (14.7.10)

Since E is a constant and hence independent of Rs , the exponent to Rs must vanish,
implying that

α = 1
2
, (14.7.11)

and

c =
[

3
4π

(γ − 1)(γ + 1)2

(3γ − 1)

]1/2 (
E
ρ1

)1/2

. (14.7.12)

Using α = 1
2 in Eqs. (14.7.7) and (14.7.8), we retrieve the similitude relations such as

Rs ∼ t2/5 and D ∼ R−3/2
s ∼ t−3/5 identified earlier.

Substituting c into Eq. (14.7.7) yields the relation between the radius and velocity
of the blast wave for a given E,

E =
[

4π

3
(3γ − 1)

(γ − 1)(γ + 1)2

]
ρ1 D2 R3

s . (14.7.13)

This relation will be used in the next section on the minimum energy needed for direct
detonation initiation. For γ = 1.4, the coefficient term within the square bracket in
Eq. (14.7.13) assumes the numerical value of 5.82, which is quite close to the value
5.31 obtained from the rigorous solution.

Finally, we note that since p2 ∼ D2 and D ∼ c2/5 ∼ E1/5 from Eqs. (14.7.7), (14.7.8),
and (14.7.12), the overpressure varies with the energy release as p2 ∼ E2/5.

Figure 14.7.2 shows the variations of v/v2, p/p2, and ρ/ρ2 as functions of r/Rs ,
obtained from the rigorous solution. It is seen that while v/v2 varies somewhat lin-
early downstream of the blast wave, both p/p2 and ρ/ρ2 decrease rapidly, with p/p2

approaching a finite O(1) value and ρ/ρ2 decreasing to almost zero. Consequently,
the temperature would increase to very large values in the opposite manner as the
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Figure 14.7.2. Theoretical profiles of flow velocity, pressure, and density behind a strong blast wave,
for γ = 1.4.

decrease of the density, and almost all the gas resides in a thin layer immediately
downstream of the shock. These results justify the assumption made in obtaining the
approximate solution. In reality, such large temperature and density gradients near
the core of the explosion are very unstable and are rapidly damped by viscous effects.
The extreme low density of the bulk of the spherical wave also explains the highly
buoyant nature of such strong blast waves.

14.8. DIRECT DETONATION INITIATION

The need to predict the initiation of detonation waves is perhaps one of the key
fundamental and practical issues in the study of detonations. Experimentally, there
are various ways through which a detonation can be initiated, with each mechanism
embodying a different facet of the initiation phenomenon. Categorically, a detona-
tion wave can be initiated either directly, through a rapid deposition of energy, or
indirectly where a detonative state is achieved through the acceleration of a series
of progressively more reactive states. In this section, we shall study the process of
direct initiation, using the problem of blast wave initiation as an example.

14.8.1. The Zel’dovich Criterion
In blast wave initiation, if the reaction rate induced by the blast wave is sufficiently
fast, a sonic surface is established behind the detonation wave and isolates the det-
onation structure from the downstream rarefaction waves, leading to self-sustained
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propagation. Zel’dovich et al. (1957) first proposed that, for successful initiation, the
radius of the blast wave should be at least equal to the induction length of the CJ
wave, �ig, when the velocity of the blast wave has decayed to that of the CJ wave,
DCJ. Substituting these conditions in Eq. (14.7.13) for the blast front decay, but gen-
eralizing the result to the planar, cylindrical, and spherical geometries, for j= 0, 1, 2,
yields an explicit relation for the critical energy:

Ej,cr = kjρ1 D2
CJ�

j+1
ig , (14.8.1)

where kj = 1, 3.93, 5.31 for the three geometries, for γ = 1.4. Equation (14.8.1) gives
the important relationship that the critical energy for a spherical blast wave varies
with the cube of the induction length of the detonation wave.

Surprisingly, the above result underpredicts the experimentally determined critical
energy by a huge amount—approximately six to eight orders of magnitude. If instead
of using the ZND induction length, we substitute the real thickness of the detona-
tion wave structure, which is of the order of the dimension of a cell, the criterion
still underestimates the experimentally determined critical energy in the spherical
geometry, but yields reasonable agreement for the planar initiation. These consid-
erations then suggest that the Zel’dovich criterion still captures the correct physics,
but only when the front is not curved. It thus appears that significantly more energy
is required to establish a self-sustained curved detonation front. This brings us back
to the discussion of the eigenvalue structure of detonations, and particularly to the
detonation structure in the presence of mass divergence after a flow has crossed a
curved shock that is convex relative to the upstream flow, as would occur in the out-
wardly propagating spherical or cylindrical waves. The divergence of the streamlines
introduces attenuating effects on the front, and hence inhibits the ease of initiation
of these waves. This mechanism is demonstrated in the following.

14.8.2. Curvature-Induced Quenching Limit
We now analyze the structure and propagation of a curved detonation wave. The
governing equations for a spherically propagating detonation in the laboratory co-
ordinate are given by

∂ρ

∂t
+ ∂(ρv)

∂r
+ 2ρv

r
= 0 (14.8.2)

∂(ρv)
∂t

+ ∂(ρv2 + p)
∂r

+ 2ρv2

r
= 0 (14.8.3)

∂ρ(h + 1
2v2)

∂t
+ ∂ρu(h + 1

2v2)

∂r
+ 2

r
ρu(h + 1

2v2) − ∂p
∂t

= 0, (14.8.4)

for mass, momentum, and energy conservation, where h is the total enthalpy of the
gas, given by Eq. (14.5.20), and

(hb − hu) = −qc + cp(Tb − Tu) = −qc +
(

γ

γ − 1

) (
pb

ρb
− pu

ρu

)
. (14.8.5)
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Transforming Eqs. (14.8.2) to (14.8.4) to the coordinate attached to the shock front,
which has a radius Rs and propagates with a velocity D, using

τ = t, χ = Rs − r, u = D − v,

we have

∂ρ

∂τ
+ ∂(ρu)

∂χ
+ 2ρ(D − u)

(Rs − χ)
= 0 (14.8.6)

∂(ρu)
∂τ

+ ∂(ρu2 + p)
∂χ

+ 2ρu(D − u)
(Rs − χ)

− ρ
dD
dτ

= 0 (14.8.7)

ρ
∂(h + 1

2 u2)

∂τ
+ ρu

∂(h + 1
2 u2)

∂χ
− ∂p

∂τ
− ρu

dD
dτ

= 0. (14.8.8)

If we assume that the flow is quasi-steady and the detonation structure is quasi-
planar such that Rs is much larger than the detonation structure (Rs � χ), whose
length scale is the induction length �ig, then Eqs. (14.8.6)–(14.8.8) simplify to

d(ρu)
dχ

= −2ρ(D − u)
Rs

(14.8.9)

d(ρu2 + p)
dχ

= −2ρu(D − u)
Rs

(14.8.10)

d(h + 1
2 u2)

dχ
= 0. (14.8.11)

It is instructive to see that Eqs. (14.8.9)–(14.8.11) take the generic form of the eigen-
value structure, Eqs. (14.5.22)–(14.5.24), discussed in Section 14.5.5, with “source”
terms in the mass and momentum equations. In fact, Eq. (14.5.25) is retrieved by
defining the thermicity as

� = −2(D − u)
Rs

− (γ − 1)u
a2

qc
dλ

dχ
. (14.8.12)

The above expression clearly demonstrates the effect of curvature on the detona-
tion structure. In particular, the term 2(D − u)/Rs can be interpreted as the stretch
rate experienced by the expanding spherical wave, having the dimension of 1/s.
This positive stretch causes flow divergence, and hence slows down the subsonic
flow downstream of the shock. At the same time chemical heat release through
dλ/dχ(< 0) tends to increase the flow velocity. Consequently, if the stretch rate is
not large, then a sonic state can be attained, resulting in a steadily propagating deto-
nation wave. However, if the curvature effect is too strong, then a sonic state cannot
be reached and detonation initiation fails.

A formal asymptotic analysis (Yao & Stewart 1995) would require the additional
conservation equation for the reactant concentration. We shall, however, solve this
problem by following the approach of He and Clavin (1994) based on the square-
wave model, in which chemical reaction is suppressed during the induction period,
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and is instantaneously completed at the end of this period. Consequently the chemical
effect on the structure is simply manifested through the induction length, given by
Eq. (14.5.15). The solution with this approach is algebraically simpler and physically
more transparent.

We first integrate Eqs. (14.8.9)–(14.8.11) across the detonation structure, using

χ = 0: u = uu, p = pu, ρ = ρu, h = hu.

χ = �ig: u = ub, p = pb, ρ = ρb, h = hb. (14.8.13)

This yields

ρ̂bûb = D̂ − 2

�̂ig∫
0

ρ̂(D̂ − û)dχ̂ (14.8.14)

γ ρ̂bû2
b + p̂b = (γ D̂2 − 1) − 2γ

�̂ig∫
0

ρ̂û(D̂ − û)dχ̂ (14.8.15)

(
γ

γ − 1

)
p̂b

ρ̂b
+ 1

2
γ û2

b = γ

γ − 1
+ 1

2
γ D̂2 + q̂c, (14.8.16)

where the nondimensional quantities are defined as ρ̂ = ρ/ρu, p̂ = p/pu, χ̂ =
χ/Rs, �̂ig = �ig/Rs, û = u/au, q̂c = qcγ /[cp(γ − 1)Tu]. Note that D̂ is the Mach num-
ber of the detonation propagation velocity.

The terms containing the two integrals in Eqs. (14.8.14) and (14.8.15) represent
effects of curvature. Since we have assumed weak curvature, they are perturbation
terms and as such can be evaluated by using the one-dimensional planar result ρ̂û ≈
ρ̂u D̂CJ = D̂CJ , yielding

2

�̂ig∫
0

ρ̂(D̂ − û)dχ̂ ≈ 2D̂CJ

�̂ig∫
0

(ρ̂ − 1)dχ̂ ≈ 2D̂CJ(ρ̂N,CJ − 1)�̂ig ≈ 4
γ − 1

D̂CJ�̂ig

(14.8.17)

2

�̂ig∫
0

ρ̂û(D̂ − û)dχ̂ ≈ 2D̂2
CJ

�̂ig∫
0

(
1 − 1

ρ̂

)
dχ̂ ≈ 2D̂2

CJ

(
1 − 1

ρ̂N,CJ

)
�̂ig ≈ 4

γ + 1
D̂2

CJ�̂ig.

(14.8.18)
In obtaining the last equalities in Eqs. (14.8.17) and (14.8.18), we have used the strong
shock relation of ρ̂N,CJ ≈ (γ + 1)/(γ − 1). Equations (14.8.17) and (14.8.18) can be
further developed by using a2

b = γ pb/ρb and the CJ condition that the flow in the
burned state is sonic, that is, ub ≈ ab, yielding p̂b/ρ̂b = û2

b. Consequently we have

(γ + 1)ρ̂bû2
b = (γ D̂2 + 1) − 4γ

γ + 1
D̂2

CJ�̂ig (14.8.19)

γ + 1
2(γ − 1)

û2
b = 1

γ − 1
+ 1

2
D̂2 + q̂c

γ
. (14.8.20)
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Using Eqs. (14.8.16), (14.8.19), and (14.8.20), ρ̂b, ûb, and D̂ can be solved. In
particular, ρ̂b can be eliminated by dividing Eq. (14.8.19) by Eq. (14.8.16), resulting
in an expression for ûb, which can be eliminated by combining this expression with
Eq. (14.8.20). By further assuming a large D̂, an expression can be obtained for D̂, as

γ 2

2(γ 2 − 1)
D̂2

(
1 + 8

γ 2 − 1
�̂ig

)2

= 1
γ − 1

+ 1
2

D̂2 + q̂c

γ
. (14.8.21)

Finally, expressing D̂ as D̂ = D̂CJ(1 − ), where  = (D̂CJ − D̂)/D̂CJ is the deficit of
the detonation velocity from its CJ value, substituting it into Eq. (14.8.21), expanding
for  � 1 and �̂ig � 1, and collecting terms of equal order, we obtain the leading
order solution for D̂CJ as

D̂CJ = 2(γ + 1) + 2(γ 2 − 1)
q̂c

γ
→ 2(γ 2 − 1)

q̂c

γ
for large q̂c. (14.8.22)

This result agrees with that of (14.5.1), obtained by taking the limit of large q̂c in
Eq. (7.1.19) for CJ detonation, as should be the case. Results at the next order yields
the relation for the change in the propagation velocity from the CJ value due to the
curvature effect,

 = 8γ 2

(γ 2 − 1)
�̂ig. (14.8.23)

Equation (14.5.15) provides an independent statement on the influence of chem-
istry on the induction length. When referenced to the CJ state, the induction length
is given by

�ig

�ig,CJ
= exp(Ta/TN)

exp(Ta/TN,CJ)
≈ exp

[
β

(TN,CJ − TN)
TN,CJ

]
, (14.8.24)

where β = Ta/TN,CJ is the relevant Arrhenius number for this problem. However,
TN ∼ D̂2 in the limit of a strong shock, which in turn implies that

TN,CJ − TN

TN,CJ
= D̂2

CJ − D̂2

D̂2
CJ

≈ 2  . (14.8.25)

Substituting Eq. (14.8.25) into Eq. (14.8.24) then yields

�ig

�ig,CJ
≈ 2β. (14.8.26)

Eliminating �ig from Eqs. (14.8.23) and (14.8.26) finally results

(2β)e−2β = β
16γ 2

γ 2 − 1
�ig,CJ

Rs
. (14.8.27)

Equation (14.8.27) thus provides the link between the detonation velocity and
the radius of curvature of the front. Figure 14.8.1 shows the classical, dual-solution,
turning point behavior of an inverse C-shaped curve for a fixed radius of curvature,
where we have designated the RHS of Eq. (14.8.27) as K. Between the two solutions,
the lower branch is the physically realistic one because it retrieves the CJ solution as
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(β∆

β∆

)cr=
1
2

e−1

K

Figure 14.8.1. The dual-solution C-curves for curvature-induced detonation quenching.

the detonation radius approaches infinity and the detonation wave becomes planar.
The upper branch is not physical because it requires β → ∞ as Rs → ∞, which
contradicts the requirement that β is an O(1) quantity in the above expansion.

Thus starting from the CJ solution on the lower branch, the detonation velocity
decreases with decreasing radius of curvature and, hence, increasing flow divergence.
Propagation is possible as long as the sonic state can be attained. However, beyond
the critical, turning point, flow divergence is of such a magnitude that a sonic surface
cannot be attained. Consequently the rear expansion waves would penetrate the re-
action zone and significantly attenuate the detonation, rendering steady propagation
not possible. Recognizing that the parameter K indicates the severity of curvature, it
is clear that at the turning point, designating the state of quenching, we have Kcr = e−1

and (2β)cr = 1, or

cr = 1
2β

, (14.8.28)

and no solution exists for K > Kcr.
Knowing Kcr, the critical detonation radius for sustained propagation, Rs,cr, is then

given by evaluating Eq. (14.8.23), as

Rs,cr

�ig,CJ
= β

16eγ 2

γ 2 − 1
, (14.8.29)

which can be generalized to the cylindrical ( j = 1) and spherical ( j = 2) geometries
by replacing the factor 16 on the RHS by 8j.

The factor 16eγ 2/(γ 2 − 1) in Eq. (14.8.29) is a large number, assuming a value
of about 90 for γ = 1.4. Furthermore, since β typically assumes values between 5
and 10, the critical radius for the successful initiation of detonation is 500–1,000
times that of the ignition length. This result is to be contrasted with that of the
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Figure 14.8.2. Combined plots of the decay of the strong blast wave solution and the detonation
quenching C-curve, demonstrating the solution range for direct detonation initiation.

Zel’dovich criterion, which equates the critical radius with the ignition length, that is,
Rs,cr/�ig,CJ = O(1). This exerts an enormous influence on the critical energy needed
to initiate detonation, to be discussed next.

14.8.3. Curvature-Affected Initiation Limit
Knowing the rate of decay of the inert blast wave and the dependence of the deto-
nation velocity on the detonation radius, the detonability of a blast wave initiated by
the deposition of a certain amount of energy E can be readily assessed. Figure 14.8.2
shows solutions for the decay of the spherical blast waves for three values of the
source energy, together with the quenching curve of Eq. (14.8.27). It is then clear
that the blast wave with the source energy E1 is beyond the turning point of the
quenching curve and hence fails to initiate detonation, while that with the source
energy E3 intersects the upper branch of the quenching curve and as such is capable
to initiate the detonation, at the critical radius Rs,cr. Using this critical value, given
by Eq. (14.8.29), for the blast wave radius Rs in the expression for the blast wave en-
ergy, Eq. (14.7.13) then readily yields the critical energy for initiation, for the general
configuration j , as

Ej,cr =
(

8 jeβγ 2

γ 2 − 1

) j+1

kjρ1 D2
CJ�

j+1
ig . (14.8.30)

Comparing Eq. (14.8.30) with that based on the Zel’dovich criterion, Eq. (14.8.1),
shows that the present expression is larger by a factor

(
8 jeβγ 2

γ 2 − 1

) j+1

,
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which has a numerical value of the order of 108 to 109 for the spherical case, and as
such places the critical energy within the right range of observed values. The need to
properly account for effects due to curvature and hence flow divergence is therefore
demonstrated.

14.9. INDIRECT DETONATION INITIATION

There are two major mechanisms through which a detonation can be established
through a progression of increased intensity of subsonic burning, namely synchro-
nized initiation and deflagration-to-detonation transition (DDT). These are sepa-
rately discussed in the following.

14.9.1. Synchronized Initiation
The concept of synchronized initiation can be appreciated by considering a mixture
with a temperature gradient which is preconditioned to explode with different induc-
tion times along the gradient. If ignition is initiated at the high-temperature end of
such a gradient such that compression waves are sent forward, and if the gradient is
of such a nature that successive explosions along it occur upon the arrival of the com-
pression waves generated upstream, then these compression waves are amplified by a
mechanism which is essentially that of the Rayleigh’s criterion, that is, energy sources
are in phase with the acoustic waves. This mechanism was dubbed SWACER (Lee &
Moen 1980) to describe initiation through “Shock Wave Amplification by Coherent
Energy Release.” It requires only the existence of a preconditioned induction time
gradient field in the medium, which can be produced through, for example, ultra-
violet irradiation to generate a gradient of radicals, or turbulent mixing to produce
gradients of temperature and reactant concentrations.

To determine whether a spontaneous wave resulting from an induction time gra-
dient, gig(x), can lead to the formation of a detonation wave, it suffices to compare
the speed of the spontaneous ignition wave, Uspon, which is simply given by 1/gig(x),
with the sonic speed of the gas, a, and the detonation speed D. Based on these pa-
rameters, as well as the laminar flame speed, sL, Zel’dovich (1980) proposed four
different possibilities:

(a) Uspon > D: The reaction wave is so rapid that it resembles a constant volume
explosion.

(b) a < Uspon < D: Transition to detonation through synchronized initiation.
(c) sL < Uspon < a: The reaction wave propagates at nearly the spontaneous wave

speed with small pressure change across it because the compression waves
essentially run away.

(d) Uspon < sL: Diffusion dominates, leading to the formation of the laminar
flame.

The above consideration does not include the close coupling between gasdynamics
and exothermicity via compression and expansion waves that would heat or cool the
medium nonuniformly. Due to the extreme sensitivity of induction delay times to
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temperature variations, this gives rise to highly nonlinear processes that could modify
the limits set by the simple induction time gradient consideration presented above.

14.9.2. Deflagration-to-Detonation Transition
Conceptually, the problem of DDT consists of describing the physical processes that
are responsible for the acceleration of a flame, propagating via mass and heat trans-
port at velocities lower than a few meters per second, to velocities three to four
orders of magnitude higher. At such high velocities convective motion dominates
over molecular transport and ignition is effected mainly by adiabatic shock compres-
sion. Thus we are interested in how the wave changes from a diffusive to a convective
structure. Consider as an example the acceleration process obtained in a smooth tube.
Here, after ignition of a flame at the closed end of the tube, the flame propagates
into the fresh gas. Due to expansion of the burned gas, compression waves are gen-
erated ahead of the diffusion-dominated flame. These compression waves coalesce
to form a shock, which compresses the initial gas to higher temperature and pres-
sure. The acceleration of the leading shock preconditions the medium ahead of the
flame following it by consecutively shortening the induction delay in successive fluid
elements. With increasing velocity of this shock-flame complex, the induction delay
time behind the shock can become in phase with the convective motion in the flame
complex. Spontaneous fast flames can then develop, replacing the diffusive nature of
the flame by a convective nature. This accelerating effect leads to the establishment
of detonation waves when the velocity of the spontaneous wave becomes equal to
that of the detonation.

The flame acceleration processes described above are rationalized on the basis
of laminar flows. However, the smallness of molecular diffusivities, and thereby the
laminar flame speeds, compared with the substantially higher velocity needed to sus-
tain a detonation wave, make the evolution of the system from one mechanism to
the other extremely inefficient. Indeed, predictions for the onset of detonations in
such laminar scenarios would lead to distances on the order of several kilometers!
This is contrary to the very short formation distance observed, say for the case of
Figure 14.9.1 (Urtiew & Oppenheim 1966; Oppenheim 1985) in which the transi-
tion to detonation is accomplished within a distance of about a meter. The images
not only show the coalescence of the compression waves but also the presence of
complex flow. Detailed studies of such phenomena have revealed the importance
of flame wrinkling and turbulent transport. Specifically, it was found that after the
formation of a laminar flame, it can become cellularly unstable by the mechanisms
discussed in Section 10.9. Furthermore, the flow ahead of the flame is accelerated
by the compression waves from the burned products, causing the development of
boundary layers along the walls and the flow to become turbulent overall. The pres-
ence of obstacles also promotes turbulization of the flow and transverse pressure
waves. The subsequent flame interaction with the turbulent flow further wrinkles the
flame surface, amplifies the flame burning rate, strengthens the compression waves
ahead of the flame, and thereby facilitates the transition to detonation.
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Figure 14.9.1. Sequence of schlieren photographs illustrating the transition of a turbulent deflagra-
tion to a detonation wave through the amplification of pressure waves originating near the turbulent
flame brush, in 2H2 + O2 and 0.78 bar initial pressure (Urtiew & Oppenheim 1966).

PROBLEMS

1. The coupling between unsteady compressible flows and chemical reactions,
which deposit energy in the flow and serve as entropy sources, is best exam-
ined by transforming the governing conservation laws in characteristic form.
Starting from the conservation laws for a perfect gas in one dimension, show
that when the entropy is not constant, the characteristic equations are

D± J±
Dt

= a
γ R

D±s
Dt

+
(

γ − 1
γ R

)
a

Ds
Dt

,

where J± are the Riemann variables defined by (14.4.24), s is the entropy, R is
the gas constant, and the differentials are applied along the three family of
characteristics ζ 0, ζ+, and ζ− given by Eqs. (14.4.16) and (14.4.21), that is,

D
Dt

= ∂

∂t
+ v

∂

∂x
and

D±
Dt

= ∂

∂t
+ (v ± a)

∂

∂x
.

Clearly, for nonisentropic flows, the Riemann variables are no longer invariant.
Their variation along the ζ+ and ζ− characteristic directions depends on the rate
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of entropy change along a particle path, as given by the rate of energy release
following a reacting fluid element, and depends also on the “convected” entropy
changes along the ζ+ and ζ− characteristic directions. Given the rate of energy
release following a fluid element

T
Ds
Dt

= qcw,

and appropriate initial conditions, the evolution of a given flow field can be
integrated directly with the system of the three ordinary differential equations
given above along the three characteristic directions (Foa 1960).

2. Derive the entropy increase across a reaction wave in a perfect gas mixture for
fixed initial stagnation state. Show that the entropy at the CJ detonation state is
greater than the entropy at the CJ deflagration state, and that the minimum en-
tropy increase occurs for a constant-pressure combustion process. The entropy
increase can be used to evaluate propulsion efficiencies in steady engines using
different modes of combustion; the penalties growing with entropy increase.
For engines operating with stationary combustion waves, where the entropy
increase throughout the steady flow of the engine occurs mainly across the com-
bustion wave, evaluation of the entropy generation should be referenced to the
upstream stagnation state. Hence, for this type of engines, the analysis indicates
that constant pressure combustion is most beneficial. On the other hand, the
static reference state (Problem 7.3) is more appropriate for engines operating
unsteadily, such as a pulsed device where the gas is ignited intermittently. Con-
sequently, for a given static initial state, detonations appear to be more efficient
than deflagrations based on entropy generation across the combustion wave.
(Foa 1960; Wintenberger & Shepherd 2006)

3. The impact of a strong detonation wave at a rigid wall results in a reflected shock
wave behind which the gas velocity is zero. Show that the pressure behind the
reflected shock is given by

p = 5γ + 1 +
√

17γ 2 + 2γ + 1
2γ

(γ − 1)ρ1qc,

where ρ1qc is the available energy per unit volume of the reactant gas. You
may assume that the detonation wave is a gasdynamic discontinuity where the
relations (14.5.1) for a strong detonation hold for the state behind a freely prop-
agating detonation.

4. Consider a detonation initiated at the closed end of a tube and its subsequent
reflection at the open end of the tube. Figure 14.P.1 illustrates the wave interac-
tions. The reflected expansion wave originating at A interacts nonlinearly with
the Taylor expansion wave until point B and subsequently propagates through
a quiescent medium and reaches the closed wall at C.
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Figure 14.P.1. Wave diagram for a detonation wave reflection at the open end of a tube.

Since the head of the expansion wave propagates along a ζ− characteristic,
with the solution for the v(ζ ) and a(ζ ) profiles in the Taylor wave 2 given in
Section 14.5.3, show that the trajectory AB satisfies the following first-order
ordinary differential equation:

t
dξ

dt
+ 2

γ − 1
γ + 1

(
ξ − DCJ

aCJ
+ γ + 1

γ − 1

)
= 0,

where the similarity variable ξ is defined by ξ ≡ x/taCJ. Integrate this ODE with
appropriate boundary conditions at A to determine the time interval (tB − tA).
Assuming the detonation to be strong, show that the total time between the
detonation initiation at the closed wall (t0) and arrival of the reflected expansion
wave back at the closed wall (tC) is given by

2L
DCJ

(
γ + 1

2γ

) γ+1
2(γ−1)

.

5. The shock-change equation relates the shock pressure to the pressure gradient,
the reaction rate, and the sonic parameter behind the shock. Starting from the
one-dimensional conservation equations, show that in the laboratory frame for
a planar geometry, the rate of change of the shock pressure following the shock
is given by

(
dp
dt

)
shock

≡
(

∂

∂t
+ D

∂

∂x

)
p =

� − ρa2

ρu(D−vu)η
∂p
∂x

1 + ρu(D − vu)(1 − η)−1
(

dv
dp

)
Hugoniot

,

where � is the thermicity given by −(γ − 1)qcw, (dv/dp)Hugoniot a property of
the material relating p and v along the shock Hugoniot, D the shock velocity,
vu the gas velocity ahead of the shock and the sonic parameter is given by

η ≡ 1 − (D − v)2

a2
.
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Clearly, for a nonreactive gas, a positive pressure gradient in the direction of
shock propagation, which can be due to expansions, results in the shock decay.
Show that for a steadily moving shock, the thermicity balances the expansion
due to the pressure gradients. Also show that the above expression results in the
master equation given by Eq. (14.5.25) if the shock is steady. (Fickett & Davis
1979)

6. Show that for a strong detonation (pu = 0) in a perfect gas, the sonic condition
(u = a) can be written uniquely in terms of the density as

ρ∗

ρo
= γ + 1

γ
.

Hint: for a strong detonation, the Rayleigh line is given by p = −ρ2
u D2

(
1
ρ

− 1
ρu

)
.

7. Consider the problem of a steady strong detonation with a constant volumetric
heat loss qL. Show that the energy equation

ρu
d

dx

(
cpT + λqc + u2

2

)
= −qL

can be written uniquely in terms of the density, yielding

1
ρ

dρ

dx
=

(
γ − 1

γ

)
ρ2

ρ2
u

1
D2

(−qc
dλ
dx − qL

ρu D
γ+1
γ

− ρ

ρu

)
.

If the reaction rate is given by an Arrhenius reaction of the form

dλ

dt
= −kλne−Ea/R0T,

show that at the sonic plane, the reaction is not complete (λ∗ �= 0) and the
reactant mass fraction is given by

λ∗ =
[

γ qL

(γ + 1)ρuqck

]1/n

e−Ea(γ+1)2/(nγ D).

By integrating the energy equation between the shock and the sonic plane, show
that the eigenvalue detonation velocity is given implicitly by

D2
CJ − D2

D2
CJ

= qL

ρu DQ
x∗(D) + λ∗(D),

where x∗ is the location of the sonic plane. Using the square wave approxima-
tion of Section 14.8, estimate x∗(D) by assuming it corresponds to the ignition
length lig. Assuming complete reaction at the sonic plane (λ∗ = 0), determine
the maximum value of heat loss permitting the existence of a steady detonation.
(Zel’dovich & Kompaneets 1960)

8. Show that the period of the pulsation of the detonation in Figure 14.6.2 is given
approximately by

2 + √
2(γ − 1)

3 − γ
tig,
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if one assumes a square-wave strong detonation with weak pulsations. In prac-
tice, such oscillations are observed near the stability boundary of real detona-
tions. As the pulsation amplitude grows, much stronger nonlinear pulsations are
established with typical frequencies lower by an order of magnitude.

9. Generalize the strong blast solution of Eq. (14.7.1) for planar and cylindrical
symmetries.
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Clapeyron relation, 19
Clausius–Clapeyron relation, 20, 212, 527, 587,

623
coherent structure, in turbulent flows, 476
cold boundary difficulty, in flame analysis, 249
collision frequency, 63, 143–146
collision integrals, 150t, 151t
collision potential, 148–149
comprehensive mechanism, 124
computational singular perturbation (CSP),

135–137
conservation equations, 158–162

boundary-layer flows, 521
diffusion-controlled system, 170–172,

187–188
spray combustion, 620–621
supersonic combustion, 635

conservation relations, across an interface,
162–163

conserved scalar formulations, 172–182
control volume derivation, 157–163
convection-free formulation, 326–327
cool flames, 113
corrugated flamelet regime, 498–499
counterflow nonpremixed flames

asymptotic chemical structure of, 290–294
computed chemical structure of, 299–301
flame-sheet solution of, 224–227
thermal and dynamic structure of, 227–230

counterflow premixed flames
asymptotic analysis of, 424–428
effects of stretch on, 410–413, 416–422
experimental/computational results on, 428–434

counter-gradient diffusion, 509
coupling functions

formulation, 173–176
jump relations for, 182–185

crossover temperature, 93, 297, 299, 329
curvature, effects of

corner broadening, 448–449
detonation initiation limit, 679–685
flame speed, 422–424
flamefront stability, 458, 465

cyanuric acid, 118–119
cycloalkanes, 86
cylindrical/spherical flames, 268

d2-law
of droplet combustion, 217–222
of droplet vaporization, 214–217

Damköhler number
collision Damköhler number, 188, 247, 311
reaction Damköhler number, 189, 254

deflagration waves, 239
deflagration-to-detonation transition (DDT), 241,

686
delta function closure, in flame analysis, 370
detonation waves

Chapman–Jouguet detonations, 239–240,
654–655

eigenvalue structure of, 662–664
overdriven detonations, 655–656
three-dimensional structure of, 664–674
ZND structure of, 659–662

diffusion coefficients, 143–145
nondimensional numbers, 145–146
second-order, 146

direct detonation initiation, 678–685
curvature-affected limit in, 684–685
Zel’dovich criterion for, 678–679

directed relation graph (DRG), 133–135
direct numerical simulation (DNS), 485
dispersion relations, of flamefront stability

analysis, 461, 464
distinguished limit, in asymptotics, 255
distributed reaction regime, 510
drag coefficient, of droplets, 578
droplet collision, dynamics of, 581–584
droplet combustion

convection effects of, 575–578
d2-law of, 217–222
droplet heating in, 565–569
experimental considerations of, 563–564
experimental results on, 222–224
extinction in, 584–585
fuel vapor accumulation in, 569–572
ignition in, 584–585
images of, 561f, 562f, 580f, 596f
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droplet combustion (cont.)
interaction in, 578–581
microexplosion in, 595–599, 596f, 597f
multicomponent, 585–601
phenomenology of, 560–563
schematic of, 217f, 561f
variable properties in, 572–573

droplet vaporization
d2-law of, 214–217
phenomenology of, 213–214
schematic of, 215f

dual flame extinction states, 442–446
dual flame speed phenomenon, 353–358
dual-solution, for detonation quenching, 683f
Dufour effects, 146, 165
dynamic evolution description, 505

eddy-breakup (EBU) model, 495
edge flames, 544
eigenvalue structure, of detonations, 662–664
element conservation, in chemical systems, 24
element conservation formulation, 178
element mass fraction, 202
emulsions, droplet combustion of, 597–599
energized molecules, 72–73
energy cascade, in turbulence, 481
energy–enthalpy relation, 166
engine knock, 112
enthalpy, 17

of formation, 31, 32t
entropy, 16
equidiffusive flames, results on, 428–430
equilibrium composition

adiabatic flame temperature and, 37–49
hydrocarbon–air mixtures, 26–30

equilibrium constants, 21–22
with condensed phase, 22–24

equilibrium nondiffusive flows, 635–639
equivalence ratio, definition of, 15
ethylene, 42, 43, 87, 100–102
Eucken formula, 154
explosion limits

hydrogen, 89–95, 91f
methane, ethane, propane, 113f

extended flammability limits, 442–446
extinction

droplet combustion, 584–585
nonpremixed flames, asymptotic, 385–392
premixed flames, asymptotic, 367–376
premixed flames, through stretch, 410–415
premixed flames, through heat loss, 339–346
S-curve turning point in, 313–317

Falkner–Skan flows, 524
Fick’s law of mass diffusion, 167
first law of thermodynamics, 16
first/third hydrogen ignition limits, 333–335
flame(s). See also specific types

counterflow, 224–230

nonpremixed, 194–230
standard premixed, 234–301
stretched, 396–471
turbulent, 474–514

flame base standoff distance, 448f
flame chemistry, effects of stretch, 446
flame inhibitors, 79–80
flame initiation, reactions in, 94–95
flame regimes, asymptotic boundaries of,

381–385
flame stabilization, 353–364

blowoff and, 353–364, 446–448
in high-speed flows, 536–537
of lifted flames, 362–364
of nonpremixed flames, 361–362

flame stretch
analysis of, 416–424
effects of flame curvature, 413–414
effects of flame motion, 414–415
extinction by, 416
phenomenology of, 410–416
stretch rate of, 405–410

flame structure
asymptotic, 294–301, 366–394
chemical, 286–294
of premixed flames, 184f, 241–246, 242f
of nonpremixed flames, 184f, 366–394

flame surface element, 405f
flame thickness, 244–246, 341
flame tip temperature, of Bunsen flame, 437f
flame–vortex interaction, schematics of, 498f
flame wrinkling, 403–404
flamefront instabilities, 456–471
flamelet modeling, 500–501, 506–509
flammability limits, 346–353, 347t

fundamental limits of, 348–353
flashback mechanism, 359, 360f, 361f
flat-burner flame, 266–268, 353–358
formaldehyde, 96
fractal, in turbulent flames, 503–505
Frank-Kamenetskii solution, 253–255,

344–346
frozen equilibrium, 44, 45f
frozen flows, 635–639
fuel(s), 3–4

aliphatic, bond energies in, 107t
classification of, 85–89
high-energy-density, 43

fuel oxidation kinetics, 84–139
semiglobal mechanisms, 122–124
theory of mechanism reduction, 132–137

fuel vapor accumulation, in droplet combustion,
569–572

fuel-bound nitrogen, 33
full-width-at-half-maximum (FWHM) thickness,

452–454

gas-phase transient diffusion, 573–575
G-equation, for flame surface, 399–400
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Germano identity, 493
Gibbs function, 17
Gibbs–Duhem equation, 19
gradient transport models, 487–491
Grashof number, 552, 556, 561, 576
group combustion, of sprays, 615–617

H-abstraction–C2H2-addition (HACA)
mechanism, for soot formation, 121–122

halogen–hydrogen systems, 74–76
hard-sphere collision, 62–63, 70, 148
hard-sphere potential, 148
heat

capacities, 35–37, 39t
of combustion, 31–34
conduction, 144
flux vector, 163–164
of formation, 31–34
of reaction, 31–34

bond energies and, 34–35
estimation of, 34–35
from Kp(T), 34–35

transfer number, 216, 219
of vaporization, 20t

heat loss
on flame extinction, 339–344
on flame stability, 469–471
with stretch, 415

Helmholtz function, 17
heterogeneous laminar flames, 625–631
high-energy-density fuels, 43
high-pressure combustion, of droplets, 573
Hirschfelder’s formula, 154
Howarth–Dorodnitzyn transformation, 521,

557
Hugoniot lines, 236
Huygens’ principle, 401
hydrazine, 89
hydrocarbon oxidation

equilibrium calculations, 26–27
general considerations of, 95–96
at low/intermediate temperatures,

112–115
at high temperatures, 103–109

hydrodynamic stretch, 399–410
hydrogen ignition, by heated air, 327–339
hydrogen–halogen system, 74–76
hydrogen–oxygen

explosion limits of, 89–95, 91f
oxidation mechanism of, 124–131

ideal gas equation of state, 166
ignition

in boundary-layer flows, 529–537
in droplet combustion, 584–585
along flat plate, 530–533, 550–551
by hot surface, 317–327
of hydrogen, by heated air, 327–339
in mixing-layer flows, 533–536

phenomenological considerations of, 305–317
at stagnation point, 529–530

ignition delay, 80, 96, 114, 125, 308, 661
indirect detonation initiation, 685–687
inertial subrange, of turbulence, 481, 493
initiation reactions, in flames, 94–95
integral analysis, 250–253, 416–424
integral scale, of turbulence, 480–483, 504
intermittency, of turbulence, 476, 512–513
intrinsic low-dimensional manifold (ILDM), 132
inversion/tip opening, of Bunsen flame, 450–452
inwardly propagating flame (IPF), 431
isentropic flows, 650–651
isobaric assumption, of subsonic flows,168

JANAF tables. See Joint Army–Navy–Air Force
tables

Jacobian analysis, 132
jet flows, 537–548

flame stabilization in, 542–548
nonpremixed flames, height of, 540–542
similarity solution of, 538–540

Joint Army–Navy–Air Force (JANAF) tables, 21,
22

joint probability density function, 478
jump relations

for coupling functions, 182–185
in delta function closure, 372–373

Karlovitz number, 397, 409, 419, 421, 462, 497
kinetic feedback, v. thermal feedback, 335
kinetic theory, of gases, 146–155
Kolmogorov scale, and eddy, 482, 485, 496

laminar burning velocities. See laminar flame
speeds

laminar flame speeds
dependence on adiabatic flame temperature,

275–277
dependence on freestream temperature,

282–283
dependence on molecular structure, 277–278
dependence on pressure, 278–281
of ethane/ethylene/acetylene, 278f
laminar burning flux and, 244–246, 252, 263,

340, 354, 370, 396, 421, 536, 630
linear extrapolation for, 267f, 273f
of methane/ethane/propane, 276f
methods of determination, 263–274
numerical computation of, 273–274

laminar flames, 81
aerodynamics of, 396–471
heterogeneous, 629–631
regimes of turbulent flames, 498

laminar premixed flames, 234–301
approximate analyses of, 250–255
asymptotic analysis of, 255–263
determination of parameters of, 439–442
integral analysis of, 250–253
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Landau–Darrieus instability, 458, 461, 464
Landau propagation, 400–403
Laplace equation, 177, 579
large eddy simulation (LES), 491–493
law of mass action, 52, 63
Le Châtelier’s rule, of flammability limits,

348
Lennard–Jones 6–12 potential, 148, 148f
Lewis number, 146, 174, 410–415
lifted flames, stabilization of, 362, 542
limit phenomena, 303–364
linearized nozzle flows, 646–647
Lindemann theory, 68–70
local coupling function, 176–177
local similarity, in boundary layers, 532
lower flammability limit (LFL), 346

Mach number, 168, 236, 549
Mach reflection, 667–671
major species model, 28–30
Markstein length, 440
Markstein number, 420, 450
Maxwell velocity distribution, 62, 619
mass action, law of, 52, 63
mass fraction, 166–167
mass transfer number, 215, 220
Maxwell velocity distribution, 62
mean free path, 144, 145
mechanism reduction, theories of, 131–139
mechanism validation, 137–139
metal particle combustion, 611–612
methane

autoignition of, 96–99
explosion limits of, 113f
oxidation of, 95–100

method of characteristics, 647–653
microexplosion, of droplets, 595–599, 596f,

597f
minimum ignition energies, 305–307
minor species model, 30
miscible mixtures, in droplet combustion, 586
mixing layer, ignition in, 533–536
mixing length hypothesis, in turbulence, 488
mixture fraction, 179–182, 299

formulation for near-equilibrium regime,
392

mixture fraction modeling, in turbulent
combustion, 511–514

molar fraction, 166–167
molecularity, 57–58
monopropellant, 43, 632
multicomponent droplet combustion, 585–601

alcohols, 599–601, 600f, 601f
emulsions, 597–599
microexplosion of, 595–597, 596f, 597f
of miscible mixtures, 586–595
of reactive liquid propellants, 599–601, 602f
of slurries, 597–599

multiple criticality, in staged ignition, 338

naphthalene, 88
natural convection, in boundary layers, 551
near-equidiffusion formulation, 177
near-equilibrium (N.E.) regime, 378, 388

mixture fraction formulation for, 392
nearly frozen (N.F.) regime, 381, 385
negative temperature coefficient, 114
Neumann state, 659–663
nitrogen oxides (NOx), 2, 4, 115

control of, 117–119
formation mechanisms of, 116–119
removal of, 119

nitrous oxide (N2O), 116
nondimensional numbers, 145–146, 188–190
nonequidiffusive flames

experimental/computational results on, 429–439
mixtures for, 429t

nonpolar–nonpolar interactions, 149
nonpremixed laminar flames, 9f, 184f, 185, 195f

adiabatic flame temperature of, 186–187
asymptotic chemical structure of, 299–301
computed chemical structure of, 290– 294
structure classification of, 376–385

nonpremixed turbulent combustion, 509–514
mixture fraction modeling for, 511–514
regimes of, 509–510, 511f

normalized equivalence ratio, 16, 40, 187, 198,
440

nozzle flows, in supersonic flows, 646
Nusselt number correlation, 326

olefins. See alkenes
outwardly propagating flames (OPF), 268, 431
overdriven detonations, 655–656
oxidation

acetylene, 100–102
alcohols, 102–103
aromatics, 109–112
C2 hydrocarbons, 100–102
CO, 94–95
ethylene, 100–102
H2–CO mixtures, 90t, 94
hydrocarbons, 26–27, 95–96, 112–115
hydrogen, 89–93, 90t
methane, 95–100
n-heptane, 114f
propene, 107–109
propyne, 88

paraffins. See alkanes
partial burning (P.B.) regime, 380, 386
partial equilibrium approximation, 55
Peclet number, 204, 208f, 566, 588
phase equilibrium, 18–21
phenomenological law, of reaction rates, 52
polar–polar interactions, 149
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pollutants, chemistry of formation, 115–122
polycyclic aromatic hydrocarbons (PAHs), 119
polyolefins, 87
potential parameters, 152t, 153t
Prandtl number, 145
premixed laminar flames, 9f, 184–185

adiabatic flame temperature of, 185
approximate analyses of, 250–255
asymptotic analysis of, 255–263
asymptotic chemical structure of, 296–299
cold boundary difficulty in, 249
computed chemical structure of, 286– 290
determination of parameters of, 439–442
integral analysis of, 250–253
mathematical formulation for, 246, 368
stabilization at burner rim of, 358–361
thickness of, 282f

premixed flame (P.F.) regime, 379, 387
premixed turbulent combustion, 496–509

flamelet modeling for, 506–509
regimes of, 496–500, 497f

pressure effects
on adiabatic flame temperature, 48f
on laminar flame speeds, 278–281

pressure tensor, 163–164
probability density function, 493–494
progress variable formulation, 182
prompt NO, 116
pulsating instability, mechanism of, 466–469

QRRK theory, 71
quasi-steady-state (QSS) assumption, 125
quenching distances, 305–307

Rankine–Hugoniot relations, 235–237, 660f
RANS models, 486–491
Raoult’s law, 588, 598
rapid compression machine, 80
RAPRENOx, 118
Rayleigh line, 236
reaction(s)

backward, 53
chain-branching, 76–79, 91, 94, 290, 352
chain-carrying, 74, 77, 97
chain-termination, 74, 78, 97, 280, 296, 352
elementary, 52
forward, 53
global, 56–57
irreversible, 53
multiple, 24, 54
reversible, 53
semiglobal, 56–57
straight-chain, 74–76
unimolecular, 67–74

reaction order, 57–58, 69, 97, 307, 533
of methane and hydrogen flames, 280–281

reaction rate(s), 51–52
collision theory of, 62–64

phenomenological law of, 52–58
profile, effects of activation energy, 61f
transition state theory of, 64–67
unimolecular reaction theory of, 67–74

reaction sheet, 182–187, 194–195
reactive liquid propellants, 599–601
reduced mechanisms, 56, 125, 295, 305
renormalization theories, 505–506
restricted equilibrium, 25
Reynolds stress models, 490–491
Rosin–Rammler distribution, 619
RRK theory, 70–71
RRKM theory, 71

scalar dissipation rate, 394, 510, 514
Schmidt number, 145, 488, 541
S-curve, 313–317, 314f, 321, 328, 584
second law of thermodynamics, 16
second-order diffusion, 146
selective non-catalytic reduction (SNCR), 118
Semenov criterion, 309–311, 310f
sensible energy, 35–37
sensible enthalpy, 38t
sensitivity analysis

of hydrogen-oxygen mechanism, 126f
in mechanism reduction, 132–133

shock polar, for Mach reflection, 670f
Shvab-Zel’dovich formulation, 173–176
similarity solution, 325, 516, 517, 521, 525, 531,

539, 554
skeletal mechanism, reduction to, 125–128
slender bodies, supersonic flow over, 643–644
Smagorinsky model, in turbulence, 493
soot, formation, 119–122
Soret diffusion, 146, 164
sound dispersion, 641
specific heat, 44
speed of sound, 636–637
spray combustion

in dense sprays, 615–617
distribution function in, 619–620
phenomenology of, 613–617
spray equation for, 618–619
statistics of, 617–620

spray vaporization, adiabatic, 621–625
staged ignition, and multiple criticality, 338
stagnation flame, 407–413

method, for laminar flame speeds, 269–273
stagnation point, ignition at, 529–530
steady-state approximation, 54–55
Stefan flow, 195, 208–213, 214
steric factor, 64, 67
Stockmayer potential, 149
stoichiometry, 15–16
stretch

flame stretch, 266, 398, 410
hydrodynamic stretch, 398, 399

stretchless flames, 409
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strain rate, 226, 328–330
supersonic boundary-layer flows, 548–551

ablating surface, 549
ignition along flat plate, 550

SWACER, for detonation initiation, 685
synchronized initiation of detonation, 685

Taylor expansion waves, 656–659
temperature recovery, in supersonic flows,

549–551
thermal conductivity coefficient, 144–146
thermal diffusivity, 145–146
thermal explosions

adiabatic, 307–309
nonadiabatic, 309–311

thermal feedback, v. kinetic feedback, 335
thermal NO, 116
threshold, of soot formation, 28
transition state theory, of reaction rates,

64–67
transport coefficients, 151–155
transport phenomena, 141–155
tribrachial flame, 543–544
trinitrotoluene (TNT), 33
triple shock interactions, 671–673, 672f
triple shock structure, 667–671, 668f, 669f
Troe’s fall-off formula, 71–72
turbulence scales, 480–483, 483f
turbulent burning velocities, 500–506

dynamic evolution description of, 505
fractal description of, 503–505
renormalization theories of, 505–506
vector description of, 502–503
wrinkled flamelet description of, 502f

turbulent combustion
direct numerical simulation (DNS) of, 485
origin/structure of turbulence, 474–477
probabilistic description of, 477–480

RANS model of, 486–491
simulation/modeling of, 483–496

turbulent diffusivity, 486
turbulent kinematic viscosity, 542
turbulent Reynolds number, 481, 482, 487, 493,

497
turnover time, 481, 483, 485, 505, 510
two-equation model, in turbulence, 489
two-phase flows, combustion in, 559–631

unimolecular reactions, 67–74
upper flammability limit (UFL), 346

Van’t Hoff equation, 35
vapor pressure, 20, 28, 587, 698
vinyl, 87, 105
viscosity coefficient, 144
volumetric heat loss, 339–346

weakly perturbed flows, 640–644
Weber number, 581, 618
well-stirred reactor (WSR), 81

analogy, for ignition and extinction, 311–313
regime, in turbulent flames, 499–500

wet-bulb temperature, 212–213, 213f
wrinkled flame

regime in turbulent flame structure, 498
structure of stretched flames, 397
turbulent burning velocities for, 501–506

Zel’dovich criterion, for detonation initiation,
678–679

Zel’dovich mechanism, for NO formation, 116
Zel’dovich number, 189
Zel’dovich–von Neumann–Döring (ZND)

structure
of detonation waves, 659–664
pulsating instability of, 665–667




