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Preface  

It is increasingly becoming accepted that renewable energy has a decisive 
place in the future energy system and that the “future” may not be very far 
away, considering not just issues of greenhouse gas emissions and the fi-
niteness of fossil and nuclear resources, but also their uneven distribution 
over the Earth and the increasing political instability of precisely those re-
gions most endowed with the remaining non-renewable resources. 

Renewable energy sources have been the backbone of our energy system 
during most of human history, interrupted by a brief interval of cheap fuels 
that could be used for a few hundred years in a highly unsustainable way. 
Unfortunately, this interval has also weakened our sensibility over wasteful 
uses of energy. For a long time, energy was so cheap that most people did 
not think it worthwhile to improve the efficiency of energy use, even if there 
was money to save. Recent analysis has shown that a number of efficiency 
improvements that would use already existing technology could have been 
introduced at a cost lower than that of the energy saved, even at the prevail-
ing low prices. We now know that any renewal of our energy supply- 
system would probably be more (although not necessarily a lot more) ex-
pensive than the present cost of energy, and although this book is about the 
prospects for filling our future energy needs with a range of renewable 
technologies, it must still be emphasised that carrying though all efficiency 
improvements in our conversion system, that can be made at lower cost than 
the new system, should be done first, and thereby buying us more time to 
make the supply transition unfold smoothly. 

This book is based on the energy conversion, transmission and storage 
parts of the author’s Renewable Energy, the book that in 1979 placed the topic 
on the academic agenda and actually got the term “renewable energy” ac-
cepted. While Renewable Energy (now in its third edition) deals with the 
physical, technical, social, economic and environmental aspects of renew-
able energy, the present book concentrates on the engineering aspects, in 
order to provide a suitable textbook for the many engineering courses in re-
newable energy coming on-line, and hopefully at the same time providing a 
handy primer for people working in this important field. 

 

Gilleleje, June 2007,  Bent Sørensen 
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Units and conversion factors  
 

Powers of 10¤ 
Prefix  Symbol Value   Prefix  Symbol Value 

atto  a  10-18   kilo  k  103 
femto  f  10-15   mega  M  106 
pico  p  10-12   giga  G  109 

nano  n  10-9   tera  T  1012 
micro  µ  10-6   peta  P  1015 
milli  m  10-3   exa  E  1018 
 

SI units 
Basic unit    Name   Symbol 

length     metre   m 
mass     kilogram  kg 
time     second  s 
electric current   ampere  A 
temperature    Kelvin  K 
luminous intensity   candela  cd 
plane angle    radian  rad 
solid angle    steradian  sr 
amount#    mole   mol 
 
Derived unit    Name   Symbol Definition 

energy    joule   J  kg m2 s-2 
power    watt   W  J s-1 
force     newton  N  J m-1 
electric charge   coulomb  C  A s 
potential difference  volt   V  J A-1 s-1 
pressure    pascal   Pa  N m-2 
electric resistance   ohm   Ω  V A-1 
electric capacitance  farad   F  A s V-1 
magnetic flux   weber   Wb  V s 
inductance    henry   H  V s A-1  
magnetic flux density  tesla   T  V s m-2 
luminous flux   lumen  lm  cd sr 
illumination    lux   lx  cd sr m-2 
frequency    hertz   Hz  cycle s-1 
                                                           
¤ G, T, P, E are called milliard, billion, billiard, trillion in Europe, but billion, trillion, 
quadrillion, quintillion in the USA. M as million is universal. 
# The amount containing as many particles as there are atoms in 0.012 kg 12C. 
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ix

 Conversion factors 
Type Name    Symbol Approximate value 

energy electon volt   eV  1.6021 × 10-19 J 
energy erg    erg  10-7  J (exact) 
energy calorie (thermochemical) cal  4.184 J 
energy British thermal unit  Btu  1055.06 J 
energy Q    Q  1018 Btu (exact) 
energy quad    q  1015 Btu (exact) 
energy tons oil equivalent  toe  4.19 × 1010 J 
energy barrels oil equivalent bbl  5.74 × 109 J 
energy tons coal equivalent  tce  2.93 × 1010 J 
energy m3 of natural gas    3.4 × 107 J 
energy kg of methane     6.13 × 107 J 
energy m3 of biogas     2.3 × 107 J 
energy litre of gasoline    3.29 × 107 J 
energy kg of gasoline     4.38 × 107 J 
energy litre of diesel oil    3.59 × 107 J 
energy kg of diesel oil/gasoil   4.27 × 107 J 
energy m3 of hydrogen at 1 atm   1.0 × 107 J 
energy kg of hydrogen    1.2 × 108 J 
energy kilowatt hour   kWh  3.6 × 106 J 
power horsepower   hp  745.7 W 
power kWh per year   kWh/y 0.114 W 
radioactivity curie    Ci  3.7 × 108 s-1 

radioactivity becqerel   Bq  1 s-1 
radiation dose rad    rad  10-2 J kg-1 
radiation dose gray    Gy  J kg-1 
dose equivalent rem    rem  10-2 J kg-1 

dose equivalent sievert    Sv  J kg-1 
temperature degree Celsius  °C  K — 273.15 
temperature degree Fahrenheit  °F  9/5  C+ 32 
time minute    min  60 s (exact) 
time hour    h  3600 s (exact) 
time year    y  8760 h 
 
continued next page  
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 x 

 
Type Name    Symbol Approximate value 

pressure atmosphere   atm  1.013 × 105 Pa 
pressure bar    bar  105 Pa 
pressure pounds per square inch psi  6890 Pa 
mass ton (metric)   t  103 kg 
mass pound    lb  0.4536 kg 
mass ounce    oz  0.02835 kg 

length Ångström   Å  10-10 m 
length inch    in  0.0254 m 
length foot    ft  0.3048 m 
length mile (statute)   mi  1609 m 
volume litre    l  10-3 m3   
volume gallon (US)     3.785 × 10-3 m3  
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The structure of this book is to start with general principles of energy con-
version and then move on to more specific types of conversion suitable for 
different classes of renewable energy such as wind, hydro and wave energy, 
solar radiation used for heat or power generation, secondary conversions in 
fuel cell or battery operation, and a range of conversions related to biomass, 
from traditional combustion to advanced ways of producing liquid or gase-
ous biofuels. 

Because some of the renewable energy sources are fundamentally inter-
mittent, and sometimes beyond what can be remedied by regional trade of 
energy (counting on the variability being different in different geographical 
regimes), energy storage must also be treated as an important partner to 
many renewable energy systems. This is done in the final chapters, after a 
discussion of transmission or transport of the forms of energy available in a 
renewable energy system. In total, the book constitutes an introduction to all 
the technical issues to consider in designing renewable energy systems. The 
complementary issues of economy, environmental impacts and planning 
procedures, as well as a basic physical-astronomical explanation of where 
the renewable energy sources come from and how they are distributed, may 
be found in the bulkier treatise of Sørensen (2004). 

If used for energy courses, the teacher may find the “mini-projects and 
exercises” attached at the end useful. They comprise simple problems but in 
most cases can be used as mini-projects, which are issues discussed by indi-
vidual students or groups of students for a period of one to a couple of 
weeks, and completed by submission of a project report of some 5-25 pages 
for evaluation and grading. These mini-projects may involve small com-
puter models made by the students for getting quantitative results to the 
problems posed.  

General principles do not wear with time, and the reference list contains 
many quite old references, reflecting a preference for quoting those who first 
discussed a given issue rather than the most recent marginal improvement. 
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A large number of energy conversion processes take place in nature. Man is 
capable of performing a number of additional energy conversion processes 
by means of various devices invented during the history of man. Such de-
vices may be classified according to the type of construction used, according 
to the underlying physical or chemical principle, or according to the forms 
of energy appearing before and after the action of the device. In this chapter, 
a survey of conversion methods, which may be suitable for the conversion of 
renewable energy flows or stored energy, will be given. A discussion of 
general conversion principles will be made below, followed by an outline of 
engineering design details for specific energy conversion devices, ordered 
according to the energy form being converted and the energy form obtained. 
The collection is necessarily incomplete and involves judgment about the 
importance of various devices.  
 

2.1 Conversion between energy forms 

For a number of energy forms, Table 2.1 lists some examples of energy con-
version processes or devices currently in use or contemplated, organised 
according to the energy form emerging after the conversion. In several cases 
more than one energy form will emerge as a result of the action of the de-
vice, e.g. heat in addition to one of the other energy forms listed. Many de-
vices also perform a number of energy conversion steps, rather than the 
single ones given in the table. A power plant, for example, may perform the 
conversion process chain between energy forms: chemical → heat → me-
chanical → electrical. Diagonal transformations are also possible, such as 
conversion of mechanical energy into mechanical energy (potential energy 
of elevated fluid → kinetic energy of flowing fluid → rotational energy of 
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turbine) or of heat into heat at a lower temperature (convection, conduction). 
The second law of thermodynamics forbids a process in which the only 
change is that heat is transferred from a lower to a higher temperature. Such 
transfer can be established if at the same time some high-quality energy is 
degraded, e.g. by a heat pump (which is listed as a converter of electrical 
into heat energy in Table 2.1, but is discussed further in Chapter 6). 

 

Initial ener-
gy form 

Converted energy form 

 Chemical Radiant Electrical Mechanical Heat 

Nuclear     Reactor 

Chemical   Fuel cell, 
battery dis-

charge 

 Burner, 
boiler 

Radiant Photolysis  Photovoltaic 
cell 

 Absorber 

Electrical Electrolysis, 
battery charg-

ing 

Lamp, 
laser 

 Electric 
motor 

Resistance, 
heat pump 

Mechanical   Electric gen-
erator, MHD 

Turbines Friction, 
churning 

Heat   Thermionic & 
thermoelectric 

generators 

Thermody-
namic en-

gines 

Convector, 
radiator, 
heat pipe 

 

Table 2.1. Examples of energy conversion processes listed according to the initial 
energy form and one particular converted energy form (the one primarily wanted). 
 

The efficiency with which a given conversion process can be carried out, 
i.e. the ratio between the output of the desired energy form and the energy 
input, depends on the physical and chemical laws governing the process. 
For the heat engines, which convert heat into work or vice versa, the de-
scription of thermodynamic theory may be used in order to avoid the com-
plication of a microscopic description on the molecular level (which is, of 
course, possible, e.g. on the basis of statistical assumptions). According to 
thermodynamic theory (again the “second law”), no heat engine can have an 
efficiency higher than that of a reversible Carnot process, which is depicted 
in Fig. 2.1, in terms of different sets of thermodynamic state variables, 

 

(P, V) = (pressure, volume), 
(T, S) = (absolute temperature, entropy), 
 

and 
 

(H, S) = (enthalpy, entropy). 
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Figure 2.1. The cyclic Carnot process in different representations. Traversing the cycle 
in the direction 1→ 2→ 3→ 4 leads to the conversion of a certain amount of heat into 
work (see text for details). 

 
The change of the entropy S during a process (e.g. an energy conversion 

process), which brings the system from a state 1 to a state 2, is defined by 
 

 1 ,d∆ 2

1
∫ −=

T

T
QTS         (2.1)

  
 

where the integral is over successive infinitesimal and reversible process 
steps (not necessarily related to the real process, which may not be reversi-
ble), during which an amount of heat dQ is transferred from a reservoir of 
temperature T to the system. The imagined reservoirs may not exist in the 
real process, but the initial and final states of the system must have well-
defined temperatures T1 and T2 in order for (2.1) to be applicable. The en-
tropy may contain an arbitrary common constant fixed by the third law of 
thermodynamics (Nernst’s law), which states that S may be taken as zero at 
zero absolute temperature (T = 0).  
    The enthalpy H is defined by 

 

H = U+PV, 
 

in terms of P, V and the internal energy U of the system. According to the 
first law of thermodynamics, U is a state variable given by 

∆U = ∫ dQ + ∫ dW,        (2.2) 
 

in terms of the amounts of heat and work added to the system [Q and W are 
not state variables, and the individual integrals in (2.2) depend on the paths 
of integration]. The equation (2.2) determines U up to an arbitrary constant, 
the zero point of the energy scale. Using the definition (2.1), 

 

dQ = T dS 
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and 
 

dW = — P dV, 
 

both of which are valid only for reversible processes The following relations 
are found among the differentials: 

 

dU = T dS — P dV, 

dH = T dS + V dP.        (2.3) 
  

These relations are often assumed to have general validity. 
If chemical reactions occur in the system, additional terms µi dni should 

be added on the right-hand side of both relations (2.3), in terms of the 
chemical potentials µi (see e.g. Maron and Prutton, 1959). 

For a cyclic process such as the one shown in Fig. 2.1, ∫ dU = 0 upon re-
turning to the initial locus in one of the diagrams, and thus according to 
(2.3) ∫ T dS = ∫ P dV. This means that the area enclosed by the path of the 
cyclic process in either the (P, V) or the (T, S) diagram equals the work —W 
performed by the system during one cycle (in the direction of increasing 
numbers on Fig. 2.1). 

The amount of heat added to the system during the isothermal process 2-
3 is ∆ Q23 = T(S3 — S2), if the constant temperature is denoted T. The heat 
added in the other isothermal process, 4-1, at a temperature Tref, is ∆ Q41 = 
−Tref (S3 — S2). It follows from the (T, S) diagram that ∆ Q23 + ∆ Q41 = −W. The 
efficiency by which the Carnot process converts heat available at tempera-
ture T into work, when a reference temperature of Tref is available, is then 

 

.
23 T

TT

Q
W ref−

=
∆
−=η         (2.4) 

 

The Carnot cycle (Fig. 2.1) consists of four steps: 1-2, adiabatic compres-
sion (no heat exchange with the surroundings, i.e. dQ = 0 and dS = 0); 2-3, 
heat drawn reversibly from the surroundings at constant temperature (the 
amount of heat transfer ∆ Q23 is given by the area enclosed by the path 2-3-5-
6-2 in the (T, S)-diagram); 3-4, adiabatic expansion; and 4-1, heat given away 
to the surroundings by a reversible process at constant temperature 
[⎜∆Q41⎜equal to the area of the path 4-5-6-1-4 in the (T, S)-diagram]. 

 The (H, S)-diagram is an example of a representation in which energy 
differences can be read directly on the ordinate, rather than being repre-
sented by an area. 

It requires long periods of time to perform the steps involved in the Car-
not cycle in a way that approaches reversibility. As time is important for 
man (the goal of the energy conversion process being power rather than just 
an amount of energy), irreversible processes are deliberately introduced into 
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the thermodynamic cycles of actual conversion devices. The thermodyna-
mics of irreversible processes are described below using a practical ap-
proximation, which will be referred to in several of the examples to follow. 
Readers without special interest in the thermodynamic description may go 
lightly over the formulae (unless such readers are up for an exam!). 

 

2.2 Irreversible thermodynamics 

The degree of irreversibility is measured in terms of the rate of energy dissi-
pation, 

 

D = T dS/dt,         (2.5) 
 

where dS/dt is the entropy production of the system while held at the con-
stant temperature T (i.e. T may be thought of as the temperature of a large 
heat reservoir, with which the system is in contact). In order to describe the 
nature of the dissipation process, the concept of free energy may be intro-
duced (cf. E.G. Callen, 1960). 

The free energy of a system, G, is defined as the maximum work that can 
be drawn from the system under conditions where the exchange of work is 
the only interaction between the system and its surroundings. A system of 
this kind is said to be in thermodynamic equilibrium if its free energy is 
zero. 

Consider now a system divided into two subsystems, a small one with ex-
tensive variables (i.e. variables proportional to the size of the system) U, S, 
V, etc. and a large one with intensive variables Tref, Pref, etc., which is initially 
in thermodynamic equilibrium. The terms “small system” and “large sys-
tem” are meant to imply that the intensive variables of the large system (but 
not its extensive variables Uref, Sref, etc.) can be regarded as constant, regard-
less of the processes by which the entire system approaches equilibrium. 

This implies that the intensive variables of the small system, which may 
not even be defined during the process, approach those of the large system 
when the combined system approaches equilibrium. The free energy, or 
maximum work, is found by considering a reversible process between the 
initial state and the equilibrium. It equals the difference between the initial 
internal energy, Uinit = U + Uref, and the final internal energy, Ueq, or it may 
be written (all in terms of initial state variables) as 

  

G = U — Tref S + Pref V,        (2.6) 
 

plus terms of the form Σµi,refni if chemical reactions are involved, and similar 
generalisations in case of e.g. electromagnetic interactions. 

If the entire system is closed, it develops spontaneously towards equilib-
rium through internal, irreversible processes, with a rate of free energy 
change 
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assuming that the entropy is the only variable. S(t) is the entropy at time t of 
the entire system, and Ueq(t) is the internal energy that would be possessed 
by a hypothetical equilibrium state defined by the actual state variables at 
time t, that is S(t) etc. For any of these equilibrium states, ∂Ueq(t)/∂S(t) equals 
Tref according to (2.3), and by comparison with (2.5) it is seen that the rate of 
dissipation can be identified with the loss of free energy, as well as with the 
increase in entropy, 
 

D = -dG/dt = Tref dS(t)/dt.       (2.7) 
 

 For systems met in practice, there will often be constraints preventing the 
system from reaching the absolute equilibrium state of zero free energy. For 
instance, the small system considered above may be separated from the 
large one by walls keeping the volume V constant. In such cases the avail-
able free energy (i.e. the maximum amount of useful work that can be ex-
tracted) becomes the absolute amount of free energy, (2.6), minus the free 
energy of the relative equilibrium, which the combined system can be made 
to approach in the presence of the constraint. If the extensive variables in the 
constrained equilibrium state are denoted U0, S0, V0, etc., then the available 
free energy becomes 

 

∆G = (U — U0) — Tref(S — S0)+Pref(V — V0),     (2.8) 
 

eventually with the additions involving chemical potentials. In the form 
(2.6) or (2.8), G is called the Gibbs potential. If the small system is con-
strained by walls, so that the volume cannot be changed, the free energy 
reduces to the Helmholtz potential U − TS, and if the small system is con-
strained so that it is incapable of exchanging heat, the free energy reduces to 
the enthalpy H. The corresponding forms of (2.8) give the maximum work 
that can be obtained from a thermodynamic system with the given con-
straints. 

A description of the course of an actual process as a function of time re-
quires knowledge of “equations of motion” for the extensive variables, i.e. 
equations that relate the currents such as 

 

Js = dS/dt  (entropy flow rate) or JQ = dQ/dt  (heat flow rate), 
 

Jm = dm/dt  (mass flow rate) or Jθ = dθ/dt  (angular velocity),  (2.9) 
 

Jq = dq/dt = I  (charge flow rate or electrical current), etc.    
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to the (generalised) forces of the system. As a first approximation, the rela-
tion between the currents and the forces may be taken as linear (Onsager, 
1931), 

 

Ji = ∑j Lij Fj.         (2.10) 
 

The direction of each flow component is Ji / Ji. The arbitrariness in choosing 
the generalised forces is reduced by requiring, as did Onsager, that the dis-
sipation be given by 

 

D = − dG/dt = ∑i Ji ⋅ Fi.       (2.11) 
 

Examples of the linear relationships (2.10) are Ohm’s law, stating that the 
electric current Jq is proportional to the gradient of the electric potential (Fq ∝ 
grad φ), and Fourier's law for heat conduction or diffusion, stating that the 
heat flow rate Esens = JQ is proportional to the gradient of the temperature. 

Considering the isothermal expansion process required in the Carnot cy-
cle (Fig. 2.1), heat must be flowing to the system at a rate JQ = dQ/dt, with JQ 
= LFQ according to (2.10) in its simplest form. Using (2.11), the energy 
dissipation takes the form 

 

D = T dS/dt = JQ FQ = L-1 JQ
2. 

 

For a finite time ∆t, the entropy increase becomes 
 

 ∆S = (dS/dt) ∆t = (LT)-1 JQ
2 ∆t = (LT∆t)-1 (∆Q)2, 

 

so that in order to transfer a finite amount of heat ∆Q, the product ∆S ∆t 
must equal the quantity (LT)-1 (∆Q)2. In order that the process approaches 
reversibility, as the ideal Carnot cycle should, ∆S must approach zero, which 
is seen to imply that ∆t approaches infinity. This qualifies the statement 
made in the beginning of this subsection that, in order to go through a ther-
modynamic engine cycle in a finite time, one has to give up reversibility and 
accept a finite amount of energy dissipation and an efficiency that is smaller 
than the ideal one (2.4). 

 

2.3 Efficiency of an energy conversion device 

A schematic picture of an energy conversion device is shown in Fig. 2.2, 
sufficiently general to cover most types of converters in practical use (An-
grist, 1976; Osterle, 1964). There is a mass flow into the device and another 
one out from it, as well as an incoming and outgoing heat flow. The work 
output may be in the form of electric or rotating shaft power. 

It may be assumed that the converter is in a steady state, implying that 
the incoming and outgoing mass flows are identical and that the entropy of 
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the device itself is constant, that is, that all entropy created is being carried 
away by the outgoing flows. 

From the first law of thermodynamics, the power extracted, E, equals the 
net energy input, 

  

E = JQ,in — JQ,out + Jm (win − wout ).       (2.12) 
 

The magnitude of the currents is given by (2.9), and their conventional signs 
may be inferred from Fig. 2.2. The specific energy content of the incoming 
mass flow, win, and of the outgoing mass flow, wout, are the sums of potential 
energy, kinetic energy and enthalpy. The significance of the enthalpy to 
represent the thermodynamic energy of a stationary flow is established by 
Bernoulli’s theorem (Pippard, 1966). It states that for a stationary flow, if 
heat conduction can be neglected, the enthalpy is constant along a stream-
line. For the uniform mass flows assumed for the device in Fig. 2.2, the spe-
cific enthalpy, h, thus becomes a property of the flow, in analogy with the 
kinetic energy of motion and, for example, the geopotential energy,  

 

w = wpot + wkin + h.        (2.13) 
 

 

Figure 2.2. Schematic picture of an energy conversion device with a steady−state 
mass flow. The sign convention is different from the one used in (2.2), where all 
fluxes into the system were taken as positive. 

 

The power output may be written  
 

E = — Jθ ⋅ Fθ — Jq ⋅ Fq,        (2.14) 
 

with the magnitude of currents given by (2.9) and the generalised forces 
given by 
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Fθ = ∫  r ×  dFmech(r)  (torque), 

Fq = − grad(φ)    (electric field)     (2.15) 
 

corresponding to a mechanical torque and an electric potential gradient. The 
rate of entropy creation, i.e. the rate of entropy increase in the surroundings 
of the conversion device (as mentioned, the entropy inside the device is 
constant in the steady-state model), is 
 

dS/dt = (Tref)-1 JQ,out — T-1 JQ,in  + Jm (sm,out — sm,in),  
 

where sm,in is the specific entropy of the mass (fluid, gas, etc.) flowing into 
the device, and sm,out is the specific entropy of the outgoing mass flow. JQ,out 
may be eliminated by use of (2.12), and the rate of dissipation obtained from 
(2.7), 

 

D = Tref dS/dt = 

JQ,in (1−Tref/T) + Jm (win − wout — Tref (sm,in − sm,out)) — E = max(E) —E.  (2.16) 
 

The maximum possible work (obtained for dS/dt = 0) is seen to consist of a 
Carnot term (closed cycle, i.e. no external flows) plus a term proportional to 
the mass flow. The dissipation (2.16) is brought in the Onsager form (2.11), 

  

 D = JQ,in FQ,in + Jm Fm + Jθ ⋅ Fθ + Jq ⋅ Fq,     (2.17) 
 

by defining generalised forces  
 

 FQ,in = 1 — Tref / T, 

 Fm = win — wout — Tref (sm,in — sm,out)      (2.18) 
 

in addition to those of (2.15). 
The efficiency with which the heat and mass flow into the device is con-

verted to power is, in analogy to (2.4), 
 

,
, inminQ wJJ

E
+

=η         (2.19) 

 

where the expression (2.16) may be inserted for E. This efficiency is some-
times referred to as the “first law” efficiency, because it only deals with the 
amounts of energy input and output in the desired form and not with the 
“quality” of the energy input related to that of the energy output. 

In order to include reference to the energy quality, in the sense of the sec-
ond law of thermodynamics, account must be taken of the changes in en-
tropy taking place in connection with the heat and mass flows through the 
conversion device. This is accomplished by the “second law” efficiency, 
which for power-generating devices is defined by 
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where the second expression is valid specifically for the device considered in 
Fig. 2.2, while the first expression is of general applicability, when max(E) is 
taken as the maximum rate of work extraction permitted by the second law 
of thermodynamics. It should be noted that max(E) depends not only on the 
system and the controlled energy inputs, but also on the state of the sur-
roundings. 

Conversion devices for which the desired energy form is not work may be 
treated in a way analogous to the example in Fig. 2.2. In the form (2.17), no 
distinction is made between input and output of the different energy forms. 
Taking, for example, electrical power as input (sign change), output may be 
obtained in the form of heat or in the form of a mass stream. The efficiency 
expressions (2.19) and (2.20) must be altered, placing the actual input terms 
in the denominator and the actual output terms in the numerator. If the 
desired output energy form is denoted W, the second law efficiency can be 
written in the general form 

 

η(2. law) = W / max (W).        (2.21) 
 

For conversion processes based on principles other than those considered 
in the thermodynamic description of phenomena, alternative efficiencies 
could be defined by (2.21), with max(W) calculated under consideration of 
the non-thermodynamic types of constraints. In such cases, the name “sec-
ond law efficiency” would have to be modified. 
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A number of thermodynamic cycles, i.e. (closed) paths in a representation of 
conjugate variables, have been demonstrated in practice. They offer exam-
ples of the compromises made in modifying the “prototype” Carnot cycle 
into a cycle that can be traversed in a finite amount of time. Each cycle can 
be used to convert heat into work, but in traditional uses the source of heat 
has mostly been the combustion of fuels, i.e. an initial energy conversion 
process, by which high-grade chemical energy is degraded to heat at a cer-
tain temperature, associated with a certain entropy production. 

Figure 3.1 shows a number of engine cycles in (P, V)-, (T, S), and (H, S)- 
diagrams corresponding to Fig. 2.1. 

The working substance of the Brayton cycle is a gas, which is adiabati-
cally compressed in step 1-2 and expanded in step 3-4. The remaining two 
steps take place at constant pressure (isobars), and heat is added in step 2-3. 
The useful work is extracted during the adiabatic expansion 3-4, and the 
simple efficiency is thus equal to the enthalpy difference H3 — H4 divided by 
the total input H3 — H1. Examples of devices operating on the Brayton cycle 
are gas turbines and jet engines. In these cases, the cycle is usually not 
closed, since the gas is exhausted at point 4 and step 4-1 is thus absent. The 
somewhat contradictory name given to such processes is “open cycles”. 

The Otto cycle, presently used in a large number of automobile engines, 
differs from the Brayton cycle in that steps 2—3 and 4—1 (if the cycle is closed) 
are carried out at constant volume (isochores) rather than at constant pres-
sure. 

The Diesel cycle (common in ship, lorry/truck and increasingly in pas-
senger car engines) has step 2-3 as isobar and step 4-1 as isochore, while the 
two remaining steps are approximately adiabates. The actual designs of the 
machines, involving turbine wheels or piston-holding cylinders, etc., may be 
found in engineering textbooks (e.g. Hütte, 1954). 
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Figure 3.1. Examples of thermodynamic cycles in different representations. For com-
parison, the Carnot cycle is indicated in the (P, S)-diagram (dashed lines). Further 
descriptions of the individual cycles are given in the text (cf. also Chapter 5 for an 
alternative version of the Ericsson cycle). 

 

Closer to the Carnot ideal is the Stirling cycle, involving two isochores (1-
2 and 3-4) and two isotherms. 

The Ericsson cycle has been developed with the purpose of using hot air 
as the working fluid. It consists of two isochores (2-3 and 4-1) and two 
curves somewhere between isotherms and adiabates (cf. e.g. Meinel and 
Meinel, 1976). 
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The last cycle depicted in Fig. 3.1 is the Rankine cycle, the appearance of 
which is more complicated owing to the presence of two phases of the work-
ing fluid. Step 1-2-3 describes the heating of the fluid to its boiling point. 
Step 3-4 corresponds to the evaporation of the fluid, with both fluid and 
gaseous phases being present. It is an isotherm as well as an isobar. Step 4-5 
represents the superheating of the gas, followed by an adiabatic expansion 
step 5-7. These two steps are sometimes repeated one or more times, with 
the superheating taking place at gradually lowered pressure, after each step 
of expansion to saturation. Finally, step 7-1 again involves mixed phases 
with condensation at constant pressure and temperature. The condensation 
often does not start until a temperature below that of saturation is reached. 
Useful work is extracted during the expansion step 5-7, so the simple effi-
ciency equals the enthalpy difference H5 − H7 divided by the total input H6 − 
H1. The second law efficiency is obtained by dividing the simple efficiency 
by the Carnot value (4.4), for T= T5 and Tref =T7. 

Thermodynamic cycles such as those of Figs. 2.1 and 3.1 may be traversed 
in the opposite direction, thus using the work input to create a low tempera-
ture Tref (cooling, refrigeration; T being the temperature of the surround-
ings) or to create a temperature T higher than that (Tref) of the surroundings 
(heat pumping). In this case step 7-5 of the Rankine cycle is a compression 
(8-6-5 if the gas experiences superheating). After cooling (5-4), the gas con-
denses at the constant temperature T (4-3), and the fluid is expanded, often 
by passage through a nozzle. The passage through the nozzle is considered 
to take place at constant enthalpy (2-9), but this step may be preceded by 
undercooling (3-2). Finally, step 9-8 (or 9-7) corresponds to evaporation at 
the constant temperature Tref. 

For a cooling device the simple efficiency is the ratio of the heat removed 
from the surroundings, H7 — H9, and the work input, H5 — H7, whereas for a 
heat pump it is the ratio of the heat delivered, H5 — H2, and the work input. 
Such efficiencies are often called “coefficients of performance” (COP), and 
the second law efficiency may be found by dividing the COP by the corre-
sponding quantity εCarnot for the ideal Carnot cycle (cf. Fig. 2.1), 
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In practice, the compression work H5 — H7 (for the Rankine cycle in Fig. 
3.1) may be less than the energy input to the compressor, thus further reduc-
ing the COP and the second law efficiency, relative to the primary source of 
high-quality energy. 
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If the high-quality energy form desired is electricity, and the initial energy is 
in the form of heat, there is a possibility of utilising direct conversion proc-
esses, rather than first using a thermodynamic engine to create mechanical 
work and then in a second conversion step using an electricity generator. 

 

4.1 Thermoelectric generators 

One direct conversion process makes use of the thermoelectric effect associ-
ated with heating the junction of two different conducting materials, e.g. 
metals or semiconductors. If a stable electric current, I, passes across the 
junction between the two conductors A and B, in an arrangement of the type 
depicted in Fig. 4.1, then quantum electron theory requires that the Fermi 
energy level (which may be regarded as a chemical potential µi) is the same 
in the two materials (µA = µB). If the spectrum of electron quantum states is 
different in the two materials, the crossing of negatively charged electrons or 
positively charged “holes” (electron vacancies) will not preserve the statisti-
cal distribution of electrons around the Fermi level, 

 

f(E) = (exp((E − µi)/kT) + 1)-1,       (4.1) 
 

 

Figure 4.1. Schematic 
picture of a thermo-
electric generator 
(thermocouple). The 
rods A and B are 
made of different 
materials (metals or 
better p- and n-type 
semiconductors). 
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With E being the electron energy and k being the Boltzmann’s constant. The 
altered distribution may imply a shift towards a lower or a higher tempera-
ture, such that the maintenance of the current may require addition or re-
moval of heat. Correspondingly, heating the junction will increase or de-
crease the electric current. The first case represents a thermoelectric genera-
tor, and the voltage across the external connections (Fig. 4.1) receives a term 
in addition to the ohmic term associated with the internal resistance Rint of 
the rods A and B, 

 

 .'int ∫+−=
T

Tref

TIR dαφ∆  

 

The coefficient α is called the Seebeck coefficient. It is the sum of the Seebeck 
coefficients for the two materials A and B, and it may be expressed in terms 
of the quantum statistical properties of the materials (Angrist, 1976). If α is 
assumed independent of temperature in the range from Tref to T, then the 
generalised electrical force (2.15) may be written 

 

 Fq = RintJq − α T FQ,in,          (4.2) 
 

where Jq and Fq,in are given in (2.9) and (2.18). 
Considering the thermoelectric generator (Fig. 4.1) as a particular exam-

ple of the conversion device shown in Fig. 3.1, with no mass flows, the dis-
sipation (2.11) may be written 

 

D = JQFQ + JqFq. 
 

In the linear approximation (2.10), the flows are of the form 
 

JQ = LQQ FQ + LQq Fq, 

Jq  = LqQ FQ + Lqq Fq, 
 

with LQq = LqQ because of microscopic reversibility (Onsager, 1931). Consid-
ering FQ and Jq (Carnot factor and electric current) as the “controllable” vari-
ables, one may solve for Fq and JQ, obtaining Fq in the form (2.24) with FQ = 
FQ,in and 

 

Lqq = (Rint) -1;   LqQ = LQq = α T/Rint. 
 

The equation for JQ takes the form 
 

JQ =  CTFQ + α T Jq,          (4.3) 
 

where the conductance C is given by 
 

C = (LQQLqq −  LQqLqQ)/(LqqT). 
 

Using (4.2) and (4.3), the dissipation may be written 
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   D = CTFQ
2 + Rint Jq

2 ,         (4.4) 
 

and the simple efficiency (2.19) may be written 
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If the reservoir temperatures T and Tref are maintained at a constant value, 
FQ can be regarded as fixed, and the maximum efficiency can be found by 
variation of Jq. The efficiency (4.5) has an extremum at 
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corresponding to a maximum value 
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with Z = α2(RintC)-1. Equation (4.7) is accurate only if the linear approxima-
tion (4.10) is valid. The maximum second law efficiency is obtained from 
(4.29) by division by FQ [cf. (2.20)]. 

The efficiencies are seen to increase with temperature, as well as with Z. Z 
is largest for certain materials (A and B in Fig. 4.1) of semiconductor struc-
ture and small for metals as well as for insulators. Although Rint is small for 
metals and large for insulators, the same is true for the Seebeck coefficient α, 
which appears squared. C is larger for metals than for insulators. Together, 
these features combine to produce a peak in Z in the semiconductor region. 
Typical values of Z are about 2 × 10-3 (K)-1 at T = 300 K (Angrist, 1976). The 
two materials A and B may be taken as a p-type and an n-type semiconduc-
tor, which have Seebeck coefficients of opposite signs, so that their contribu-
tions add coherently for a configuration of the kind shown in Fig. 4.1. 

 

4.2 Thermionic generators 

Thermionic converters consist of two conductor plates separated by vacuum 
or by a plasma. The plates are maintained at different temperatures. One, 
the emitter, is at a temperature T large enough to allow a substantial emis-
sion of electrons into the space between the plates due to the thermal statis-
tical spread in electron energy (4.1). The electrons (e.g. of a metal emitter) 
move in a potential field characterised by a barrier at the surface of the plate. 
The shape of this barrier is usually such that the probability of an electron 
penetrating it is small until a critical temperature, after which it increases 
rapidly (“red-glowing” metals). The other plate is maintained at a lower 
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temperature Tref. In order not to have a build-up of space charge between the 
emitter and the collector, atoms of a substance such as caesium may be in-
troduced in this area. These atoms become ionised near the hot emitter (they 
give away electrons to make up for the electron deficit in the emitter mate-
rial), and for a given caesium pressure the positive ions exactly neutralise 
the space charges of the travelling electrons. At the collector surface, recom-
bination of caesium ions takes place. 

The layout of the emitter design must allow the transfer of large quanti-
ties of heat to a small area in order to maximise the electron current respon-
sible for creating the electric voltage difference across the emitter—collector 
system, which may be utilised through an external load circuit. This heat 
transfer can be accomplished by a so-called “heat pipe” — a fluid-containing 
pipe that allows the fluid to evaporate in one chamber when heat is added. 
The vapour then travels to the other end of the pipe, condenses and gives off 
the latent heat of evaporation to the surroundings, whereafter it returns to 
the first chamber through capillary channels, under the influence of surface 
tension forces. 

The description of the thermionic generator in terms of the model con-
verter shown in Fig. 2.2 is very similar to that of the thermoelectric genera-
tor. With the two temperatures T and Tref defined above, the generalised 
force FQ is defined. The electrical output current, Jq, is equal to the emitter 
current, provided that back-emission from the collector at temperature Tref 
can be neglected and provided that the positive-ion current in the interme-
diate space is negligible in comparison with the electron current. If the space 
charges are saturated, the ratio between ion and electron currents is simply 
the inverse of the square root of the mass ratio, and the positive-ion current 
will be a fraction of a percent of the electron current. According to quantum 
statistics, the emission current (and hence Jq) may be written 

 

 JQ = AT2 exp(− e φe / (kT)),         (4.8)  
 

where φe is the electric potential of the emitter, eφe is the potential barrier of 
the surface in energy units, and A is a constant (Angrist, 1976). Neglecting 
heat conduction losses in plates and the intermediate space, as well as light 
emission, the heat JQ,in to be supplied to keep the emitter at the elevated 
temperature T equals the energy carried away by the electrons emitted, 

 

 JQ,in = Jq (φe + δ + 2kT / e),         (4.9)  
  

where the three terms in brackets represent the surface barrier, the barrier 
effectively seen by an electron due to the space charge in the intermediate 
space, and the original average kinetic energy of the electrons at tempera-
ture T (divided by e), respectively. 
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Finally, neglecting internal resistance in plates and wires, the generalised 
electrical force equals the difference between the potential φe and the corre-
sponding potential for the collector φc, 

 

 − Fq = φc − φe ,        (4.10) 
 

with insertion of the above expressions (4.30) to (4.32). Alternatively, these 
expressions may be linearised in the form (2.10) and the efficiency calculated 
exactly as in the case of the thermoelectric device. It is clear, however, that a 
linear approximation to (4.8), for example, would be very poor. 
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The conversion of heat to shaft power or electricity is generally achieved by 
one of the thermodynamic cycles, examples of which were shown in Fig. 3.1. 
The cycles may be closed as in Fig. 3.1, or they may be “open”, in that the 
working fluid is not recycled through the cooling step (4-1 in most of the 
cycles shown in Fig. 3.1). Instead, new fluid is added for the heating or 
compression stage, and “used” fluid is rejected after the expansion stage. 

It should be kept in mind that the thermodynamic cycles convert heat of 
temperature T into work plus some residual heat of temperature above the 
reference temperature Tref (in the form of heated cooling fluid or rejected 
working fluid). Emphasis should therefore be placed on utilising both the 
work and the “waste heat”. This is done, for example, by co-generation of 
electricity and water for district heating. 

The present chapter looks at a thermodynamic engine concept considered 
particularly suited for conversion of solar energy. Other examples of the use 
of thermodynamic cycles in the conversion of heat derived from solar collec-
tors into work will be given in Chapters 17 and 18. The dependence of the 
limiting Carnot efficiency on temperature is shown in Fig. 17.3 for selected 
values of a parameter describing the concentrating ability of the collector 
and its short-wavelength absorption to long-wavelength emission ratio. The 
devices described in Chapter 18 aim at converting solar heat into mechanical 
work for water pumping, while the devices of interest in Chapter 17 convert 
heat from a solar concentrator into electricity. 

 

5.1 Ericsson hot-air engine  

The engines in the examples mentioned above were based on the Rankine or 
the Stirling cycle. It is also possible that the Ericsson cycle (which was actu-
ally invented for the purpose of solar energy conversion) will prove advan-
tageous in some solar energy applications. It is based on a gas (usually air) 
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as a working fluid and may have the layout shown in Fig. 5.1. In order to 
describe the cycle depicted in Fig. 3.1, the valves must be closed at definite 
times and the pistons must be detached from the rotating shaft (in contrast 
to the situation shown in Fig. 5.1), such that the heat may be supplied at 
constant volume. In a different mode of operation, the valves open and close 
as soon as a pressure difference between the air on the two sides begins to 
develop. In this case, the heat is added at constant pressure, as in the Bray-
ton cycle, and the piston movement is approximately at constant tempera-
ture, as in the Stirling cycle (this variant is not shown in Fig. 3.1). 

The efficiency can easily be calculated for the latter version of the Ericsson 
cycle, for which the temperatures Tup and Tlow in the compression and expan-
sion piston cylinders are constant, in a steady situation. This implies that the 
air enters the heating chamber with temperature Tlow and leaves it with tem-
perature Tup. The heat exchanger equations (cf. section 6.2, but not assuming 
that T3 is constant) take the form 

 

 −Jm
f Cp

f dTf(x)/dx = h’ (Tf(x) — Tg(x)), 
 

 Jm
g Cp

g dTg(x)/dx = h’ (Tf(x) — Tg(x)), 
 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.1. Example of an 
Ericsson hot-air engine. 

 
 
 

where the superscript g stands for the gas performing the thermodynamic 
cycle, f stands for the fluid leading heat to the heating chamber heat ex-
changer, and x increases from zero at the entrance to the heating chamber to 
a maximum value at the exit. Cp is a constant-pressure heat capacity per unit 
mass, and Jm is a mass flow rate. Both these and h’, the heat exchange rate 
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per unit length dx, are assumed constant, in which case the equations may 
be explicitly integrated to give 
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                                  (5.1) 
 

Here Tc,out = T is the temperature provided by the solar collector or other heat 
source, and Tc,in is the temperature of the collector fluid when it leaves the 
heat exchanger of the heating chamber, to be re-circulated to the collector or 
to a heat storage connected to it. H is given by 

 

 H = exp(−h((Jm
f Cp

f)-1 + (Jm
g Cp

g)-1)), 
 

where h = ∫ h' dx. Two equations analogous to (5.1) may be written for the 
heat exchange in the cooling chamber of Fig. 5.1, relating the reject tempera-
ture Tr,in and the temperature of the coolant at inlet, Tr,out = Tref, to Tlow and Tup. 
Tc,in may then be eliminated from (5.1) and Tr,in from the analogous equation, 
leaving two equations for determination of Tup and Tlow as functions of 
known quantities, notably the temperature levels T and Tref. The reason for 
not having to consider equations for the piston motion in order to determine 
all relevant temperatures is, of course, that the processes associated with the 
piston motion have been assumed to be isothermal. 

The amounts of heat added, Qadd, and rejected, Qrej, per cycle are 
 

 Qadd = mCp
g (Tup — Tlow) + nR Tup log(Vmax/Vmin), 

                               (5.2) 
 Qrej = mCp

g (Tup — Tlow) + nR Tlow log(Vmax/Vmin) + Q’rej, 
 

where m is the mass of air involved in the cycle and n is the number of 
moles of air involved. R is the gas constant, and Vmin and Vmax are the mini-
mum and maximum volumes occupied by the gas during the compression 
or expansion stages (for simplicity the “compression ratio” Vmax/Vmin has 
been assumed to be the same for the two processes, although they take place 
in different cylinders). The ideal gas law has been assumed in calculating 
the relation between heat amount and work in (5.2), and Q'rej represents heat 
losses not contributing to transfer of heat from working gas to coolant flow 
(piston friction, etc.). The efficiency is 

 

 η = (Qadd — Qrej)/Qadd, 
 

and the maximum efficiency that can be obtained with this version of the 
Ericsson engine is obtained for negligible Q'rej and ideal heat exchangers 
providing Tup = T and Tlow = Tref, 
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The ideal Carnot efficiency may even be approached, if the second term in 
the denominator can be made small. (However, to make the compression 
ratio very large implies an increase in the length of time required per cycle, 
such that the rate of power production may actually go down, as discussed 
in Chapter 2). The power may be calculated by evaluating (5.2) per unit time 
instead of per cycle. 
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In some cases, it is possible to produce heat at precisely the temperature 
needed by primary conversion. However, often the initial temperature is 
lower or higher than required, in the latter case even considering losses in 
transmission and heat drop across heat exchangers. In such situations, ap-
propriate temperatures are commonly obtained by mixing (if the heat is 
stored as sensible heat in a fluid such as water, this water may be mixed 
with colder water, a procedure often used in connection with fossil fuel 
burners). This procedure is wasteful in the sense of the second law of ther-
modynamics, since the energy is, in the first place, produced with a higher 
quality than subsequently needed. In other words, the second law efficiency 
of conversion (2.20) is low, because there will be other schemes of conver-
sion by which the primary energy can be made to produce a larger quantity 
of heat at the temperature needed at load. An extreme case of a “detour” is 
the conversion of heat to heat by first generating electricity by thermal 
conversion (as it is done today in fossil power plants) and then degrading 
the electricity to heat of low temperature by passing a current through an 
ohmic resistance (“electric heaters”). However, there are better ways: 

 

6.1 Heat pump operation 

If heat of modest temperature is required, and a high-quality form of energy 
is available, some device is needed that can derive additional benefits from 
the high quality of the primary energy source. This can be achieved by using 
one of the thermodynamic cycles described in Chapter 3, provided that a 
large reservoir of approximately constant temperature is available. The cy-
cles (cf. Fig. 3.1) must be traversed “anti-clockwise”, such that high-quality 
energy (electricity, mechanical shaft power, fuel combustion at high tem-
perature, etc.) is added, and heat energy is thereby delivered at a tempera-
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ture T higher than the temperature Tref of the reference reservoir from which 
it is drawn. Most commonly the Rankine cycle with maximum efficiencies 
bounded by (3.1) or (3.2) is used (e.g. in an arrangement of the type shown 
in Fig. 6.1). The fluid of the closed cycle, which should have a liquid and a 
gaseous phase in the temperature interval of interest, may be a fluoro-
chloromethane compound (which needs to be recycled owing to climatic 
effects caused if it is released to the atmosphere). The external circuits may 
contain an inexpensive fluid (e.g. water), and they may be omitted if it is 
practical to circulate the primary working fluid directly to the load area or to 
the reference reservoir. 

The heat pump contains a compressor, which performs step 7-5 in the 
Rankine cycle depicted in Fig. 3.1, and a nozzle, which performs step 2-9. 
The intermediate steps are performed in the two heat exchangers, giving the 
working fluid the temperatures Tup and Tlow, respectively. The equations for 
determining these temperatures are given below in Section 6.2. There are 
four such equations, which must be supplemented by equations for the 
compressor and nozzle performance, in order to allow a determination of all 
the unknown temperatures indicated in Fig. 6.1, for given Tref, given load 
and a certain energy expenditure to the compressor. Losses in the compres-
sor are in the form of heat, which in some cases can be credited to the load 
area. 

 

 
 

Figure 6.1. Schematic picture of a heat pump. 
 
An indication of the departures from the Carnot limit of the “coefficients 

of performance”, εheat pump, encountered in practice, is given in Fig. 6.2, as a 
function of the temperature difference Tup−Tlow at the heat pump and for 
selected values of Tup. In the interval of temperature differences covered, the 
εheat pump is about 50% of the Carnot limit (3.2), but it falls more and more be-
low the Carnot value as the temperature difference decreases, although the 
absolute value of the coefficient of performance increases. 

Several possibilities exist for the choice of the reference reservoir. Systems 
in use for space heating or space cooling (achieved by reversing the flow in 
the compressor and expansion-nozzle circuit) have utilised river, lake and 
sea water, and air, as well as soil as reservoirs. The temperatures of such 
reservoirs are not entirely constant, and it must therefore be acceptable that 
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the performance of the heat pump systems will vary with time. Such varia-
tions are damped if water or soil reservoirs at sufficient depth are used, 
because the weather-related temperature variations disappear as one goes 
just a few metres down into the soil. Alternative types of reservoirs for use 
with heat pumps include city waste sites, livestock manure, ventilation air 
from households or from livestock barns (where the rate of air exchange has 
to be particularly high), and heat storage tanks connected to solar collectors.  

In connection with solar heating systems, the heat pump may be con-
nected between the heat store and the load area (whenever the storage tem-
perature is too low for direct circulation), or it may be connected between 
the heat store and the collector, such that the fluid let into the solar collector 
is cooled in order to improve the collector performance. Of course, a heat 
pump operating on its own reservoir (soil, air, etc.) may also provide the 
auxiliary heat for a solar heating system of capacity below the demand. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 6.2. Measured coeffi-
cient of performance, εheat pump, 
for a heat pump with a semi-
hermetic piston-type compres-
sor (solid lines, based on 
Trenkowitz, 1969), and corre-
sponding curves for ideal 
Carnot cycles. 

  
 
The high-quality energy input to the compressor of a heat pump may also 

come from a renewable resource, e.g. by wind or solar energy conversion, 
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either directly or via a utility grid carrying electricity generated by renew-
able energy resources. As for insulation materials, concern has been ex-
pressed over the use of CFC gases in the processing or as a working fluid, 
and substitutes believed to have less negative impacts have been developed. 

 

6.2 Heat exchange 

A situation like the one depicted in Fig. 6.3 is often encountered in energy 
supply systems. A fluid is passing through a reservoir of temperature T3, 
thereby changing the fluid temperature from T1 to T2. In order to determine 
T2 in terms of T1 and T3, in a situation where the change in T3 is much 
smaller than the change from T1 to T2, the incremental temperature change 
of the fluid by travelling a short distance dx through the pipe system is re-
lated to the amount of heat transferred to the reservoir, assumed to depend 
linearly on the temperature difference, 

 

 JmCp
fluid dTfluid/dx = h’ (T3 — Tfluid). 

 

 
 
 
 
 
 
 

 
Figure 6.3. Heat exchanger, an idealised 
example of a well-mixed T3-reservoir. 

 
 

Integrating from T1 at the inlet (x = x1) gives 
 

 Tfluid(x) − T3 = (T1 — T3) exp(− h’(x − x1)/(JmCp
fluid)),     (6.1) 

 

where h’ is the heat transfer per unit time from a unit length of the pipe for a 
temperature difference of one unit. The heat transfer coefficient for the entire 
heat exchanger is 

 

 ∫=
2

1

,d'
x

x
xhh  

 

which is sometimes written h = UhAh, with Uh being the transfer coefficient 
per unit area of pipe wall and Ah being the effective area of the heat ex-
changer. For x = x2, (6.1) becomes (upon re-ordering) 

 

(T1 − T2) = (T1 − T3)(1 — exp(− h/(JmCp
fluid))).         (6.2) 
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 GEOTHERMAL  AND 

OCEAN-THERMAL             

ENERGY CONVERSION 
 
 

 
 

7.1 Conversion of geothermal heat 

Geothermal heat sources have been utilised by means of thermodynamic 
engines (e.g. Brayton cycles), in cases where the geothermal heat has been in 
the form of steam (water vapour). In some regions, geothermal sources exist 
that provide a mixture of water and steam, including suspended soil and 
rock particles, such that conventional turbines cannot be used. Work has 
been done on a special “brine screw” that can operate under such conditions 
(McKay and Sprankle, 1974). 

However, in most regions the geothermal resources are in the form of 
heat-containing rock or sediments, with little possibility of direct use. If an 
aquifer passes through the region, it may collect heat from the surrounding 
layers and allow a substantial rate of heat extraction, for example, by drill-
ing two holes from the surface to the aquifer, separated from each other, as 
indicated in Fig. 7.1a. Hot water (not developing much steam unless the 
aquifer lies very deep — several kilometres - or its temperature is exception-
ally high) is pumped or rises by its own pressure to the surface at one hole 
and is re-injected through a second hole, in a closed cycle, in order to avoid 
pollution from various undesired chemical substances often contained in the 
aquifer water. The heat extracted from a heat exchanger may be used di-
rectly (e.g. as district heating; cf. Clot, 1977) or may generate electricity 
through one of the “low-temperature” thermodynamic cycles considered 
above in connection with solar collectors (Mock et al., 1997). 

If no aquifer is present to establish a “heat exchange surface” in the heat-
containing rock, it may be feasible to create suitable fractures artificially (by 
explosives or induced pressure). An arrangement of this type is illustrated 
in Fig. 7.1b, counting on the fluid that is pumped down through one drilling 
hole to make its way through the fractured region of rock to the return drill-
ing hole in such a way that continued heat extraction can be sustained. The 
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heat transfer can only be predicted in highly idealised cases (see e.g. Grin-
garten et al., 1975), which may not be realised as a result of the fairly uncon-
trolled methods of rock fractionation available. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 7.1. Examples of the utilisation of 
geothermal heat: (a) based on the presence 
of an aquifer; (b) based on a region of frac-
tured rock. 
 
 

 
 
One important result of the model calculations is that the heat extraction 

rate deemed necessary for practical applications is often higher than the 
geothermal flux into the region of extraction, so that the temperature of the 
extracted heat will be dropping. This non-sustainable use of geothermal 
energy is apparent in actual installations in New Zealand and Italy (where 
temperatures of extracted steam are dropping by something like 1°C per 
year, the number being highly dependent on fracture distribution, rock 
structure, etc.). 

 

7.2  Conversion of ocean thermal energy 

Downward gradients of temperature exist in most oceans, and they are par-
ticularly stable (i.e. without variations with time) in the tropical oceans 
(Sørensen, 2004). The utilisation of such temperature gradients for electricity 
generation (e.g. by use of a Rankine cycle) has been considered several times 
since the first suggestions by d’Arsonval (1881). 

The temperature differences available over the first 500−1000 m of water 
depth are only about 25°C. Considering a closed Rankine cycle, with a work-
ing fluid (e.g. ammonia) which evaporates and condenses at convenient 
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temperatures, placed near the ocean surface, it will be required to pump 
colder water through a pipe from the depth to a heat exchanger for conden-
sation of the working fluid. Further, a warm water heat exchanger is re-
quired for evaporating the working fluid. If the heat exchange surface is 
such that, say, 5°C is “lost” at each heat exchanger, the temperature differ-
ence available to the thermodynamic cycle is only 15°C, corresponding to a 
limiting Carnot efficiency of roughly 0.05. For an actual engine, the effi-
ciency is still lower, and from the power generated should be subtracted the 
power needed to pump hot and cold water through the heat exchangers and 
to pump cold water from its original depth to the converter level. It is ex-
pected that overall efficiencies around 0.02 may be achieved (cf. e.g. 
McGowan, 1976). 

In order to save energy to pump the hot water through the heat ex-
changer, it has been suggested that these converters be placed in strong 
currents such as the Gulf Stream (Heronemus, 1975). The possibility of ad-
verse environmental effects from the power extraction from ocean thermal 
gradients cannot be excluded. Such dangers may be increased if ocean cur-
rents are incorporated into the scheme, because of the possible sensitivity of 
the itinerary of such currents to small perturbations, and because of the 
dependence of climatic zones on the course of currents such as the Gulf 
Stream and the Kuro Shio. (Similar worries are discussed in connection with 
global warming caused by increased anthropogenic injection of greenhouse 
gases into the atmosphere). 

Open thermodynamic cycles have also been suggested for conversion of 
ocean thermal energy (Claude, 1930; Beck, 1975; Zener and Fetkovich, 1975), 
for example, based on creating a rising mixture of water and steam bubbles 
or “foam”, which is separated at a height above sea-level, such that the wa-
ter can be used to drive a turbine rotor. 

If viable systems could be developed for conversion of ocean thermal en-
ergy, then there would be a number of other applications of such conversion 
devices in connection with other heat sources of a temperature little higher 
than that of the surroundings, especially when such heat sources can be 
regarded as “free”. Examples are the reject or “waste” heat flows from the 
range of other conversion devices operating at higher initial temperature 
differences, including fuel-based power plants. 
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 BASIC DESCRIPTION OF 

FLOW-DRIVEN               

CONVERTERS 
 
 

 
 
A turbine is a device delivering rotational shaft power on the basis of some 
other type of mechanical energy. If the temperature of the surroundings is 
regarded as fixed, the simple model in Fig. 2.2 allows the energy dissipation 
(2.17) to be written 

 

D= Jm Fm + Jθ Fθ,          (8.1) 
 

since from (2.18) FQ,in is zero, and no electrical output has been considered in 
this conversion step. The output variables are the angular velocity of the 
shaft, Jθ (2.9), and the torque acting on the system, Fθ (2.15), while the input 
variables are the mass flow rate, Jm (2.9), and the generalised force Fm given 
in (2.18). The specific energy contents win and wout are of the form (2.13), 
corresponding to e.g. the geopotential energy of a given water head, 

 

 ,0, =∆= pot
out

pot
in wzgw        (8.2) 

 

the kinetic energy of the working fluid, 
 

 ,½,½ 22
out

kin
outin

kin
in uwuw ==         (8.3) 

  

and the enthalpy connected with the pressure changes, 
 

 hin = Pin / ρin,              hout = Pout / ρout,      (8.4) 
 

where the internal energy term U in H, assumed constant, has been left out, 
and the specific volume has been expressed in terms of the fluid densities ρin 
and ρout at input and output. 

If a linear model of the Onsager type (2.10) is adopted for Jm and Jθ and 
these equations are solved for Jm and Fθ, one obtains 

 

 Jm = Lmθ  Jθ / Lθθ + (Lmm − LmθLθm / Lθθ) Fm,  
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 − Fθ = − Jθ / Lθθ + LθmFm / Lθθ.        (8.5) 
 

The coefficients may be interpreted as follows: Lmθ / Lθθ is the mass of fluid 
displaced by the turbine during one radian of revolution, (Lmm — Lmθ Lθm / Lθθ) 
is a “leakage factor” associated with fluid getting through the turbine with-
out contributing to the shaft power, and finally, Lθθ

-1 represents the friction 
losses. Insertion into (8.1) gives the linear approximation for the dissipation, 

 

 D = (Lmm − Lmθ Lθm / Lθθ) (Fm)2 + (Jθ)2 / Lθθ.      (8.6) 
  

An ideal conversion process may be approached if no heat is exchanged 
with the surroundings, in which case (2.19) and (2.12) give the simple effi-
ciency 
 

 η = (win — wout) / win.          (8.7) 
 

The second law efficiency in this case is, from (2.20), (2.14) and (2.12), 
 

 η(2. law) = (win — wout) / (win — wout — Tref (sm,in — sm,out)).     (8.8) 
 

The second law efficiency becomes unity if no entropy change takes place 
in the mass stream. The first law efficiency (8.7) may approach unity if only 
potential energy change of the form (8.2) is involved. In this case wout = 0, 
and the fluid velocity, density and pressure are the same before and after the 
turbine. Hydroelectric generators approach this limit if working entirely on 
a static water head. Overshot waterwheels may operate in this way, and so 
may the more advanced turbine constructions, if the potential to kinetic 
energy conversion (in penstocks) and pressure build-up (in the nozzle of a 
Pelton turbine and in the inlet tube of many Francis turbine installations) are 
regarded as “internal” to the device (cf. Chapter 11). However, if there is a 
change in velocity or pressure across the converter, the analysis must take 
this into account, and it is no longer obvious whether the first law efficiency 
may approach unity. 

 

8.1 Free stream flow turbines 

Consider, for example, a free stream flow passing horizontally through a 
converter. In this case, the potential energy (8.2) does not change and may 
be left out. The pressure may vary near the converting device, but far behind 
and far ahead of the device the pressure is the same if the stream flow is 
free. Thus, 

 

 w = wkin = ½ (ux
2 + uy

2 + uz
2) = ½ u ⋅ u, 

and             (8.9) 
 win — wout = ½ (uin - uout) ⋅ (uin + uout).      
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This expression and hence the efficiency would be maximum if uout could be 
made zero. However, the conservation of the mass flow Jm requires that uin 
and uout satisfy an additional relationship. For a pure, homogeneous stream-
line flow along the x-axis, the rate of mass flow is 
 

 Jm = ρ Ain ux,in = ρ Aout ux,out,      (8.10) 
 

in terms of areas Ain and Aout enclosing the same streamlines, before and 
after the passage through the conversion device. In a more general situation, 
assuming rotational symmetry around the x-axis, there may have been in-
duced a radial as well as a circular flow component by the device. This 
situation is illustrated in Fig. 8.1. It will be further discussed in Chapter 9, 
and the only case treated here is the simple one in which the radial and tan-
gential components of the velocity field, ur and ut, which may be induced by 
the conversion device, can be neglected. 

 

 
 

Figure 8.1. Schematic picture of a free stream flow converter or turbine. The incoming 
flow is a uniform streamline flow in the x-direction, while the outgoing flow is al-
lowed to have a radial and a tangential component. The diagram indicates how a 
streamline may be transformed into an expanding helix by the device. The effective 
area of the converter, A, is defined in (8.12). 

 
The axial force (“thrust”) acting on the converter equals the momentum 

change, 
 

 Fx = Jm (ux,in — ux,out).        (8.11) 
 

     If the flow velocity in the converter is denoted u, an effective area of con-
version, A, may be defined by 

 

 Jm = ρAux,         (8.12) 
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according to the continuity equation (4.42). Dividing (8.10) by ρA, one ob-
tains the specific energy transfer from the mass flow to the converter, within 
the conversion area A. This should equal the expression (8.9) for the change 
in specific energy, specialised to the case of homogeneous flows uin and uout 
along the x-axis, 

 

 ux (ux,in — ux,out) = ½ (ux,in + ux,out) (ux,in — ux,out) 
or 
 

 ux = ½ (ux,in + ux,out).        (8.13) 
 

The physical principle behind this equality is simply energy conservation, 
and the assumptions so far have been the absence of heat exchange [so that 
the energy change (2.12) becomes proportional to the kinetic energy differ-
ence (8.9)] and the absence of induced rotation (so that only x-components of 
the velocity need to be considered). On both sides of the converter, Ber-
noulli’s equation is valid, stating that the specific energy is constant along a 
streamline. Far from the converter, the pressures are equal but the velocities 
are different, while the velocity just in front of or behind the converter may 
be taken as ux, implying a pressure drop across the converter, 

 

 ∆ P = ½ ρ (ux,in + ux,out) (ux,in — ux,out).      (8.14) 
  

The area enclosing a given streamline field increases in a continuous manner 
across the converter at the same time as the fluid velocity continuously de-
creases. The pressure, on the other hand, rises above the ambient pressure in 
front of the converter, then discontinuously drops to a value below the am-
bient one, and finally increases towards the ambient pressure again, behind 
(“in the wake of”) the converter. 

It is customary (see e.g. Wilson and Lissaman, 1974) to define an “axial in-
terference factor”, a, by 

 

 ux = ux,in (1 — a),        (8.15) 
 

in which case (8.13) implies that ux,out = ux,in (1 — 2a). With this, the power 
output of the conversion device can be written 

 

 E = Jm (win — wout) = ρ A (ux,in)3 2a (1 — a)2,    (8.16) 
 

and the efficiency can be written 
 

 η = E / (Jmwin) = 4a (1 — a).       (8.17) 
 

It is seen that the maximum value of η is unity, obtained for a = ½, corre-
sponding to ux,out = 0. The continuity equation (8.10) then implies an infinite 
area Aout, and it will clearly be difficult to defend the assumption of no in-
duced radial motion. 
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In fact, for a free stream device of this type, the efficiency (8.17) is of little 
relevance since the input flux may not be independent of the details of the 
device. The input area Ain, from which streamlines would connect with a 
fixed converter area A, could conceivably be changed by altering the con-
struction of the converter. It is therefore more appropriate to ask for the 
maximum power output for fixed A, as well as fixed input velocity ux,in, this 
being equivalent to maximising the “power coefficient” defined by 

 

 Cp = E / (½ ρ A (ux,in)3) = 4a (1 — a)2.     (8.18) 
 

The maximum value is obtained for a = 1/3, yielding Cp = 16/27 and ux,out = 
ux,in/3. The areas are Ain = (1 — a)A = 2/3 A and Aout = (1 — a)A/(1 — 2a) = 2A, 
so in this case it is not unlikely that it may be a reasonable approximation to 
neglect the radial velocity component in the far wake. 

The maximum found above for Cp is only a true upper limit with the as-
sumptions made. By discarding the assumption of irrotational flow, it be-
comes possible for the converter to induce a velocity field, for which rot(u) is 
no longer zero. It has been shown that if the additional field is in the form of 
a vortex ring around the converter region, so that it does not contribute to 
the far wake, then it is possible to exceed the upper limit power coefficient 
16/27 found above (cf. Chapter 10). 

 

8.2 General elements of wind flow conversion 

Conversion of wind energy into linear motion of a body has been utilised 
extensively, particularly for transportation across water surfaces. A large 
sail-ship of the type used in the 19th century would have converted wind 
energy at peak rates of a quarter of a megawatt or more. 

The force on a sail or a wing (i.e. profiles of negligible or finite thickness) 
may be broken down into a component in the direction of the undisturbed 
wind (drag) and a component perpendicular to the undisturbed wind direc-
tion (lift). When referring to an undisturbed wind direction it is assumed 
that a uniform wind field is modified in a region around the sail or the wing, 
but that beyond a certain distance such modifications can be disregarded. 

In order to determine the force components, Euler’s equations may be 
used. It states that for any quantity A, 

 

.)()()( AA SAA
t

=++ sv divdiv ρρ
∂
∂

      (8.19) 

 
This equation states that the change in A within a given volume, per unit 

time, is due to gains from external sources, SA, minus the macroscopic and 
molecular outflow (divergence terms). The macroscopic outflow is due to 
the velocity field v, and the microscopic transport is described by a vector sA, 
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the components of which give the transport by molecular processes in the 
directions of the co-ordinate axes. The density of the medium (here air) is 
denoted ρ and the time variable t. 

 
If viscous and external forces are neglected, and the flow is assumed to be 

irrotational (so that Bernoulli’s equation is valid) and steady (so that the 
time-derivative of the velocity potential vanishes), then the force on a seg-
ment of the airfoil (sail or wing) may be written 

 

∫∫ ⋅−==
CC

ssP
z

.d)(½d
d
d

nvvn
F ρ  

 

Here dz is the segment length (cf. Fig. 8.2), the integration is along a closed 
contour, C, containing the airfoil profile, n is a unit vector normal to the 
contour [in the (x, y)-plane] and ds is the path-length increment, directed 
along the tangent to the contour, still in the (x, y)-plane. Taking advantage of 
the fact that the wind velocity v approaches a homogeneous field W (as-
sumed to be along the x-axis) far from the airfoil, the contour integral may 
be reduced and evaluated (e.g. along a circular path), 

 

dF/dz = ρ W Γ ey,                  (8.20) 
 

∫ ≈⋅=Γ
C

Wc .sind απsv                   (8.21) 
 

Here ey is a unit vector along the y-axis, c is the airfoil chord length and α is 
the angle between the airfoil and W. In the evaluation of the circulation Γ, it 
has been assumed that the airfoil is thin and without curvature. In this case c 
and α are well defined, but in general the circulation depends on the details 
of the profile, although an expression similar to the right-hand side of (8.21) 
is still valid as a first approximation, for some average chord length and 
angle of attack. Equation (8.20) is known as the theorem of Kutta (1902) and 
Joukowski (1906). 

The expressions (8.20) and (8.21) are valid in a co-ordinate system fixed 
relative to the airfoil (Fig. 8.2), and if the airfoil is moving with a velocity U, 
the velocities v and W are to be interpreted as relative ones, so that 

  

W = uin— U,                     (8.22) 
 

if the undisturbed wind velocity is uin. 
The assumption that viscous forces may be neglected is responsible for 

obtaining in (8.20) only a lift force, the drag force being zero. Primitive sail-
ships, as well as primitive windmills, have been primarily aimed at utilising 
the drag force. It is possible, however, with suitably constructed airfoils, to 
make the lift force one or two orders of magnitude larger than the drag force 
and thereby effectively approach the limit where the viscous forces and 
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hence the drag can be neglected. This usually requires careful “setting” of 
the airfoil, i.e. careful choice of the angle of attack, α, and in order to study 
operation at arbitrary conditions the drag component should be retained. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 8.2. Forces 
on an airfoil 
segment. 

 
 
 

 

It is customary to describe the drag and lift forces on an airfoil of given 
shape, as a function of α, in terms of two dimensionless constants, CD(α) and 
CL(α), defined by 

 

dFx/dz = ½ ρ CDW2c, 
                      (8.23) 
dFy/dz = ½ ρ CLW

2c. 
 

The constants CD and CL are not quite independent of the size of the sys-
tem, which is not unexpected since the viscous forces (friction) in air con-
tribute most to turbulent motion on smaller scales. Introducing a quantity 
called the Reynolds number, 

 

Re = Wc/η, 
 

where η is the kinematic viscosity of air defined (Hinze, 1975) as a measure 
of the ratio between “inertial” and “viscous” forces acting between airfoil 
and air, the α-dependence of CD and CL for fixed Re, as well as the Re-
dependence for the value of α which gives the highest lift-to-drag ratio, L/D 
= CL/CD, may look as shown in Figs. 8.3 and 8.4. The contours of these “high 
lift” profiles are indicated in Fig. 8.3. 
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Assuming that CD, CL and W are constant over the area A = ∫ c dz of the air-
foil, the work done by a uniform (except in the vicinity of the airfoil) wind 
field uin on a device (e.g. a ship) moving with a velocity U can be derived 
from (8.23) and (8.22), 

 

 E = F ⋅ U. 
 

 
 
 
 
 
 
 
 
 

 

Figure 8.3. Lift and 
drag forces as a func-
tion of the angle of 
attack for two NACA 
airfoils (National 
Advisory Committee 
for Aeronautics; cf. 
e.g. Betz, 1959). The 
Reynolds number is 
Re = 8 × 106. 

 
 
 

 
 
 
 
 
 
 
 
Figure 8.4. Reynolds number depend-
ence of the lift-to-drag ratio, defined 
as the maximum value (as a function 
of the angle of attack) of the ratio 
between the lift and drag coefficients 
CL and CD (based on Hütter, 1977). 
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The angle β  between uin and U (see Fig. 8.5) may be maintained by a rudder. 
The power coefficient (8.18) becomes 

 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 

 

Figure 8.5. Velocity and force 
components for a sail-ship. 
 
 
 

 
Cp = f (CL sin β  — CD (1 — sin2 β + f 2 — 2f cos β)½) (1 + f 2 — 2f cos β)½, 
 

with f = U/uin. For CL = 0 the maximum Cp is 4CD/27, obtained for f = 1/3 and 
β = 0, whereas the maximum Cp for high lift-to-drag ratios L/D is obtained 
for β close to ½π and f around 2CL/(3CD). In this case, the maximum Cp may 
exceed CL by one to two orders of magnitude (Wilson and Lissaman, 1974). 

It is quite difficult to maintain the high speeds U required for optimum 
performance in a linear motion of the airfoil, and it is natural to focus the 
attention on rotating devices, in case the desired energy form is shaft or 
electric power and not propulsion. Wind-driven propulsion in the past 
(mostly at sea) has been restricted to U/uin-values far below the optimum 
region for high L/D airfoils (owing to friction against the water), and wind-
driven propulsion on land or in the air has received little attention. 
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Propellers have been extensively used in aircraft to propel the air in a direc-
tion parallel to that of the propeller axis, thereby providing the necessary lift 
force on the aeroplane wings. Propeller-type rotors are similarly used for 
windmills, but here the motion of the air (i.e. the wind) makes the propeller, 
which should be placed with its axis parallel to the wind direction, rotate, 
thus providing the possibility of power extraction. The propeller consists of 
a number of blades that are evenly distributed around the axis (cf. Fig. 9.1), 
with each blade having a suitable aerodynamic profile usually designed to 
produce a high lift force, as discussed in Chapter 8. If there are two or more 
blades, the symmetrical mounting ensures a symmetrical mass distribution, 
but if only one blade is used it must be balanced by a counterweight. 

 

9.1 Theory of non-interacting streamtubes 

In order to describe the performance of a propeller-type rotor, the forces on 
each element of blade must be calculated, including the forces produced by 
the direct action of the wind field on each individual element as well as the 
forces arising as a result of interactions between different elements on the 
same or on different blades. Since the simple airfoil theory outlined in Chap-
ter 8 deals only with the forces on a given blade segment, in the absence of 
the other ones and also without the inclusion of “edge effects” from “cutting 
out” this one segment, it is tempting as a first approximation to treat the 
different radial segments of each blade as independent. Owing to the sym-
metrical mounting of blades, the corresponding radial segments of different 
blades (if more than one) may for a uniform wind field be treated together, 
considering, as indicated in Fig. 9.1, an annulus-shaped “stream-tube” of 
flow, bordered by streamlines intersecting the rotor plane at radial distances 
r and r+dr. The approximation of independent contributions from each 
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streamtube, implying that radially induced velocities (ur in Fig. 8.1) are ne-
glected, allows the total shaft power to be expressed as 

 

 ∫=
R

r
r
E

E
0

,d
d
d

 

 

where dE/dr depends only on the conditions of the streamtube at r. Similar 
sums of independent contributions can in the same order of approximation 
be used to describe other overall quantities, such as the axial force compo-
nent T and the torque Q (equal to the power E divided by the angular veloc-
ity Ω of the propeller). 

 
 
 
 
 
 
 
 
 
 

 

Figure 9.1. Definition of the 
streamtubes and blade inte-
gration variable for a propel-
ler-type rotor. 
 
 
 

 
In Fig. 9.2, a section of a wing profile (blade profile) is seen from a direc-

tion perpendicular to the cut. The distance of the blade segment from the 
axis of rotation is r, and its velocity rΩ is directed along the y-axis. This de-
fines a coordinate system with a fixed x-axis along the rotor axis and moving 
y- and z-axes such that the blade segment is fixed relative to this coordinate 
system. 

In order to utilise the method developed in Chapter 8, the apparent wind 
velocity W to be used in (8.23) must be determined. It is given by (8.22) only 
if the velocity induced by, and remaining in the wake of, the device, uind = 
uout — uin (cf. Fig. 8.1), is negligible. Since the radial component ur of uind has 
been neglected, uind has two components, one along the x-axis, 
 

uind
x = ux,out - ux,in = — 2aux,in 

 

[cf. (8.15)], and one in the tangential direction, 
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 uind
t = ωindr = 2a’Ω r, 

 

when expressed in a non-rotating coordinate system (the second equality is 
defining a quantity a', called the “tangential interference factor”). 

W is determined by the air velocity components in the rotor plane. From 
the momentum considerations underlying (8.15), the induced x-component 
u0 in the rotor plane is seen to be 

  

  u0 = ½uind
x = − aux,in.                    (9.1) 

 

Figure 9.2. Velocity and force components of a rotating blade segment in a co-
ordinate system following the rotation (which is in the direction of the y-axis): (a) 
determination of induced angular velocities; (b) determination of the direction of the 
apparent wind velocity; (c) determination of force components along x- and y-axes. 

 
In order to determine rω0, the induced velocity of rotation of the air in the 

rotor plane, one may use the following argument (Glauert, 1935). The in-
duced rotation is partly due to the rotation of the wings and partly due to 
the non-zero circulation (8.21) around the blade segment profiles (see Fig. 
9.2a). This circulation may be considered to imply an induced air velocity 
component of the same magnitude, |rω’|, but with opposite direction in 
front of and behind the rotor plane. If the magnitude of the component in-
duced by the wing rotation is called rω” in the fixed coordinate system, it 
will be rω” + rΩ and directed along the negative y-axis in the coordinate 
system following the blade. It has the same sign in front of and behind the 
rotor. The total y-component of the induced air velocity in front of the rotor 
is then —(rω” + rΩ + rω’), and the tangential component of the induced air 
velocity in the fixed coordinate system is —(rω” − rω’), still in front of the 
rotor. But here there should be no induced velocity at all. This follows, for 
example, from performing a closed line integral of the air velocity v along a 
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circle with radius r and perpendicular to the x-axis. This integral should be 
zero because the air in front of the rotor has been assumed to be irrotational, 

 

 ∫ ∫ −−=⋅==
areacircle

rrrA ),'"(2dd  rot0 ωωπsvv  

 

implying ω” = ω’. This identity also fixes the total induced tangential air 
velocity behind the rotor, rω ind = rω” + rω’ = 2rω”, and in the rotor plane 
(note that the circulation component rω’ is here perpendicular to the y-axis), 

  

 rω0  = rω” =  ½rω ind  = Ω ra’.                  (9.2) 
 

The apparent wind velocity in the co-ordinate system moving with the blade 
segment, W, is now determined as seen in Fig. 9.2b. Its x-component is ux, 
given by (8.15), and its y-component is obtained by taking (9.2) to the rotat-
ing coordinate system, 

  

Wx = ux = ux,in(1 — a), 
                                (9.3) 

Wy  =  — (rωx + rΩ)  =  — rΩ (1 + a').  
 

The lift and drag forces (Fig. 9.2c) are now obtained from (9.2) (except that 
the two components are no longer directed along the coordinate axes), with 
values of CD, CL and c pertaining to the segments of wings at the streamtube 
intersecting the rotor plane at the distance r from the axis. As indicated in 
Figs. 9.2b and c, the angle of attack, α, is the difference between the angle φ , 
determined by 

 

tan φ  = — Wx / Wy,                     (9.4) 
 

and the pitch angle θ  between blade and rotor plane,  
 

α = φ — θ.                      (9.5) 
 

Referred to the coordinate axes of Fig. 9.2, the force components for a sin-
gle blade segment become 

  

 Fx = ½ ρ cW2 (CD(α) sin φ + CL(α) cos φ), 
                        (9.6) 
 Fy = ½ ρ cW2 (−CD(α) cos φ + CL(α) sin φ), 
 

and the axial force and torque contributions from a streamtube with B indi-
vidual blades are given by 

 

 dT/dr = BF(r), 
                         (9.7) 
 dQ/dr = BrFy(r). 
 

Combining (9.7) with equations expressing momentum and angular mo-
mentum conservation for each of the (assumed non-interacting) stream-
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tubes, a closed set of equations is obtained. Equating the momentum change 
of the wind in the x-direction to the axial force on the rotor part intersected 
by an individual streamtube [i.e. (8.11) and (8.12) with A = 2πr], one obtains 

  

dT/dr  =  — Aρ uxu
ind

x  =  2πrρ ux,in (1 — a) 2aux,in,               (9.8) 
 

and similarly equating the torque on the streamtube rotor part to the change 
in angular momentum of the wind (from zero to r × uind

t), one gets 
 

dQ/dr  =  Aρ uxu
ind

t  =  2π r2ρ ux,in (1 — a) 2a’Ω r.               (9.9) 
 

Inserting W = ux,in(1 — a)/sin φ  or W = rΩ (1+a')/cos φ (cf. Fig. 9.2c) as nec-
essary, one obtains a and a' expressed in terms of φ  by combining (9.6) —
(9.9). Since, on the other hand, φ depends on a and a’ through (9.4) and (9.3), 
an iterative method of solution should be used. Once a consistent set of (a, 
a', φ)-values has been determined as a function of r (using a given blade 
profile implying known values of θ, c, CD(α) and CL(α) as a function of r), 
either (9.7) or (9.8) and (9.9) may be integrated over r to yield the total axial 
force, total torque or total shaft power E = Ω Q. 

One may also determine the contribution of a single streamtube to the 
power coefficient (8.18), 
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The design of a rotor may utilise Cp(r) for a given wind speed ux,in
design to 

optimise the choice of blade profile (CD and CL), pitch angle (θ) and solidity 
(Bc/(πr)) for given angular velocity of rotation (Ω). If the angular velocity Ω 
is not fixed (as it might be by use of a suitable asynchronous electrical gen-
erator, except at start and stop), a dynamic calculation involving dΩ/dt 
must be performed. Not all rotor parameters need to be fixed. For example, 
the pitch angles may be variable, by rotation of the entire wing around a 
radial axis, such that all pitch angles θ (r) may be modified by an additive 
constant θ0. This type of regulation is useful in order to limit the Cp-drop 
when the wind speed moves away from the design value ux.in

design. The ex-
pressions given above would then give the actual Cp for the actual setting of 
the pitch angles given by θ(r)design + θ0 and the actual wind speed ux,in, with all 
other parameters left unchanged. 

In introducing the streamtube expressions (9.8) and (9.9), it has been as-
sumed that the induced velocities and thus a and a’ are constant along the 
circle periphery of radius r in the rotor plane. As the model used to estimate 
the magnitude of the induced velocities (Fig. 9.2a) is based on being near to 
a rotor blade, it is expected that the average induced velocities in the rotor 
plane, u0 and rω0, are smaller than the values calculated by the above ex-
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pressions, unless the solidity is very large. In practical applications, it is 
customary to compensate by multiplying a and a' by a common factor, F, 
less than unity and a function of B, r and φ (see e.g. Wilson and Lissaman, 
1974). 

Furthermore, edge effects associated with the finite length R of the rotor 
wings have been neglected, as have the “edge” effects at r = 0 due to the 
presence of the axis, transmission machinery, etc. These effects may be de-
scribed in terms of “trailing vortices” shed from the blade tips and blade 
roots and moving in helical orbits away from the rotor in its wake. Vorticity 
is a name for the vector field rotv, and the vortices connected with the circu-
lation around the blade profiles (Fig. 9.2a) are called “bound vorticity”. This 
can “leave” the blade only at the tip or at the root. The removal of bound 
vorticity is equivalent to a loss of circulation I (8.21) and hence a reduction 
in the lift force. Its dominant effect is on the tangential interference factor a' 
in (9.9), and so it has the same form and may be treated on the same footing 
as the corrections due to finite blade number. (Both are often referred to as 
“tip losses”, since the correction due to finite blade number is usually appre-
ciable only near the blade tips, and they may be approximately described by 
the factor F introduced above.) Other losses may be associated with the 
“tower shadow”, etc. 

 

9.2 Model behaviour of power output and matching to load 

A calculated overall Cp for a three-bladed, propeller-type wind energy con-
verter is shown in Fig. 9.3, as a function of the tip-speed ratio, 

 

 λ = Ω R / ux,in, 
 

and for different settings of the overall pitch angle, θ0. It is clear from (9.10) 
and the equations for determining a and a' that Cp depends on the angular 
velocity Ω and the wind speed ux,in only through the ratio λ. Each blade has 
been assumed to be an airfoil of the type NACA 23012 (cf. Fig. 8.3), with 
chord c and twist angle θ changing along the blade from root to tip, as indi-
cated in Fig. 9.4. A tip-loss factor F has been included in the calculation of 
sets of corresponding values of a, a’ and φ for each radial station (each 
“streamtube”), according to the Prandtl model described by Wilson and 
Lissaman (1974). The dashed regions in Fig. 9.3 correspond to values of the 
product aF (corresponding to a in the expression without tip loss) larger 
than 0.5. Since the axial air velocity in the wake is ux,out = ux,in(1 — 2aF) [cf. 
(8.15) with F = 1], aF > 0.5 implies reversed or re-circulating flow behind the 
wind energy converter, a possibility that has not been included in the above 
description. The Cp-values in the dashed regions may thus be inaccurate and 
presumably overestimated. 
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Figure 9.3. Depend-
ence of power 
coefficient on tip-
speed ratio for 
different settings of 
the overall pitch 
angle. The calcula-
tion is based on the 
wing geometry 
shown in Fig. 9.4 
and the NACA 
23012 profile of Fig. 
8.3. 

  
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 9.4. Chord variation and twist 
along the blades used for the calcula-
tions in this section. 
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Figure 9.3 shows that for negative settings of the overall pitch angle θ0, 
the Cp distribution on λ-values is narrow, whereas it is broad for positive θ0 
of modest size. For large positive θ0, the important region of Cp moves to 
smaller λ-values. The behaviour of Cp(λ) in the limit of λ approaching zero is 
important for operating the wind energy converter at small rotor angular 
velocities and, in particular, for determining whether the rotor will be self-
starting, as discussed in more detail below. 

For a given angular speed Ω of the rotor blades, the power coefficient 
curve specifies the fraction of the power in the wind which is converted, as a 
function of the wind speed ux,in. Multiplying Cp by ½ ρAux,in

3, where the rotor 
area is A = πR2 (if “coning” is disregarded, i.e. the blades are assumed to be 
in the plane of rotation), the power transferred to the shaft can be obtained 
as a function of wind speed, assuming the converter to be oriented 
(“yawed”) such that the rotor plane is perpendicular to the direction of the 
incoming wind. Figures 9.5 and 9.6 show such plots of power E, as functions 
of wind speed and overall pitch angle, for two definite angular velocities (Ω 
= 4.185 and 2.222 rad s-1, if the length of the wings is R = 27 m). For the range 
of wind speeds encountered in the planetary boundary layer of the atmos-
phere (e.g. at heights between 25 and 100 m), a maximum power level 
around 4000 W per average square metre swept by the rotor (10 MW total) is 
reached for the device with the higher rotational speed (tip speed RΩ  = 113 
ms-1), whereas about 1000 W m−2 is reached by the device with the lower 
rotational velocity (RΩ  = 60 m s−1). 

The rotor has been designed to yield a maximum Cp at about λ = 9 (Fig. 
9.3), corresponding to ux,in = 12.6 and 6.6 m s-1 in the two cases. At wind 
speeds above these values the total power varies less and less strongly, and 
for negative pitch angles it even starts to decrease with increasing wind 
speeds in the range characterising “stormy weather”. This phenomenon can 
be used to make the wind energy converter self-regulating, provided that 
the “flat” or “decreasing” power regions are suitably chosen and that the 
constancy of the angular velocity at operation is assured by, for example, 
coupling the shaft to a suitable asynchronous electricity generator (a genera-
tor allowing only minute changes in rotational velocity, with the generator 
angular speed Ωg being fixed relative to the shaft angular speed Ω, e.g. by a 
constant exchange ratio n = Ωg /Ω of a gearbox). Self-regulating wind en-
ergy converters with fixed overall pitch angle θ0 and constant angular veloc-
ity have long been used for AC electricity generation (Juul, 1961). 

 According to its definition, the torque Q = E/Ω can be written 
  

 Q = ½ ρ π R3 ux,in
2 Cp(λ) / λ,                 (9.11) 

 

and Fig. 9.7 shows Cp/λ as a function of λ for the same design as the one 
considered in Fig. 9.3. For pitch angles θ0 less than about —3°, Cp/λ is nega-
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tive for λ = 0, whereas the value is positive if θ0 is above the critical value of 
about —3°. The corresponding values of the total torque (9.11), for a rotor 
with radius R = 27 m and overall pitch angle θ0 = 0°, are shown in Fig. 9.8, as 
a function of the angular velocity Ω = λux,in/R and for different wind speeds. 
The small dip in Q for low rotational speeds disappears for higher pitch 
angles θ0. 

Figure 9.5. Power output of the wind energy converter described in Figs. 9.3 and 9.4, 
for a tip speed of 113 m s-1, as a function of wind speed and overall pitch angle. The 
actual Reynolds number is in this case about 5 × 106 from blade root to tip, in reason-
able consistency with the value used in the airfoil data of Fig. 8.3. Dashed lines indi-
cate regions where a [defined in (9.3)] times the tip speed correction, F, exceeds 0.5 
for some radial stations along the blades. 
 

 
Figure 9.6 (below). Same as Fig. 9.5, but for a tip speed of 60 m s-1. 
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Figure 9.7. Varia-
tion of power 
coefficient over 
tip-speed ratio, as 
a function of tip-
speed ratio, for 
the converter 
considered in the 
previous figures. 
 

 
 

  The dependence of the torque at Ω = 0 on pitch angle is shown in Fig. 9.9 
for a few wind speeds. Advantage can be taken of the substantial increase in 
starting torque with increasing pitch angle, in case the starting torque at the 
pitch angle desired at operating angular velocities is insufficient and pro-
vided the overall pitch angle can be changed. In that case a high overall 
pitch angle is chosen to start the rotor from Ω = 0, where the internal resis-
tance (friction in bearings, gearbox, etc.) is large. When an angular speed Ω 
of a few degrees per second is reached, the pitch angle is diminished to a 
value close to the optimum one (otherwise the torque will pass a maximum 
and soon start to decrease again, as seen from e.g. the θ0 = 60° curve in Fig. 
9.7). Usually, the internal resistance diminishes as soon as Ω is non-zero. The 
internal resistance may be represented by an internal torque, Q0(Ω), so that 
the torque available for some load, “external” to the wind power to shaft 
power converter (e.g. an electric generator), may be written 

 

 Qavailable = Q(Ω) — Q0(Ω). 
 

If the “load” is characterised by demanding a fixed rotational speed Ω 
(such as the asynchronous electric generator), it may be represented by a 
vertical line in the diagram shown in Fig. 9.8. As an example of the opera-
tion of a wind energy generator of this type, the dashed lines (with accom-
panying arrows) in Fig. 9.8 describe a situation with initial wind speed 8 m 
s-1, assuming that this provides enough torque to start the rotor at the fixed 
overall pitch angle θ0 = 0° (i.e. the torque produced by the wind at 8 m s-1 
and Ω = 0 is above the internal torque Q0, here assumed to be constant). The 
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excess torque makes the angular velocity of the rotor, Ω, increase along the 
specific curve for ux,in = 8 m s-1, until the value Ω0 characterising the electric 
generator is reached. At this point the load is connected and the wind en-
ergy converter begins to deliver power to the load area. If the wind speed 
later increases, the torque will increase along the vertical line at Ω = Ω0 in 
Fig. 9.8, and if the wind speed decreases, the torque will decline along the 
same vertical line until it reaches the internal torque value Q0. Then the an-
gular velocity diminishes and the rotor is brought to a halt. 

 

 
 
 

 

Figure 9.8. 
Torque variation 
with angular 
velocity for a 
wind energy 
converter of the 
type described 
in the previous 
figures, with 
radius R = 27 m 
and overall pitch 
angle 0°. The 
dashed, vertical 
line represents 
operation at 
fixed angular 
velocity (e.g. 
with a      gen-
erator). Q0 illus-
trates the inter-
nal torque. 

 

 
 
 

An alternative type of load may not require a constant angular velocity. 
Synchronous DC electric generators are of this type, providing increasing 
power output with increasing angular velocity (assuming a fixed exchange 
ratio between rotor angular velocity Ω and generator angular velocity Ωg). 
Instead of staying on a vertical line in the torque−versus−Ω diagram, for 
varying wind speed, the torque now varies along some fixed, monotonically 
increasing curve characterising the generator. An optimum synchronous 
generator would be characterised by a Q(Ω) curve, which for each wind 
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speed ux,in corresponds to the value of Ω = λux,in/R which provides the maxi-
mum power coefficient Cp (Fig. 9.3). This situation is illustrated in Fig. 9.10, 
again indicating by a set of dashed curves the torque variation for an initial 
wind speed of 8 m s-1, followed by an increasing and later again decreasing 
wind speed. In this case the Q = Q0 limit is finally reached at a very low 
angular velocity, indicating that power is still delivered during the major 
part of the slowing-down process. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 9.9. Starting torque 
as a function of overall 
pitch angle for the wind 
energy converter consid-
ered in the preceding 
figures. 

 
 

 

9.3 Non-uniform wind velocity 

The velocity field of the wind may be non-uniform in time as well as in spa-
tial distribution. The influence of time variations in wind speed on power 
output of a propeller-type wind energy converter has been touched upon in 
the previous subsection, although a detailed investigation involving the 
actual time dependence of the angular velocity Ω was not included. In gen-
eral, the direction of the wind velocity is also time dependent, and the con-
version device should be able to successively align its rotor axis with the 
long-range trends in wind direction, or suffer a power reduction that is not 
just the cosine to the angle β between the rotor axis and the wind direction 
(“yaw angle”), but involves calculating the performance of each blade seg-
ment for an apparent wind speed W and angle of attack α different from the 
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ones previously used, and no longer axially symmetric. This means that the 
quantities W and α (or φ) are no longer the same inside a given annular 
stream-tube, but they depend on the directional position of the segment 
considered (e.g. characterised by a rotational angle ψ in a plane perpendicu-
lar to the rotor axis). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 9.10. Same as Fig. 
9.8, but here operation is 
illustrated for a load (e.g. 
asynchronous generator), 
which is optimised, i.e. 
corresponds to maxi-
mum Cp, at each wind 
speed. 

 
 
 
 

Assuming that both the wind direction and the wind speed are functions 
of time and of height h (measured from ground level or from the height z0, 
where the wind speed profile attains values near zero; cf. Sørensen, 2004), 
but that the direction remains horizontal, then the situation will be as de-
picted in Fig. 9.11. The coordinate system (x0, y0, z0) is fixed and has its origin 
in hub height h0, where the rotor blades are fastened. Consider now a blade 
element at a distance r from the origin, on the ith blade. The projection of 
this position on to the (y0, z0)-plane is turned the angle ψi from vertical, 
where 

 

ψi = 2π/i + Ω t,                    (9.12) 
 

at the time t. The coning angle δ is the angle between the blade and its pro-
jection onto the (y0, z0)-plane, and the height of the blade element above the 
ground is 
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Figure 9.11. Definition of coordinate systems for a coning rotor in a non-uniform 
wind field. 

  
h = h0 + r cos δ cos ψi,                (9.13) 

 

where h0 is the hub height. The height h enters as a parameter in the wind 
speed uin = |uin(h, t)| and the yaw angle β = β (h, t), in addition to time. 

An attempt can now be made to copy the procedure used in the case of a 
uniform wind velocity along the rotor axis, i.e. to evaluate the force compo-
nents for an individual streamtube both by the momentum consideration 
made in Section 8.1 and by the lift and drag approach of Section 8.2. The 
individual streamtubes can no longer be taken as annuli, but must be of an 
area As (perpendicular to the wind direction) small enough to permit the 
neglect of variations in wind velocity over the area at a given time. It will 
still be assumed that the flows inside different streamtubes do not interact, 
and also, for simplicity, the streamtubes will be treated as “straight lines”, 
i.e. not expanding or bending as they pass the region of the conversion de-
vice (as before, this situation arises when induced radial velocities are left 
out). 

Consider first the “momentum equation” (8.11), with the suffix s denoting 
“in the stream-wise direction” or “along the streamtube”, 

 

Fs = — Jm us
ind. 

 

This force has components along the x-, y-, and z-directions of the local co-
ordinate system of a blade turned the angle ψ from vertical (cf. Fig. 9.2). The 
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y-direction is tangential to the rotation of the blade element, and in addition 
to the component of Fs there may be an induced tangential velocity ut

ind (and 
force) of the same type as the one considered in the absence of yaw (in 
which case Fs is perpendicular to the y-axis). The total force components in 
the local coordinate system are thus 

 

Fx = — Jm us
ind (cos β cos δ + sin β sin δ sin ψ),  

Fy = — Jm us
ind sin β cos ψ + Jm ut

ind.               (9.14) 
 

From the discussion of Fig. 8.1, (8.12) and (8.15),  
 

Jm = As ρ us = As ρ uin(1 — a), 

us
ind = — 2auin,  

 

and in analogy with (9.2), a tangential interference factor a' may be defined 
by 

 

ut
ind = 2a'r Ω cos δ. 

 

However, the other relation contained in (9.2), from which the induced tan-
gential velocity in the rotor plane is half the one in the wake, cannot be de-
rived in the same way without the assumption of axial symmetry. Instead, 
the variation in the induced tangential velocity as a function of rotational 
angle ψ is bound to lead to crossing of the helical wake strains and it will be 
difficult to maintain the assumption of non-interacting streamtubes. Here, 
the induced tangential velocity in the rotor plane will still be taken as ½ut

ind, 
an assumption that at least gives reasonable results in the limiting case of a 
nearly uniform incident wind field and zero or very small yaw angle. 

Second, the force components may be evaluated from (9.4)−(9.6) for each 
blade segment, defining the local coordinate system (x, y, z) as in Fig. 9.11 
with the z-axis along the blade and the y-axis in the direction of the blade’s 
rotational motion. The total force, averaged over a rotational period, is ob-
tained by multiplying by the number of blades, B, and by the fraction of 
time each blade spends in the streamtube. Defining the streamtube dimen-
sions by an increment dr in the z-direction and an increment dψ in the rota-
tional angle ψ, each blade spends the time fraction dψ/(2π) in the stream-
tube, at constant angular velocity Ω. The force components are then 

 

Fx = B (dψ/2π) ½ ρ c W2 (CD(α) sin φ + CL(α) cos φ) dr, 
            (9.15) 

Fy = B (dψ/2π) ½ ρ c W2 (−CD(α) cos φ + CL(α) sin φ) dr, 
 

in the notation of (9.6). The angles φ and α are given by (9.4) and (9.5), but 
the apparent velocity W is the vector difference between the stream-wise 
velocity uin + ½ us

ind and the tangential velocity rΩ cos δ + ½ ut
ind, both taken 

in the rotor plane. From Fig. 9.11, 
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Figure 9.12. Streamtube definition (hatched areas) for a coning rotor in a non-uniform 
wind field: (a) view from top; (b) side view; (c) front view; (d) view along stream-
tube. 
 

Wx = uin (1 − a) (cos β  cos δ + sin β sin δ  sin ψ),  

Wy = uin (1 − a) sin β  cos ψ + r Ω  cos δ  (1 + a’),               (9.16) 

Wz = uin (1 − a) (− cos β  sin δ + sin β cos δ  sin ψ).  
 

The appropriate W2 to insert into (9.15) is Wx
2+ Wy

2. Finally, the relation 
between the streamtube area As and the increments dr and dψ must be es-
tablished. As indicated in Fig. 9.12, the streamtube is approximately a rec-
tangle with sides dL and dL', given by 

 

dL = r cos δ  (cos 2β  cos 2ψ + sin 2ψ )1/2 dψ,               (9.17) 

dL' = (sin 2δ  (1 + cos 2β ) + cos 2δ  (cos 2β  sin 2ψ + cos 2ψ) )1/2 dr, 
 

and 
As = dL dL'. 
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Now, for each streamtube, a and a' are obtained by equating the x- and y-
components of (9.14) and (9.15) and using the auxiliary equations for (W, φ) 
or (Wx, Wy). The total thrust and torque are obtained by integrating Fx and r 
cos δ  Fy, over dr and dψ (i.e. over all streamtubes). 

 

9.4 Restoration of wind profile in wake and implications for 
turbine arrays 

For a wind energy converter placed in the planetary boundary layer (i.e. in 
the lowest part of the Earth’s atmosphere), the reduced wake wind speed in 
the stream-wise direction, us,out, will not remain below the wind speed us,in of 
the initial wind field, provided that this is not diminishing with time. The 
processes responsible for maintaining the general kinetic motion in the at-
mosphere by making up (by solar energy) for the kinetic energy lost by 
surface friction and other dissipative processes will also act in the direction 
of restoring the initial wind profile (speed as function of height) in the wake 
of a power extracting device by transferring energy from higher air layers 
(or from the “sides”) to the partially depleted region (Sørensen, 1996). The 
large amounts of energy available at greater altitude (Sørensen, 2004) make 
such processes possible almost everywhere at the Earth’s surface and not 
just at those locations where new kinetic energy is predominantly being 
created. 

In the near wake, the wind field is non-laminar, owing to the induced tan-
gential velocity component, ut

ind, and owing to vorticity shedded from the 
wing tips and the hub region (as discussed in Section 9.1). It is then expected 
that these turbulent components gradually disappear further downstream in 
the wake, as a result of interactions with the random eddy motion of differ-
ent scales present in the “unperturbed” wind field. “Disappear” here means 
“get distributed on a large number of individual degrees of freedom”, so 
that no contributions to the time-averaged quantities considered remain. For 
typical operation of a propeller-type wind conversion device, such as the 
situations illustrated in Figs. 9.5 and 9.6, the tangential interference factor a' 
is small compared to the axial interference factor a, implying that the most 
visible effect of the passage of the wind field through the rotor region is the 
change in stream-wise wind speed. This is a function of r, the distance of the 
blade segment from the hub centre, as illustrated in Fig. 9.13, based on wind 
tunnel measurements. The induced r-dependence of the axial velocity is 
seen to gradually smear out, although it is clearly visible at a distance of two 
rotor radii in the set-up studied. 

Figure 9.14 suggests that under average atmospheric conditions the axial 
velocity, us,in, will be restored to better than 90% at about 10 rotor diameters 
behind the rotor plane and better than 80% at a distance of 5−6 rotor diame-
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ters behind the rotor plane, but rather strongly dependent on the amount of 
turbulence in the “undisturbed” wind field. 

 

Figure 9.13. 
Wind tunnel 
results illus-
trating the 
distortion of 
the wind field 
along the radial 
direction (R is 
the rotor ra-
dius) at various 
distances from 
the rotor plane 
(based on 
Hütter, 1976). 
 
 
 

 
A second wind energy converter may be placed behind the first one, in 

the wind direction, at a distance such that the wind profile and magnitude 
are reasonably well restored. According to the simplified investigations in 
wind tunnels (Fig. 9.14), supported by field measurements behind buildings, 
forests and fences, a suitable distance would seem to be 5−10 rotor diame-
ters (increasing to over 20 rotor diameters if “complete restoration” is re-
quired). If there is a prevailing wind direction, the distance between conver-
sion units perpendicular to this direction may be smaller (essentially deter-
mined by the induced radial velocities, which were neglected in the preced-
ing subsections, but appear qualitatively in Fig. 8.1). If, on the other hand, 
several wind directions are important, and the converters are designed to be 
able to “yaw against the wind”, then the distance required by wake consid-
erations should be kept in all directions. 

More severe limitations may possibly be encountered with a larger array 
of converters, say, distributed over an extended area with the average spac-
ing X between units. Even if X is chosen so that the relative loss in stream-
wise wind speed is small from one unit to the next, the accumulated effect 
may be substantial, and the entire boundary layer circulation may become 
altered in such a way that the power extracted decreases more sharply than 
expected from the simple wake considerations. Thus, large-scale conversion 
of wind energy may even be capable of inducing local climatic changes. 

A detailed investigation of the mutual effects of an extended array of 
wind energy converters and the general circulation on each other requires a 
combination of a model of the atmospheric motion with a suitable model of 
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the disturbances induced in the wake of individual converters. In one of the 
first discussions of this problem, Templin (1976) considered the influence of 
an infinite two-dimensional array of wind energy converters with fixed 
average spacing on the boundary layer motion to be restricted to a change of 
the roughness length z0 in the logarithmic expression (see Sørensen, 2004) 
for the wind profile, assumed to describe the wind approaching any con-
verter in the array. The change in z0 can be calculated from the stress τind 
exerted by the converters on the wind, due to the axial force Fx in (9.6) or 
(9.8), which according to (8.14) can be written 

  

 τ ind  = Fx/S = ½ρ (us,in)2 2(1 — a)2 A/S, 
 

 

Figure 9.14. Wind tunnel results indicating the restoration at stream-wise wind speed 
behind a rotor (placed at distance 0, the rotor being simulated by a gauze disc). The 
approaching wind has a logarithmic profile (solid line) or is uniform with approxi-
mately laminar flow (dashed line) (based on Pelser, 1975). 

 
 

Figure 9.15. Calculated 
(see text) and measur-
ed power outputs 
from one row of 
turbines perpendicu-
lar to the wind direc-
tion, in a wind park 
located at Nørrekær 
Enge in Denmark. It 
consists in total of five 
rows with a turbine 
spacing of 6 rotor 
diameters (Taylor et 
al., 1993). 
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with S being the average ground surface area available for each converter 
and A/S being the “density parameter”, equal to the ratio of rotor-swept area 
to ground area. For a quadratic array with regular spacing, S may be taken 
as X2. According to Sørensen (2004), ux,in taken at hub height h0 can, in the 
case of a neutral atmosphere, be written  
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where τ 0 is the stress in the absence of wind energy converters and z'0 is the 
roughness length in the presence of the converters, which can now be de-
termined from this equation and τind from the previous one. 

Figure 9.15 shows the results of a calculation for a finite array of convert-
ers (Taylor et al., 1993) using a simple model with fixed loss fractions (Jen-
sen, 1994). It is seen that this model is incapable of reproducing the fast res-
toration of winds through the turbine array, presumably associated with the 
propagation of the enhanced wind regions created just outside the swept 
areas (as seen in Fig. 9.13). A three-dimensional fluid dynamics model is 
required for describing the details of array shadowing effects. Such calcula-
tions are in principle possible, but so far no convincing implementation has 
been presented. The problem is the very accurate description needed, of 
complex three-dimensional flows around the turbines and for volumes 
comprising the entire wind farm of maybe hundreds of turbines. This is an 
intermediate regime between the existing three-dimensional models for 
gross wind flow over complex terrain and the detailed models of flow 
around a single turbine used in calculations of aerodynamical stability. 

 

9.5  Off-shore foundation issues 

The possibility of placing wind turbines off-shore, typically in shallow wa-
ters of up to some 20 m depth, relies on use of low-cost foundation methods 
developed earlier for harbour and oil-well uses. The best design depends on 
the material constituting the local water floor, as well as local hydrological 
conditions, including strength of currents and icing problems. Breakers are 
currently used to prevent ice from damaging the structure. The most com-
mon structure in place today is a concrete caisson as shown in Fig. 9.16a, but 
in the interest of cost minimising, the steel solutions shown in Fig. 9.16b,c 
have received increasing attention and the monopile (Fig. 9.16c) was se-
lected for the recent Samsø wind farm in the middle of Denmark (Birch and 
Gormsen, 1999; Offshore Windenergy Europe, 2003). Employing the suction 
effect (Fig. 9.16b) may help cope with short-term gusting forces, while the 
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general stability must be ensured by the properties of the overall structure 
itself. 
 

 
 

Figure 9.16. Some foundation types for off-shore wind turbine towers placed in shal-
low waters; a: sand-filled caisson standing on the bottom, b: suction buckets, c: steel 
monopile. These foundation types are in use at locations with clay-till water floor 
material. 
 

9.6 Height scaling and frequency distribution of wind 

In closing this chapter, some approximate relations often employed in sim-
ple wind power estimates will be mentioned.  One describes the scaling of 
wind speeds with height, used e.g. to estimate speed u at a wind turbine hub 
height z from measured data at another height z1 (Sørensen, 2004): 
 

 u(z) = u(z1) log((z — z1)/z0) ,      (9.18) 
 

where the parameter z0 describes the local roughness of the surface. The 
form (9.18) is valid only for stable atmospheres. Another often-used ap-
proximation is the Weibull distribution of wind speeds v over time at a 
given location (f is the fraction of time in a given speed interval; Sørensen, 
1986): 
 

 f(v) = (k/c) (v/c)k-1 exp(-(v/c)k),      (9.19) 
 

where the parameter k is around 2 and c around 8, both with considerable 
variations from site to site. 
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 CROSS-WIND AND            

OTHER ALTERNATIVE 

CONVERTER CONCEPTS 
 
 

 
 
Wind energy converters of the cross-wind type have the rotor axis perpen-
dicular to the wind direction. The rotor axis may be horizontal as in wheel-
type converters (in analogy to waterwheels) or vertical as in the panemones 
used in Iran and China. The blades (ranging from simple “paddles” to opti-
mised airfoil sections) will be moving with and against the wind direction 
on alternative sides of the rotor axis, necessitating some way of emphasising 
the forces acting on the blades on one side. Possible ways are simply to 
shield half of the swept area, as in the Persian panemones (Wulff, 1966); to 
curve the “paddles” so that the (drag) forces are smaller on the convex than 
on the concave side, as in the Savonius rotor (Savonius, 1931); or to use 
aerodynamically shaped wing blades producing high lift forces for wind 
incident on the “front edge”, but small or inadequate forces for wind inci-
dent on the “back edge”, as in the Darrieus rotor (cf. Fig. 10.1) and related 
concepts. Another possibility is to allow for changes in the pitch angle of 
each blade, as, for example, achieved by hinged vertical blades in the Chi-
nese panemone type (Li, 1951). In this case the blades on one side of a verti-
cal axis have favourable pitch angles, while those on the other side have 
unfavourable settings. Apart from the shielded ones, vertical axis cross-
wind converters are omnidirectional, that is, they accept any horizontal 
wind direction on equal footing. 

 

10.1  Performance of a Darrieus-type converter 

The performance of a cross-wind converter, such as the Darrieus rotor 
shown in Fig. 10.1, may be calculated in a way similar to that used in Chap-
ter 9, by derivation of the unknown, induced velocities from expressing the 
forces in terms of both lift and drag forces on the blade segments and in 
terms of momentum changes between incident wind and wake flow. Also, 
the flow may be divided into a number of streamtubes (assumed to be non-

 
 CHAPTER 
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interacting), according to assumptions on the symmetries of the flow field. 
Figure 10.1 gives an example of the streamtube definitions, for a two-bladed 
Darrieus rotor with angular velocity Ω and a rotational angle ψ describing 
the position of a given blade, according to (9.12). The blade chord, c, has 
been illustrated as constant, although it may actually be taken as varying to 
give the optimum performance for any blade segment at the distance r from 
the rotor axis. As in the propeller rotor case, it is not practical to extend the 
chord increase to the regions near the axis. 

The bending of the blade, characterised by an angle δ(h) depending on the 
height h (the height of the rotor centre is denoted h0), may be taken as a tro-
poskien curve (Blackwell and Reis, 1974), characterised by the absence of 
bending forces on the blades when they are rotating freely. Since the blade 
profiles encounter wind directions at both positive and negative forward 
angles, the profiles are often taken as symmetrical (e.g. NACA 00XX pro-
files). 
 

Figure 10.1. Streamtube definition (hatched areas) for two-bladed Darrieus rotor, and 
determination of apparent wind velocity, in the case of negligible cross-wind in-
duced velocity (uy0

ind = 0): (a) view from top; (b) view along tangent to blade motion; 
(c) view along streamtube; (4) view perpendicular to streamtube. 
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Assuming as in Section 9.1 that the induced velocities in the rotor region 

are half of those in the wake, the streamtube expressions for momentum and 
angular momentum conservation analogous to (9.8) and (9.9) are 

 

 Fx0 = −Jm us
ind = 2ρ As (uin)2 (1 — a) a, 

 Fy0 = Jm uc.w.
ind,                  (10.1) 

 

where the axial interference factor a is defined as in (9.1), and where the 
streamtube area As corresponding to height and angular increments dh and 
dψ is (cf. Fig. 10.1) 

 

As = r sin ψ  dψ dh. 
 

The cross-wind induced velocity uc.w.
ind is not of the form (9.2), since the 

tangent to the blade rotational motion is not along the y0-axis. The sign of 
uc.w.

ind will be fluctuating with time, and for low chordal ratio c/R (R being 
the maximum value of r) it may be permitted to put Fy0 equal to zero (Lis-
saman, 1976; Strickland, 1975). This approximation will be made in the fol-
lowing. It will also be assumed that the streamtube area does not change by 
passage through the rotor region and that individual streamtubes do not 
interact (these assumptions being the same as those made for the propeller-
type rotor). 

The forces along the instantaneous x- and y-axes due to the passage of the 
rotor blades at a fixed streamtube location (h, ψ) can be expressed in analogy 
to (9.15), averaged over one rotational period, 

 

Fx = B (dψ/2π) ½ ρ c W2 (CD sin φ + CL cos φ) dh/cos δ, 
            (10.2) 

Fy = B (dψ/2π) ½ ρ c W2 (−CD cos φ + CL sin φ) dh/cos δ, 
 

where 
 

 tan φ = − Wx / Wy;          W
2 = Wx

2 + Wy
2 

 

and (cf. Fig. 10.1) 
 

 Wx = uin (1 — a) sin ψ cos δ, 

 Wy = − r Ω − uin (1 — a) cos ψ,                 (10.3) 

 Wz = − uin (1 — a) sin ψ sin δ. 
 

The angle of attack is still given by (9.5), with the pitch angle θ  being the 
angle between the y-axis and the blade centre chord line (cf. Fig. 9.2c). The 
force components (10.2) may be transformed to the fixed (x0, y0, z0) coordi-
nate system, yielding  

 

Fx0 = Fx cos δ sin ψ+ Fy cos ψ,                 (10.4) 
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Figure 10.2. Power coeffi-
cient as a function of tip-
speed ratio (“tip” means 
point furthest away from 
axis), for a two-bladed 
Darrieus rotor, with a 
chord ratio c/R = 0.1 and 
blade data corresponding 
to a symmetrical profile 
(NACA 0012 with Rey-
nolds number Re = 3 × 
106). A streamtube model 
of the type described in 
Fig. 10.1 has been used 
(based on Strickland, 
1975). 

 
with the other components Fy0 and Fz0 being neglected due to the assump-
tions made. Using the auxiliary relations given, a may be determined by 
equating the two expressions (10.1) and (10.4) for Fx0. 

After integration over dh and dψ, the total torque Q and power coefficient 
Cp can be calculated. Figure 10.2 gives an example of the calculated Cp for a 
low-solidity, two-bladed Darrieus rotor with NACA 0012 blade profiles and 
a size corresponding to Reynolds number Re = 3 × 106. The curve is rather 
similar to the ones obtained for propeller-type rotors (e.g. Fig. 9.3), but the 
maximum Cp is slightly lower. The reasons why this type of cross-wind 
converter cannot reach the maximum Cp of 16/27 derived from (8.18) (the 
“Betz limit”) are associated with the fact that the blade orientation cannot 
remain optimal for all rotational angles ψi, as discussed (in terms of a simpli-
fied solution to the model presented above) by Lissaman (1976). 

Figure 10.3 gives the torque as a function of angular velocity Ω for a small 
three-bladed Darrieus rotor. When compared with the corresponding curves 
for propeller-type rotors shown in Figs. 9.8 and 9.10 (or generally Fig. 9.7), it 
is evident that the torque at Ω = 0 is zero for the Darrieus rotor, implying 
that it is not self-starting. For application in connection with an electric grid 
or some other back-up system, this is no problem since the auxiliary power 
needed to start the Darrieus rotor at the appropriate times is very small 
compared with the wind converter output, on a yearly average basis. How-
ever, for application as an isolated source of power (e.g. in rural areas), it is 
a disadvantage, and it has been suggested that a small Savonius rotor 
should be placed on the main rotor axis in order to provide the starting 
torque (Banas and Sullivan, 1975). 

Another feature of the Darrieus converter (as well as of some propeller-
type converters), which is evident from Fig. 10.3, is that for application with 
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a load of constant Ω (as in Fig. 9.8), there will be a self-regulating effect in 
that the torque will rise with increasing wind speed only up to a certain 
wind speed. If the wind speed increases further, the torque will begin to 
decrease. For variable-Ω types of load (as in Fig. 9.10), the behaviour of the 
curves in Fig. 10.3 implies that cases of irregular increase and decrease of 
torque, with increasing wind speed, can be expected. 

 
Figure 10.3. Torque 
as a function of 
angular velocity for 
a small three-
bladed Darrieus 
rotor and at se-
lected wind speeds. 
The experimental 
rotor had a radius 
R = 2.25 m, a chord 
ratio c/R = 0.085 
and NACA 0012 
blade profiles 
(based on Banas 
and Sullivan, 1975). 

 
 

10.2 Augmenters 

In the preceding sections, it was assumed that the induced velocities in the 
converter region were half of those in the wake. This is strictly true for situa-
tions where all cross-wind induced velocities (ut and ur) can be neglected, as 
shown in (8.13), but if suitable cross-wind velocities can be induced so that 
the total stream-wise velocity in the converter region, ux, exceeds the value 
of —½(ux,in +ux,out) by a positive amount δux

ind, then the Betz limit on the power 
coefficient, Cp = 16/27, may be exceeded, 

 

 ux = ½(ux,in + ux,out) + δ ux
ind. 

 

A condition for this to occur is that the extra induced stream-wise velocity 
δ ux

ind does not contribute to the induced velocity in the distant wake, ux
ind, 

which is given implicitly by the above form of ux, since 
 

 ux,out = ux,in + ux
ind = ux,in (1 — 2a). 

 

The streamtube flow at the converter, (8.12), is then  
 

Jm = ρ Asux = ρ Asux,in (1 — a + ã)                (10.5) 
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with ã = δux
ind/ux,in, and the power (8.16) and power coefficient (8.18) are 

replaced by 
  

E = ρ As (ux,in)3 2a (1 — a) (1 — a + ã),  
Cp = 4a (1 — a) (1 — a + ã),                   (10.6) 

 

where the streamtube area As equals the total converter area A, if the single-
streamtube model is used. 

 

10.3  Ducted rotor 

In order to create a positive increment ãux,in of axial velocity in the converter 
region, one may try to take advantage of the possibility of inducing a par-
ticular type of cross-wind velocity, which causes the stream-tube area to 
contract in the converter region. If the streamtube cross section is circular, 
this may be achieved by an induced radial outward force acting on the air, 
which again can be caused by the lift force of a wing section placed at the 
periphery of the circular converter area, as illustrated in Fig. 10.4. 

Figure 10.4 compares a free propeller-type rotor (top), for which the 
streamtube area is nearly constant (as was actually assumed in Sections 9.1, 
9.2 and 10.1) or expanding as a result of radially induced velocities, with a 
propeller rotor of the same dimensions, shrouded by a duct-shaped wing-
profile. In this case the radial inward lift force FL on the shroud corresponds 
(by momentum conservation) to a radial outward force on the air, which 
causes the streamtube to expand on both sides of the shrouded propeller; in 
other words, it causes the streamlines passing through the duct to define a 
streamtube, which contracts from an initial cross section to reach a mini-
mum area within the duct and which again expands in the wake of the con-
verter. From (8.23), the magnitude of the lift force is 

 

 FL
duct = ½ ρ Wduct

2 cduct CL
duct,  

 

with the duct chord cduct defined in Fig. 10.4 and Wduct related to the incoming 
wind speed ux,in by an axial interference factor aduct for the duct, in analogy 
with the corresponding one for the rotor itself, (8.15), 

 

 Wduct = ux,in (1 — aduct). 
 

FL
duct is associated with a circulation Γ around the shroud profile (shown in 

Fig. 10.4), given by (8.21). The induced velocity δux
ind inside the duct appears 

in the velocity being integrated over in the circulation integral (8.21), and it 
may to a first approximation be assumed that the average induced velocity 
is simply proportional to the circulation (which in itself does not depend on 
the actual choice of the closed path around the profile), 
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Figure 10.4. Peripheral 
streamlines for free 
stream (top) and ducted 
rotor (below). 
 
 
 

  

δux
ind = kduct Γduct / R,                   (10.7) 

 

where the radius of the duct, R (assumed to be similar to that of the inside 
propeller-type rotor), has been introduced, because the path-length in the 
integral Γduct is proportional to R and the factor kduct appearing in (10.7) is 
therefore reasonably independent of R. Writing Γduct = (δ Wduct)-1 FL

duct in 
analogy to (8.21), and introducing the relations found above, 

  

ãduct = kduct cduct CL
duct (1 — aduct) / 2R.               (10.8) 

 

If the length of the duct, cduc,  is made comparable to or larger than R, and 
the other factors in (10.8) can be kept near to unity, it is seen from (10.6) that 
a power coefficient about unity or larger is possible. This advantage may, 
however, be outweighed by the much larger amounts of materials needed to 
build a ducted converter, relative to a free rotor. 

Augmenters taking advantage of the lift forces on a suitably situated 
aerodynamic profile need not provide a fully surrounding duct around the 
simple rotor device. A vertical cylindrical tower structure (e.g. with a wing 
profile similar to that of the shroud in Fig. 10.4) may suffice to produce a 
reduction in the widths of the streamtubes relevant to an adjacently located 
rotor and thus may produce some enhancement of power extraction. 
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10.4  Rotor with tip-vanes 

A formally appealing design, shown in Fig. 10.5, places tip-vanes of modest 
dimensions on the rotor blade tips (van Holten, 1976). The idea is that the 
tip-vanes act like a duct, without causing much increase in the amount of 
materials needed in construction. The smaller areas producing lift forces are 
compensated for by having much larger values of the apparent velocity Wvane 
seen by the vanes than Wduct in the shroud case. This possibility occurs be-
cause the tip-vanes rotate with the wings of the rotor (in contrast to the 
duct), and hence see air with an apparent cross-wind velocity given by 

 

Wvane = RΩ (1 — avane). 
 

The magnitude of the ratio Wvane/Wduct is thus of the order of the tip-speed 
ratio) λ = RΩ/ux,in, which may be 10 or higher (cf. Section 9.2). 

The lift force on a particular vane is given by FL
vane = ½ ρ Wvane

2 cvane CL
vane, 

and the average inward force over the periphery is obtained by multiplying 
this expression by (2πR)-1 Bbvane, where B is the number of blades (vanes), 
and where bvane is the lengths of the vanes (see Fig. 10.5). 

Using a linearised expression analogous to (10.7) for the axial velocity in-
duced by the radial forces, 

 

 

Figure 10.5. Geometry of propeller-type rotor with tip-vanes. 
  
 δux

ind = ãvane ux,in = kvane Γ / R,               (10.9) 
 

the additional interference factor ãvane to use in (10.6) may be calculated. Here 
Γ is the total circulation around the length of the tip-vanes (cf. Fig. 10.5), and 
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not the circulation Γvane = (ρ Wvane)-1 FL
vane in the plane of the vane lift and drag 

forces (left-hand side of Fig. 10.5). Therefore, Γ may be written 
 

 Γ = FL
vane B bvane / (2π Rρ w”), 

 

i.e. equal to the average inward force divided by ρ times the average axial 
velocity at the tip-vane containing peripheral annulus, 

 

w" = ux,in (1+a"). 
 

Expressions for a" have been derived by van Holten (1976). By inserting the 
above expressions into (10.9), ã = ãvane is obtained in the form 

 

 ã = kvane (1 — avane)2 B cvane bvane λ2 CL
vane/ (4πR2 (1 + a”)).             (9.10) 

 

The part (Bcvanebvane/πR2) in the above expression is the ratio between the 
summed tip-vane area and the rotor-swept area. Taking this as 0.05 and 
[according to van Holten (1976) for bvane/R = 0.5]  kvane (1 — avane)2/ (1 + a”) as 
0.7, the tip-speed ratio λ as 10 and CL

vane = 1.5, the resulting ã is 1.31 and the 
power coefficient according to the condition that maximises (10.6) as func-
tion of a, 

 

a =  (2 + ã — ((2 + ã)2 — 3(1 + ã))1/2) = 0.43;        Cp = 1.85. 
 

The drag forces FD
vane induced by the tip-vanes (cf. Fig. 10.5) represent a 

power loss from the converter, which has not been incorporated in the above 
treatment. According to van Holten (1976), this loss may in the numerical 
example studied above reduce Cp to about 1.2. This is still twice the Betz 
limit, for a tip-vane area that would equal the area of the propeller blades, 
for a three-bladed rotor with average chord ratio c/R = 0.05. It is conceivable 
that the use of such tip-vanes to increase the power output would in some 
cases be preferable to achieving the same power increase by increasing the 
rotor dimensions. 
 

10.5 Other wind conversion concepts  

A large number of alternative devices for utilisation of wind energy have 
been studied, in addition to those treated above and in the preceding sec-
tions. The lift-producing profile exposed to the wind may be hollow with 
holes through which inside air is driven out by the lift forces. Through a 
hollow tower structure, replacement air is then drawn to the wing profiles 
from sets of openings placed in such a way that the air must pass one or 
more turbine propellers in order to reach the wings. The turbine propellers 
provide the power output, but the overall efficiency based on the total di-
mensions of the device is low (Hewson, 1975). Improved efficiency of de-
vices that try to concentrate the wind energy before letting it reach a modest-
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size propeller may be obtained by first converting the mainly axial flow of 
the wind into a flow with a large vorticity of a simple structure, such as a 
circular air motion. Such vortices are, for example, formed over the sharp 
edges of highly swept delta wings, as illustrated in Fig. 10.6a (Sforza, 1976). 
There are two positions along the baseline of the delta wing where propeller 
rotors can be placed in an environment with stream-wise velocities us/uin of 
2−3 and tangential velocities ut of the same order of magnitude as uin (Sforza, 
1976). 

 

Figure 10.6. Augmenter concepts: (a) delta wing forming trailing vortices; (b) ducted 
vortex system (based on Sforza, 1976; Yen, 1976). 
 

If the wake streamlines can be diffused over a large region, such that in-
teraction with the wind field not contributing to those streamtubes passing 
through the converter can transfer energy to the slipstream motion and 
thereby increase the mass flow Jm through the converter, then further in-
crease in power extraction can be expected. This is the case for the ducted 
system shown in Fig. 10.4 (lower part), but it may be combined with the 
vorticity concept described above to form a device of the general layout 
shown in Fig. 10.6b (Yen, 1976). Wind enters the vertical cylinder through a 
vertical slit and is forced to rotate by the inside cylinder walls. The vortex 
system created in this way (an “artificial tornado”) is pushed up through the 
cylinder by pressure forces and leaves the open cylinder top. Owing to the 
strong vorticity, the rotating air may retain its identity high up in the atmos-
phere, where its diffusion extracts energy from the strong winds expected at 
that height. This energy is supposed to be transferred down the “tornado”, 
strengthening its vorticity and thus providing more power for the turbines 
placed between the “tornado” bottom and a number of air inlets at the tower 
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foot, which replace air that has left the top of the cylinder (cf. Fig. 10.6b). 
Neither of these two constructions has found practical applications. 

Conventional (or unconventional) wind energy converters may be placed 
on floating structures at sea (where the wind speeds are often higher than on 
land) or may be mounted on balloons (e.g. a pair of counter-rotating propel-
lers beside one other) in order to utilise the increasing wind speed usually 
found at elevations not accessible to ordinary building structures on the 
ground. In order to serve as a power source, the balloons must be guyed to a 
fixed point on the ground, with wires of sufficient strength. 

 

10.6  Heat, electrical/mechanical power, and fuel generation 

The wind energy converters described in the preceding sections have pri-
marily been converting the power in the wind into rotating shaft power. The 
conversion system generally includes a further conversion step if the desired 
energy form is different from that of the rotating shaft.  

Examples of this are the electric generators with fixed or variable rota-
tional velocity, which were mentioned in connection with Figs 9.8 and 9.10. 
The other types of energy can, in most cases, be obtained by secondary con-
version of electric power. In some such cases the “quality” of electricity need 
not be as high as that usually maintained by utility grid systems, in respect 
to voltage fluctuations and variations in frequency in the (most widespread) 
case of alternating current. For wind energy converters aimed at constant 
working angular velocity Ω, it is customary to use a gearbox and an induc-
tion-type generator. This maintains an a.c. frequency equal to that of the 
grid and constant to within about 1%. Alternatively, the correct frequency 
can be prescribed electronically. In both cases, reactive power is created (i.e. 
power which, like that of a condenser or coil, is phase shifted), which may 
be an advantage or a disadvantage, depending on the loads on the grid. 

For variable-frequency wind energy converters, the electric output would 
be from a synchronous generator and in the form of variable-frequency 
alternating current. This would have to be subjected to a time-dependent 
frequency conversion, and for arrays of wind turbines, phase mismatch 
would have to be avoided. Several schemes exist for achieving this, for ex-
ample, semiconductor rectifying devices (thyristors) which first convert the 
variable frequency AC to DC and then in a second step the DC (direct cur-
rent) to AC (alternating current) of the required fixed frequency (cf. Chapter 
26). 

If the desired energy form is heat, “low-quality” electricity may first be 
produced, and the heat may then be generated by leading the current 
through a high ohmic resistance. Better efficiency can be achieved if the 
electricity can be used to drive the compressor of a heat pump (Chapter 6), 
taking the required heat from a reservoir of temperature lower than the 
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desired one. It is also possible to convert the shaft power more directly into 
heat. For example, the shaft power may drive a pump, pumping a viscous 
fluid through a nozzle, such that the pressure energy is converted into heat. 
Alternatively, the shaft rotation may be used to drive a “paddle” through a 
fluid, in such a way that large drag forces arise and that the fluid is put into 
turbulent motion, gradually dissipating the kinetic energy into heat. If water 
is used as the fluid medium, this arrangement is called a “water-brake”. 

Windmill shaft power has traditionally been used to perform mechanical 
work of various kinds, including flour milling, threshing, lifting and pump-
ing. Pumping of water, e.g. for irrigation purposes, with a pump connected 
to the rotating shaft, may be particularly suitable as an application of wind 
energy, since variable and intermittent power would, in most cases, be ac-
ceptable, as long as the average power supply in the form of lifted water 
over an extended period of time is sufficient. 

In other cases an auxiliary source of power may be needed, so that the 
demand can be met at any time. This can be achieved for grid-based systems 
by trade of energy (Sørensen, 2004; 2005). Demand matching can also be 
ensured if an energy storage facility of sufficient capacity is attached to the 
wind energy conversion system. A number of such storage facilities will be 
mentioned in Part IX, and among them will be the storage of energy in the 
form of fuels, such as hydrogen. Hydrogen may be produced, along with 
oxygen, by electrolysis of water, using electricity from the wind energy con-
verter. The detailed working of these mechanisms over time and space is 
simulated in the scenarios outlined in several studies (Sørensen, 2004; 2005; 
2007). 

The primary interest may also be oxygen, for example for dissolving into 
the water of lakes that are deficient in oxygen (say, as a result of pollution), 
or to be used in connection with “ocean farming”, where oxygen may be a 
limiting factor in cases where nutrients are supplied in large quantities, e.g. 
by artificial upwelling. Such oxygen may be supplied by wind energy con-
verters, while the co-produced hydrogen may be used to produce or move 
the nutrients. Again, in this type of application large power fluctuations 
may be acceptable. 



BENT SØRENSEN 

                         76

 
 
 
 

  
 HYDRO AND TIDAL           

ENERGY CONVERSION 
 
 

 
 

11.1 Conversion of water flows 

Electricity generation from flowing or elevated water possessing potential, 
kinetic and/or pressure energy (8.2)−(8.4) can be achieved by means of a 
turbine, the general theory of which was outlined in Chapter 8. The particu-
lar design of turbine to be used depends on whether there is a flow Jm 
through the device, which must be kept constant for continuity reasons, or 
whether it is possible to obtain zero fluid velocity after the passage through 
the turbine. 

The form of energy at the entrance of the turbine may be kinetic or pres-
sure energy, causing the forces on the turbine blades to be a combination of 
“impulse” and “reaction” forces, which can be modified at ease. The poten-
tial energy of elevated water may be allowed to “fall”, i.e. forming kinetic 
energy, or it may act as a pressure source through a water-filled tube con-
necting the elevated water source with the turbine placed below. Con-
versely, pressure energy may be transformed into kinetic energy by passage 
through a nozzle. 

Typical classical turbine designs are illustrated in Fig. 11.1. For high spe-
cific energy differences win−wout (large “heads”), the Pelton turbine (Fig. 
11.1a), which is a high-speed variant of the simple undershot waterwheel, 
may be used. It has the inflow through a nozzle, providing purely kinetic 
energy, and negligible wout (if the reference point for potential energy is 
taken to correspond to the water level after passing the turbine). Also, the 
Francis turbine (Fig. 11.1b) is used with large water heads. Here the water is 
allowed to approach the entire rotor, guided to obtain optimum angles of 
attack, and the rotor moves owing to the reaction forces resulting from both 
the excess pressure at entrance and the suction at exit. 

The third type of turbine, illustrated in Fig. 11.1c, can be used for low wa-
ter heads. Here the rotor is a propeller, designed to obtain high angular 
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speeds. Again, the angle of attack may be optimised by installation of guid-
ing blades at the entrance to the rotor region. If the blade pitch angle is 
fixed, it is called a Nagler turbine. If it can be varied, it is called a Kaplan 
turbine. 

 

 

Figure 11.1. Pelton (a), Francis (b) and Kaplan (c) water turbines. 
 
Figure 11.2 gives examples of actual efficiencies for the types of turbines 

described above (Fabritz, 1954) as functions of the power level. The design 
point for these turbines is about 90% of the rated power (which is set to 
100% on the figure), so the power levels below this point correspond to 
situations in which the water head is insufficient to provide the design 
power level. 

 

 
 
 
 
 
 
 
 
 
 

 

Figure 11.2. Efficiency of water 
turbines as a function of power 
level (based on Fabritz, 1954). 
 
 

 

Pelton and Francis turbines have been used in connection with river flows 
with rapid descent, including waterfalls, and in many cases it has been pos-
sible by building dams to provide a steady energy source throughout most 
of the year. This implies storing the water at an elevated level in natural or 
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artificial reservoirs and letting the water descend to the turbines only when 
needed. The operation of systems that include several sources of flow 
(springs, glacier or snow melt, rainy regions), several reservoirs of given 
capacity, a given number of turbine power stations and a load of electricity 
usage that also varies with time, has been studied and optimised by simula-
tion techniques (see e.g. Jamshidi and Mohseni, 1976). 

For many years, hydropower has been the most widely used renewable 
source of electricity and also — among all types of power plants including 
fossil and nuclear — the technology inviting the largest schemes of power 
plants rated at several gigawatts and often involving artificial water reser-
voirs of gigantic size. The development of such schemes in disregard of 
social and environmental problems has given hydropower a negative repu-
tation. In developing countries thousands of people have been forcefully 
removed from their homes with no compensation to give way for flooded 
reservoirs, causing monumental environmental disruption (though this 
practice is not restricted to developing countries, as the examples of Tasma-
nia or Norway show) and in some cases destroying priceless sites of ar-
chaeological value (e.g. in Turkey). In recent decades, it has become clear 
that in many cases there exist ways of minimising environmental damage, 
albeit at a higher cost. The environmental discussion below mentions Swiss 
efforts to use cascading systems to do away with any large reservoirs, ac-
cepting that the smaller reservoirs located along the flow of water and de-
signed to minimise local impacts would provide somewhat less regulation 
latitude.  Full consideration of these concerns is today in most societies a 
prerequisite for considering hydropower as a benign energy source. 

 
Environmental issues related to hydro power 

The environmental impact of non-regulated hydro-generation of power is 
mainly associated with preventing the migration of fish and other biota 
across the turbine area, but the building of dams in connection with large 
hydro facilities may have an even more profound influence on the ecology 
of the region, in addition to introducing accident risks. For large reservoirs, 
there has been serious destruction of natural landscapes and dislocation of 
populations living in areas to be flooded. There are ways to avoid some of 
the problems. Modular construction, where the water is cascaded through 
several smaller reservoirs, has been used, e.g. in Switzerland, with a sub-
stantial reduction in the area modified as a result. The reservoirs need not be 
constructed in direct connection with the generating plants, but can be sepa-
rate installations placed in optimum locations, with a two-way turbine that 
uses excess electric production from other regions to pump water up into a 
high-lying reservoir. When other generating facilities cannot meet demand, 
the water is then led back through the turbines. This means that although 
the water cycle may be unchanged on an annual average basis, considerable 
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seasonal modifications of the hydrological cycle may be involved. The influ-
ence of such modifications on the vegetation and climate of the region below 
the reservoir, which would otherwise receive a water flow at a different 
time, has to be studied in each individual case. The same may be true for the 
upper region, for example, owing to increased evaporation in the presence 
of a full reservoir. 

Although these modifications are local, they can influence the ecosystems 
with serious consequences for humans. An example is provided by the 
building of the Aswan Dam in Egypt, which has allowed water snails to 
migrate from the Nile delta to the upstream areas. The water snails may 
carry parasitic worms causing schistosomiasis, and this disease has actually 
spread from the delta region to Upper Egypt since the building of the dam 
(Hayes, 1977). 

It is unlikely that hydropower utilisation will ever be able to produce 
changes in the seasonal hydrological cycle, which could have global conse-
quences, but no detailed investigation has yet been made. 
 
Tidal energy flows 

Kaplan (or Nagler) turbines are used in connection with low water heads 
(e.g. the local community power plants in China, cf. China Reconstructs, 
1975) and tidal plants (André, 1976), and they may be used if ocean currents 
are to be exploited. The 240-MW tidal plant at la Rance in France has tur-
bines placed in a dam structure across an inlet, which serves as a reservoir 
for two-way operation of the turbines (filling and emptying of the reservoir). 
According to André (1976), the turbine efficiency is over 90%, but the tur-
bines are only generating electricity during part of the day, according to the 
scheme outlined in Fig. 11.3. The times at which generation is possible are 
determined by the tidal cycle, according to the simple scheme of operation, 
but modifications to suit the load variations better are possible, e.g. by using 
the turbines to pump water into the reservoir at times when this would not 
occur as a result of the tidal cycle itself. The installation has had several 
problems due to siltation, causing it to be operated most of the time only for 
water flows in one direction, despite its design to accept water inflow from 
both sides. 
 
Environmental issues related to tidal power 

Environmental impacts may arise from utilisation of tidal power. When the 
La Rance tidal plant in France was built in the 1960s, the upper estuary was 
drained for water during two years, a procedure that would hardly be con-
sidered environmentally acceptable today. Alternative building methods 
using caissons or diaphragms exist, but in all cases the construction times 
are long and careful measures have to be taken to protect the biosphere (e.g. 
when stirring up mud from the estuary seabed). Generally, the coastal envi-
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ronment is affected by the building and operation of tidal power plants, 
both during construction and to a lesser extent during operation, depending 
on the layout (fish bypasses etc., as known from hydropower schemes). 
Some fish species may be killed in the turbines, and the interference with the 
periodic motion of bottom sand may lead to permanent siltation problems 
(as it has at la Rance). 

 
 
 
 
 
 
 
 
 
 

 

Figure 11.3. Operation of the tidal power 
plant at la Rance (based on André, 1976). 
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For the turbines considered in Chapters 8-11, it was explicitly assumed that 
no heat was added. Other flow-type converters are designed to receive heat 
during the process. An example of this is the (Brayton cycle) gas turbine, 
which was described in Chapter 3 from the point of view of thermodynam-
ics. The gas turbine allows the conversion of heat into shaft power, but it 
may equally well be viewed as the successive conversion of heat into kinetic 
energy of flow and then of the kinetic energy of flow into shaft power. 

The magnetohydrodynamic converter is another device converting heat 
into work, but delivering the work directly as electrical power without the 
intermediate steps of mechanical shaft power. The advantage is not in 
avoiding the shaft power to electrical power conversion, which can be done 
with small losses, but rather in avoiding a construction with moving parts, 
thereby permitting higher working temperatures and higher efficiency. The 
heat added is used to ionise a gas, and this conducting gas (“plasma”) is 
allowed to move through an expanding duct, upon which an external mag-
netic field B is acting. The motion of the gas is sustained by a pressure drop 
between the chamber where heat is added and the open end of the expand-
ing duct. The charged particles of velocity u in the plasma are subjected to a 
Lorentz force 

 

 F = ρel u × B,         (12.1) 
 

where the direction of this induced force is perpendicular to B and u, but 
opposite for the positive atoms and for the negatively charged electrons. 
Since the mass of an electron is much smaller than that of an atom, the net 
induced current will be in the direction given by a negative value of ρel. 
Assuming a linear relationship between the induced current Jind and the 
induced electric field Eind = F/ρel = u × B, the induced current may be written 

 

 Jind = σ u × B,        (12.2) 
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where σ is the electrical conductivity of the plasma. This outlines the mecha-
nism by which the magnetohydrodynamic (MHD) generator converts the 
kinetic energy of moving charges into electrical power associated with the 
induced current Jind across the turbine. A more detailed treatment must take 
into account the contributions to the force (12.1) on the charges, which arise 
from the induced velocity component Jind / ρel, as well as the effect of varia-
tions (if any) in the flow velocity u through the generator stage (see e.g. 
Angrist, 1976). 

The generator part of the MHD generator has an efficiency determined by 
the net power output after subtraction of the power needed for maintaining 
the magnetic field B. Only the gross power output can be considered as 
given by (2.12). Material considerations require that the turbine be cooled, so 
in addition to power output there is a heat output in the form of a coolant 
flow, as well as the outgoing flow of cooled gas. The temperature of the 
outflowing gas is still high (otherwise recombination of ions would inhibit 
the functioning of the converter), and the MHD stage is envisaged as being 
followed by one or more conventional turbine stages. It is believed that the 
total power generation in all stages could be made to exceed that of a con-
version system based entirely on turbines with moving parts, for the same 
heat input. 

Very high temperatures are required for the ionisation to be accomplished 
thermally. The ionisation process can be enhanced in various ways. One is 
to “seed” the gas with suitable metal dust (sodium, potassium, caesium, 
etc.), for which case working MHD machines operating at temperatures 
around 2500 K have been demonstrated (Hammond et al., 1973). If the heat 
source is fossil fuel, and particularly if it is coal with high sulphur content, 
the seeding has the advantage of removing practically all the sulphur from 
the exhaust gases (the seeding metals are rather easily retrieved and must 
anyway be recycled for economic reasons). 
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The surface of a wavy ocean may be described by a function σ = σ(x, y, t), 
giving the deviation of the vertical coordinate z from zero. Performing a 
spectral decomposition of a wave propagating horizontally along the x-axis 
yields 

 

∫
∞

∞−
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where S(k) represents the spectrum of σ. If ω is constant and positive, (13.1) 
describes a harmonic wave moving towards the right; if ω is constant and 
negative, the wave moves towards the left. By superimposing waves with 
positive and negative ω, but with the same spectral amplitude S(k), standing 
waves may be constructed. If S(k) in (13.1) is different from zero only in a 
narrow region of k-space, σ will describe the propagation of a disturbance 
(wave packet) along the ocean surface. 

 

A lowest-order solution for σ under the influence of the local force of 
gravity g may be found using the infinitesimal wave approximation (We-
hausen and Laitone, 1960), 

 
σ = a cos(k(x — Ut)) exp( — 2k2η t)),      (13.2) 
 

where the connection between wave velocity (phase velocity) U, wave num-
ber k and wavelength λ is 
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No boundary condition has been imposed at the bottom, corresponding to a 
deep ocean assumption, λ << h, with h being the depth of the ocean. If the 
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viscous forces are disregarded, the last exponential factor in (13.2) contain-
ing the viscosity η (= 1.8 × 10-6 m2 s-1 for water) may be omitted.  

The energy of wave motion is the sum of potential, kinetic and surface 
contributions (if surface tension is considered). For a vertical column of unit 
area and density ρ, one has (Sørensen, 2004) 

 
Wtotal = 2

1  ρ g a2 exp(−4k2η t).       (13.4) 
 

This shows that a wave, which does not receive renewed energy input, will 
dissipate energy by molecular friction, with the rate of dissipation 
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Of course, this is not the only mechanism by which waves lose energy. En-
ergy is also lost by the creation of turbulence on a scale above the molecular 
level. This may involve interaction with the air, possibly enhanced by the 
breaking of wave crests, or oceanic interactions due to the Reynold stresses 
(see Sørensen, 2004). Also, at the shore, surf formation and sand put into 
motion play a role in energy dissipation from the wave motion. 

The power in the waves, i.e. the rate at which energy (from surface to 
ocean bottom) is crossing a unit of length at the surface, perpendicular to the 
direction of the wave motion, is from (13.4), with neglect of the viscosity 
factor, 

 

P = ½ U Wtotal = ρ g U a2/4 = ρ g2 T a2/(8π),     (13.6) 
 

where the last equality has introduced the wave period, T, which for har-
monic waves equals the zero-crossing period, i.e. the time interval between 
successive crossings of zero height (σ = 0) in the same direction. 

Once the wind has created a wave field, this may continue to exist for a 
while, even if the wind ceases. If only frictional dissipation of the type (13.5) 
is active, a wave of wavelength λ = 10 m will take 70 h to be reduced to half 
the original amplitude, while the time is 100 times smaller for λ = 1 m. 

 

13.1 Wave energy conversion devices 

     A large number of devices for converting wave energy to shaft power or 
compression energy have been suggested, and some of them have been 
tested on a modest scale. Reviews of wave devices may be found, for exam-
ple, in Leichman and Scobie (1975), Isaacs et al. (1976), Slotta (1976), Clarke 
(1981), Sørensen (1999a), Thorpe (2001), CRES (2002), and DEA Wave Pro-
gram (2002). Below, the technical details will be given for two typical exam-
ples of actual devices: the oscillating water column device that has been in 
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successful small-scale operation for many years for powering mid-sea 
buoys, and the Salter duck that theoretically has a very high efficiency, but 
has not been successful in actual prototyping experiments. However, first 
some general remarks will be offered. 

Resource estimates (Sørensen, 2004) indicate that the most promising loca-
tions for a wave utilisation apparatus would be in the open ocean rather 
than in coastal or shallow water regions. Yet all three device types have been 
researched: (a) shore-fixated devices for concentrating waves into a mod-
estly elevated reservoir, from which the water may drive conventional hy-
dro-turbines; (b) near-shore devices making use of the oscillations of a water 
column or a float on top of the waves, relative to a structure standing at the 
sea floor; and (c) floating devices capturing energy by differential move-
ments of different parts of the device. 

As a first orientation towards the prospects of developing economically 
viable wave power devices, a comparison with off-shore wind power may 
be instructive. One may first look at the weight of the construction relative 
to its rated power. For an on-shore wind turbine, this number is around 0.1 
kg/Wrated, while adding the extra foundation weight for off-shore turbines 
(except caisson in-fill) increases the number to just below 0.2 kg/Wrated. For 
15 wave power devices studied by the DEA Wave Program (2002), the range 
of weight to rated power ratios is from 0.4 to 15 kg/Wrated. The two numbers 
below 1.0 are for device concepts not tested and for use on-shore or at low 
water depth, where the power resources are small anyway. So the conclu-
sion is that the weight/power ratio is likely to be at least 2 but likely more 
than 5 times that of off-shore wind turbines, which to a first approximation 
is also a statement on the relative cost of the two concepts. 

Using the same data, one may instead look at the ratio of actually pro-
duced power at a particular location and the weight of the device. For off-
shore wind in the North Sea, this is around 20 kWh y−1 kg−1. For the 15 wave 
devices, values of 0.1 to 10 are found, by using for all devices the same wave 
data estimated for a location some 150 km west of the city Esbjerg in Den-
mark. Clearly, it is not reasonable to use wave data for a location 150 km out 
into the ocean for wave power devices that must stand on the shore or at 
very shallow water. Omitting these cases, the resulting range reduces to 0.1-
1.5 kWh y−1 kg−1 or over 13 times less that for off-shore wind in the same 
region. Again, the simplistic translation from weight to cost indicates that 
wave energy is economically unattractive, because at the same location wind 
power can be extracted at much lower cost. Also, there are no particular 
reasons to expect the distribution of weight on less expensive materials (con-
crete or steel) and more expensive materials (special mechanical and electric 
equipment) to be substantially different. It is part of this argument, that 
where wave power would be feasible, off-shore wind power is also 
available, because it is the wind that creates the waves. Only at large water 
depths, say, over 30 m depth, where any kind of foundation would be prob-
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lematic, might the wave devices floating on the surface be more attractive 
than wind. Yet the line of arguments presented above give no indications 
that the cost of such mid-ocean wave power extraction and cable transmis-
sion to land will be economically viable, unless all near-shore wind options 
have already been exploited. 

Finally, there is the argument of the time-distribution of the power from 
wave devices. One might have expected the variations in wave energy with 
time to be smaller than for wind energy because of the accumulating nature 
of the resource. However, this is not true on a seasonal scale, where wave 
power exhibits very large variations with seasons (Sørensen, 2004). This is 
the case not only for mid-ocean sites, but also e.g. for the North Sea location 
mentioned above. Rambøll (1999) finds 6 times more average wave power in 
January than in June, where the corresponding factor for wind power is 2 
(Sørensen, 2000a). Acceptance of wave power into grids serving electricity 
demands is thus going to be considerably more difficult than acceptance of 
wind, which roughly has the same seasonal variation as demand, at least on 
the Northern Hemisphere. Thus, in addition to an initial cost likely to be 
substantially higher than that of wind power, additional costs for energy 
storage or other supply-demand mismatch management must be consid-
ered.  

In spite of these difficulties, much ingenuity has been exercised in con-
structing wave devices of all kinds: Air-compression systems, mechanical 
displacements converted into power, enclosed turbines like those used for 
hydropower or even the free-stream propeller turbines used for wind 
power, concentrators using ramps to the shore or using lens systems at sea. 
Few of the devices tested at full scale in actual sea have survived the most 
severe storms encountered, indicating the difficulty in acquiring enough 
structural strength without using uneconomically large amounts of materi-
als. It is quite likely that structural failures could be avoided if materials 
usage and cost were not an issue. 

 

13.2 Pneumatic converter 

A wave energy conversion device that for some time has been in practical 
use, although on a fairly small scale, is the buoy of Masuda (1971), shown in 
schematic form in Fig. 13.1. Several similar wave power devices exist, based 
on an oscillating water column driving an air turbine, in some cases shore 
based and with only one chamber (see e.g. CRES, 2002). The buoy in Fig. 
13.1 contains a tube extending downward, into which water can enter from 
the bottom, and a “double-action” air turbine, i.e. a turbine that turns in the 
same way under the influence of pressure and suction (as illustrated by the 
non-return valves). 
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The wave motion will cause the whole buoy to move up and down and 
thereby create an up-and-down motion of the water level in the centre tube, 
which in turn produces the pressure increases and decreases that make the 
turbine in the upper air chamber rotate. Special nozzles may be added in 
order to increase the speed of the air impinging on the turbine blades. 

For a simple sinusoidal wave motion, as described by (13.2), but omitting 
the viscosity-dependent exponential factor, the additional variables σ1 and Z 
describing the water level in the centre tube and the vertical displacement of 
the entire buoy, respectively, may also be expected to vary sinusoidally, but 
with phase delays and different amplitudes, 

 

σ = a cos (kx − ω t), 
σ1 = σ10 cos (kx − ω t − δσ), 
Z = Z0 cos (kx − ω t − δZ), 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 13.1. Masuda’s 
pneumatic wave energy 
conversion device. 
 
 

with ω = kU in terms of the wave number k and phase velocity U (13.3). The 
relative air displacement ρ1 in the upper part of the central tube (the area of 
which is A1 = πR1

2) is now (see Fig. 13.1) 
 

 ρ1 = σ1 — Z. 
 

Assuming the airflow to be incompressible, continuity requires that the 
relative air velocity dρ2/dt in the upper tubes forming the air chamber (of 
area A2 = πR2

2) be 
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dρ2 /dt  = (A1 / A2) dρ1 /dt. 
 

It is now possible to set up the equations of motion for σ1  and Z, equating 
the accelerations d2σ1/dt2 and d2Z/dt2 multiplied by the appropriate masses 
(of the water column in the centre tube and of the entire device) to the sum 
of forces acting on the mass in question. These are buoyancy and pressure 
forces, as well as friction forces. The air displacement variable ρ2 satisfies a 
similar equation involving the turbine blade reaction forces. The equations 
are coupled, but some of the mutual interaction can be incorporated as 
damping terms in each equation of motion. McCormick (1976) uses linear 
damping terms −b(dσ1 /dt), etc., with empirically chosen damping con-
stants, and drops other coupling terms, so that the determination of σ1 and Z 
becomes independent. Yet the dρ2/dt values determined from such solu-
tions are in good agreement with measured ones, for small wave amplitudes 
a (or “significant heights” HS = 2 × 21/2a) and wave periods T = 2π/ω which 
are rather close to the resonant values of the entire buoy, T0, or to that of the 
centre tube water column, T1. Between these resonant periods the agreement 
is less good, probably indicating that couplings are stronger away from the 
resonances than near them, as might be expected. 

The power transferred to the turbine shaft cannot be calculated from the 
expression (2.12) because the flow is not steady. The mass flows into and out 
of the converter vary with time, and at a given time they are not equal. 
However, owing to the assumption that the air is incompressible, there will 
be no build-up of a compressed air energy storage inside the air chamber, 
and therefore, the power can still be obtained as a product of a mass flux, i.e. 
that to the turbine, 

 

 Jm = ρa A1 dρ1/dt 
 

(ρa being the density of air), and a specific energy change ∆w (neglecting 
heat dissipation). In addition to the terms (8.2)−(8.4) describing potential 
energy changes (unimportant for the air chamber), kinetic energy changes 
and pressure/enthalpy changes, ∆w will contain a term depending on the 
time variation of the air velocity dρ2/dt at the turbine entrance, 
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where ∆P is the difference between the air pressure in the air chamber (and 
upper centre tube, since these are assumed equal) and in the free outside air, 
and ρ is the co-ordinate along a streamline through the air chamber 
(McCormick, 1976). Internal losses in the turbine have not been taken into 
account. 
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Figure 13.2 shows an example of the simple efficiency of conversion, η, 
given by the ratio of Jm∆w and the power in the incident waves, which for 
sinusoidal waves is given by (13.6). Since the expression (13.6) is the power 
per unit length (perpendicular to the direction of propagation, i.e. power 
integrated over depth z), it should be multiplied by a dimension of the de-
vice that characterises the width of wave acceptance. As the entire buoy is 
set into vertical motion by the action of the waves, it is natural to take the 
overall diameter 2R0 (cf. Fig. 13.1) as this parameter, such that 

 

 η = 8π Jm ∆ w/(2R0 ρ g
2Ta2) = 32π Jm ∆w/(ρ g2THS

2R0).                      (13.7) 
 

The efficiency curves as functions of the period T, for selected significant 
wave heights HS, which are shown in Fig. 13.2, are based on a calculation by 
McCormick (1976) for a 3650-kg buoy with overall diameter 2R0 = 2.44 m 
and centre tube diameter 2R1 = 0.61 m. For fixed HS, η has two maxima, one 
just below the resonant period of the entire buoy in the absence of damping 
terms, T0 ≈ 3 s, and one near the air chamber resonant period, T1 ≈ 5 s. This 
implies that the device may have to be “tuned” to the periods in the wave 
spectra giving the largest power contributions, and that the efficiency will be 
poor in certain other intervals of T. According to the calculation based on 
solving the equations outlined above and with the assumptions made, the 
efficiency η becomes directly proportional to HS. This can only be true for 
small amplitudes, and Fig. 13.2 shows that unit efficiency would be obtained 
for HS ≈ 1.2 m from this model, implying that non-linear terms have to be 
kept in the model if the power obtained for waves of such heights is to be 
correctly calculated. McCormick (1976) also refers to experiments, which 
suggest that the power actually obtained is smaller than that calculated. 

 
 
 
 
 
 
 
 
 
 

 

Figure 13.2. Efficiency of a pneumatic 
wave energy converter as function of 
wave period, calculated for two wave 
amplitudes (based on McCormick, 
1976). 
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Masuda has proposed placing a ring of pneumatic converters (floating on 
water of modest depth) such that the diameter of the ring is larger than the 
wavelength of the waves of interest. He claims that the transmission of wave 
power through such a ring barrier is small, indicating that most of the wave 
energy will be trapped (e.g. multiply reflected on the interior barriers of the 
ring) and thus eventually be absorbed by the buoy and internal fluid motion 
in the central tubes. In other developments of this concept, the converters 
are moored to the sea floor or lean towards a cliff on the shore (Clarke, 1981; 
Vindeløv, 1994; Thorpe, 2001). 

 

13.3 Oscillating cylinder or vane converter 

Since water particles in a sinusoidal wave are moving in circular orbits, it 
may be expected that complete absorption of the wave energy is only possi-
ble with a device possessing two degrees of freedom, i.e. one allowing dis-
placement in both vertical and horizontal directions. Indeed, Ogilvie (1963) 
has shown that an immersed cylinder of a suitable radius, moving in a circu-
lar orbit around a fixed axis (parallel to its own axis) with a certain fre-
quency, is capable of completely absorbing the energy of a wave incident 
perpendicular to the cylinder axis, i.e. with zero transmission and no wave 
motion “behind” the cylinder. 

Complete absorption is equivalent to energy conversion at 100% effi-
ciency, and Evans (1976) has shown that this is also possible for a half-
immersed cylinder performing forced oscillations in two dimensions, 
around an equilibrium position, whereas the maximum efficiency is 50% for 
a device that is only capable of performing oscillations in one dimension. 

The system may be described in terms of coupled equations of motion for 
the displacement co-ordinates Xi (i = 1, 2), 

 

 m d 2Xi / dt2 = −di dXi / dt —ki Xi + ∑j Fij, 
 

where m is the mass of the device, di is the damping coefficient in the ith 
direction, ki correspondingly is the restoring force or “spring constant” (the 
vertical component of which may include the buoyancy forces), and Fij, is a 
matrix representing the complete hydrodynamic force on the body. It de-
pends on the incident wave field and on the time derivatives of the co-
ordinates Xi, the non-diagonal terms representing couplings of the motion in 
vertical and horizontal directions.  

The average power absorbed over a wave period T is  
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and the simple efficiency η is obtained by inserting each of the force compo-
nents in (13.8) as forces per unit length of cylinder, and dividing by the 
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power in the waves (13.6). One may regard the following as design parame-
ters: the damping parameters di, which depend on the power extraction 
system; the spring constants ki and the mass distribution inside the cylinder, 
which determine the moments and hence influence the forces Fij. There is 
one value of each di for a given radius R of the cylinder and a given wave 
period, which must be chosen as a necessary condition for obtaining maxi-
mum efficiency. A second condition involves ki, and if both can be fulfilled 
the device is said to be “tuned” and it will be able to reach the maximum 
efficiency (0.5 or 1, for oscillations in one or two dimensions). Generally, the 
second condition can be fulfilled only in a certain interval of the ratio R/λ 
between the radius of the device and the wavelength λ = gT2/(2π). 

 
 

 

Figure 13.3. Efficiency of wave 
energy absorption by oscillat-
ing motion of a half-immersed 
cylinder of radius R. The calcu-
lation assumes parameters 
describing damping and cou-
pling terms, such that the de-
vice becomes fully tuned at 2π 
R/λ = l (solid line) or partially 
tuned at 2π R/λ = 0.3 (dashed 
line) (based on Evans, 1976). 

 
 

Figure 13.3 shows the efficiency as a function of 2πR/λ for a half-
immersed cylinder tuned at 2πR/λ0 = 1 (full line) and for a partially tuned 
case, in which the choice of damping coefficient corresponds to tuning at 2π⋅ 
R/λ0 = 0.3, but where the second requirement is not fulfilled. It is seen that 
such “partial tuning” offers a possibility of widening the range of wave 
periods accepted by the device. 

A system whose performance may approach the theoretical maximum for 
the cylinder with two degrees of freedom is the oscillating vane or cam of 
Salter (1974), illustrated in Fig. 13.4. Several structures of this cross section 
indicated are supposed to be mounted on a common backbone providing 
the fixed axis around which the vanes can oscillate, with different vanes not 
necessarily moving in phase. The backbone has to be long in order to pro-
vide an approximate inertial frame, relative to which the oscillations can be 
utilised for power extraction, for example, by having the rocking motion 
create pressure pulses in a suitable fluid (contained in compression cham-
bers between the backbone and oscillating structure). The necessity of such a 
backbone is also the weakness of the system, owing to the large bending 
forces along the structure, which must be accepted during storms. 
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Figure 13.4. Salter’s design of an oscillating 
vane wave energy converter. The cross section 
shows the backbone and axis of rotation as a 
small circle and the location of the centre of 
gravity as a cross. The waves are incident from 
the right-hand side. 

 
 
 
 
 
 
 

 

Figure 13.5. Effi-
ciency of Salter’s 
device based on 
model experi-
ments (solid line) 
and extrapola-
tions (dashed 
line) (based on 
Mollison et al., 
l976).  
 
 

 

The efficiency of wave power absorption for a Salter “cam” or “duck” of 
the type shown in Fig. 13.4 is indicated in Fig. 13.5, based on measurements 
performed on a model of modest scale (R = 0.05 m). Actual devices for use 
in, say, a good wave energy location in the North Atlantic would need a 
radius of 8 m or more if tuned at the same value of λ /(2π R) as the device 
used to construct Fig. 13.5 (Mollison et al., 1976). Electricity generators of 
high efficiency are available for converting the oscillating vane motion (the 
angular amplitude of which may be of the order of half a radian) to electric 
power, either directly from the mechanical energy in the rocking motion or 
via the compression chambers mentioned above, from which the fluid may 
be let to an electricity-producing turbine. The pulsed compression is not 
incompatible with a continuous power generation (Korn, 1972). Experiments 
have shown that the structural strength needed for the backbone is a prob-
lem. For all wave devices contemplated placed in the favourable locations at 
mid-ocean, transmission to shore will be an additional problem for the 
economy of the scheme. 
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CONVERSION 
 

 
 

 

14.1 Primer on energy bands in semiconductors 

This section offers a brief introduction to the quantum mechanics of energy 
bands in semiconductors. The subject is relevant for a detailed understand-
ing of photovoltaic devices, but the following sections can be read without 
this background. 
     The electrons in a solid move in a potential, which for crystalline forms is 
periodic, corresponding to the lattice structure of the material. The forces on 
a given electron are electromagnetic, comprising the attractive interaction 
with the positively charged nuclei (the effective charge of which may be 
diminished by the screening effect of more tightly bound electrons) as well 
as repulsive interaction with other electrons. Owing to the small mass ratio 
between electrons and nuclei, the positions of the nuclei (Ri, i = 1,2,3...) may 
to a first approximation be regarded as fixed. This is the basis for saying that 
the electrons are moving in a “potential”. When an electron is close to a 
definite nucleus, its wave function may be approximated by one of the 
atomic wave functions ψi,n(i) (r — Ri) for this isolated nucleus. One may there-
fore attempt to describe an arbitrary electron wave function as a linear com-
bination of such atomic wave functions (“orbitals”), 
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Here N is the total number of atomic nuclei, and r is the position vector of 
the electron. 

A simple example is that of a diatomic molecule (N = 2) with only one 
important level in each atom, 

 

 ψ(r) = c1,n(1) ψ1,n(1)(r−R1) + c2,n(2) ψ2,n(2)(r−R2), 
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for which two normalised solutions exist, with opposite relative sign be-
tween the two terms. If the overlap 

 

 S = ∫ψ1,n(1)*(r−R1)  ψ2,n(2)(r−R2) dr 
 

(the asterisk denotes complex conjugation) is non-zero, the energies of the 
two superposition states will be different from those (W1,n(1) and W2,n(2)) of the 
atomic wave functions ∫ψ1,n(1) and ψ2,n(2). The most tightly bound solution, 
ψb(r), will correspond to an energy lower than the lowest of the original ones 
W1,n(1) and W2,n(2), while the other solution, ψa(r), will correspond to an energy 
higher than the highest of the original ones (see e.g. Ballhausen and Gray, 
1965). 

If the energies Wb and Wa of the bonding solution ψb(r) and the anti-
bonding solution ψa(r) are calculated for various relative positions R = 
|R1−R2|, one may obtain a picture as shown in Fig. 14.1 (approximately 
describing an ionised hydrogen molecule H2

+). 
If the number of (say, identical) nuclei, N, is larger than two, but still 

placed in a regular geometrical relationship characterised by a single dis-
tance R (e.g. the distance between atomic nuclei in a cubic lattice or a dia-
mond type lattice), the superposition type wave function (14.1) still gives an 
energy picture similar to Fig. 14.1, but now with N curves, the highest and 
lowest of which may look like the two curves for N = 2. 

 
 
 
 
 
 
 
 
 
 

Figure 14.1. Electronic energy levels 
in a diatomic molecule as a function 
of inter-atomic distance (e.g. levels 
formed from 1s atomic orbitals in the 
H2

+ molecule). 
 
 

For a solid crystal, N may be of the order of 1024, so the region between 
the lowest energy state and the highest one will be filled out with energy 
levels that for all practical purposes can be regarded as continuous. Such a 
region is called an energy band. For each pair of overlapping atomic orbits, 
n(1) and n(2), there will be a set of linear combinations of wave functions in 
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the N = 2 case, with bonding and anti-bonding characteristics. In the large-N 
case, each combination of overlapping atomic orbits will lead to an energy 
band, such that the overall picture of energy levels as a function of lattice 
characteristics (in the simple case just R) will be one of a number of energy 
bands inside which all electron energies are “allowed”, plus the spaces be-
tween energy bands in which no allowed energy is present. The energy 
band structure may, for example, resemble that shown in Fig. 14.2. 

If the distance between the nuclei is large, an electron “feels” only one 
nucleus (plus a number of tightly bound “inner” electrons, if the nucleus has 
Z > 2) at a time, and the energy spectrum is identical to that of an individual 
atom (right-hand side of Fig. 14.2). As the assumed distance between nuclei 
becomes smaller, energy bands develop and become wider. When the en-
ergy bands begin to overlap and cross (left-hand side of Fig. 14.2), the basis 
for the linear assumption (14.1) breaks down, at least in the form discussed 
so far. If the restriction that the bands are formed from one definite atomic 
orbital [so that there is no sum over n(i) in (14.1)], is relaxed, it may be pos-
sible still to use an expression of the form (14.1) to describe some features of 
the region of overlapping bands. 

 
Figure 14.2. Energy band 
structure of a solid as a 
function of lattice constant 
(assumed to completely 
specify interatomic dis-
tances, as it does for crys-
tals of diamond structure). 
Atomic physics labelling of 
orbits is indicated to the 
right. The band structure 
in the left-hand region of 
overlapping bands should 
be regarded as highly 
schematic. It may take 
different forms for differ-
ent solids. The figure indi-
cates how the overlapping 
3s and 3p bands in silicon 
form the 1.14-eV energy 
gap further illustrated in 
Fig. 14.3. 
 

     As an example, it is possible to obtain the two separate bands in silicon 
(see Fig. 14.2) first by defining two suitable superpositions of 3s and 3p 
atomic orbits [corresponding to the summation over n(i), this procedure 
being called hybridisation in molecular theory], and then by applying the 
band theory [corresponding to the summation over i in (14.1)]. It is evident 
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that in this region near the band crossing point, it is possible to find energy 
gaps between adjacent bands, which are much smaller than in the non-
overlapping region. 

The electron potentials initially represent a situation with one electron per 
atom being considered. The simplest approximation of many-electron states 
in one atom is to regard the electrons as independent of each other, except 
that they have to obey the Pauli exclusion principle according to which there 
can be at most one electron in each quantum state. Because the electron has 
an intrinsic spin of S = ½, there are two spin states (“spin-up” and “spin-
down”) for each spatial orbit. Thus, the periodic system would be derived 
by first placing two electrons in the 1s-orbit (cf. Fig. 14.2), then two in the 2s-
orbit and then six in the 2p-orbit (comprising three degenerate spatial orbits, 
because the orbital angular momentum is L = 1), etc. 

A more accurate solution of the Schrödinger equation of quantum me-
chanics is necessary in order to include the effects of electron−electron inter-
actions, which make the entire energy spectrum depend on electron number 
in addition to the smooth dependence on the charge of the nucleus (“atomic 
number”). In a number of cases, these interactions even influence the suc-
cession of orbits being filled in the periodic system. 

Similar statements can be made for the energy bands in many-atom lat-
tices. The spectrum of energy bands can be used to predict the filling sys-
tematics, as a function of the number of electrons per atom, but again the 
spectrum is not independent of the degree of filling (for this reason no en-
ergy scale is provided in Fig. 14.2). Thus, a diagram such as Fig. 14.2 cannot 
be used directly to predict the atomic distance (e.g. represented by the lattice 
constant) that will give the lowest total energy and hence the ground state of 
the system. This is in contrast to the H2

+ molecule (Fig. 14.1), for which the 
minimum of the Wb curve determines the equilibrium distance between the 
nuclei. 

Knowing the lattice structure and the lattice constant (the dimension of an 
elementary cube in the lattice), a vertical cut in a diagram of the type in Fig. 
14.2 will give the allowed and forbidden energy values, with the reserva-
tions made above. Filling the proper number of electrons per atom into the 
energy bands, with reference to the Pauli principle, the energy of the latest 
added electron may be determined, as well as the lowest available energy 
level into which an additional electron added to the system may go. 

If the electrons available exactly fill a band, and if there is a substantial 
distance to the next higher level, the material is an electrical insulator (no 
electrons can change state, i.e. they cannot “move”). If a band is partially 
filled, the material is a good conductor (e.g. a metal). The continuum of 
levels in the partially filled band allows the electrons to move throughout 
the lattice. If the distance between the highest filled band and an empty 
band is small, the material is called a semiconductor. At zero absolute tem-
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perature a semiconductor is an insulator, but because of the thermal energy 
spread at higher temperatures, given by (4.1) because electrons are Fermi 
particles, some electrons will be excited into the higher band (the “conduc-
tion band”). The conductance of silicon increases by a factor 106 between 250 
and 450 K. 

 

 
Figure 14.3. Energy band structure near the Fermi energy (µ) for a semiconductor 
material without impurities (middle column) or with n- or p-type doping (cf. text). 
The dark shading indicates the electron occupancy as a function of energy for a finite 
temperature (occupancy equal to unity corresponds to the maximum number of 
electrons at a given energy or energy interval, which is consistent with the exclusion 
principle for Fermi-type particles). 

 
 The bands corresponding to 1s, 2s and 2p atomic orbits are completely 

filled in Si, but then four electrons remain per atom. According to Fig. 14.2, 
the 3s and 3p bands are overlapping and allow two mixed bands to be con-
structed, with an intermediate gap of about 1 eV (1.6 × 10−5 J). The lower 
band (the “valence band”) can hold four electrons per atom, so that this 
band will be completely full and the other one empty at zero temperature. 

If a few of the atoms in a silicon lattice are replaced by an atom with 
higher Z (atomic number), e.g. phosphorus, the additional electrons associ-
ated with the impurity cannot be accommodated in the valence band, but 
will occupy a discrete level (named the “donor level”) just below the con-
duction band (the energy depression being due to the larger attractive force 
from the atom of higher Z). A semiconductor material with this type of im-
purity is called n-type. The electrons in the donor-level are very easily ex-
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cited into the conduction band. Adding n-type impurities makes the Fermi 
level [µi in (4.1)] move upwards from the initial position approximately half 
way between the valence and conduction bands. 

Impurities with lower Z (e.g. Al in a Si-lattice) lead to electron vacancies 
or “holes”, which are associated with an energy slightly higher than the top 
of the valence band, again due to the Z-dependence of the attractive force. 
These “acceptor levels” easily transfer holes to the valence band, a process 
that may, of course, alternatively be described as the excitation of electrons 
from the valence band into the acceptor level. Semiconductor material with 
this type of impurity is called p-type. The holes can formally be treated as 
particles like the electrons, but with positive charges and provided that the 
state of the pure semiconductor at zero temperature is taken as reference 
(“vacuum state” in quantum theory). 

The energy diagrams of “doped” semiconductors of n- and p-types are 
sketched in Fig. 14.3. For a more complete account of basic semiconductor 
theory, see, for example, Shockley (1950). 

 

14.2  Photovoltaic conversion 

Conversion of radiant energy (light quanta) into electrical energy can be 
achieved with the use of semiconductor materials, for which the electron 
excitation caused by impinging light quanta has a strongly enhancing effect 
on the conductivity. 

It is not sufficient, however, that electrons are excited and are able to 
move more freely, if there is no force to make them move. Such a force 
would arise from the presence of a gradient of electrical potential, such as 
the one found in a p−n junction of doped semiconductor materials (a p-n 
junction is a junction of a p-type and an n-type semiconductor, as further 
described below). A p−n junction provides an electrical field that will cause 
the electrons excited by radiation (such as solar) to move in the direction 
from the p-type to the n-type material and cause the vacancies (holes) left by 
the excited electrons to move in the opposite direction. If the electrons and 
holes reach the respective edges of the semiconductor material, the device is 
capable of delivering electrical power to an external circuit. The motion of 
electrons or holes receives competition from recombination processes (elec-
trons being recaptured into vacancies), giving importance to such factors as 
overall dimensions and electron mobility in the material used. 

 
The p−n junction 

An essential constituent of photovoltaic cells is the p−n junction. A refresher 
on the semiconductor physics needed for understanding the p−n junction is 
given in Section 4.A at the end of this chapter. When a p-type and an n-type 
semiconductor are joined so that they acquire a common surface, they are 
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said to form a p−n junction. This will initially cause electrons to flow in the n 
to p direction because, as seen in Fig. 14.3 of Section 14.1, the electron den-
sity in the conduction band is higher in n-type than in p-type material and 
because the hole density in the valence band is higher in the p-type than in 
the n-type material (the electron flow in the valence band can also be de-
scribed as a flow of positive holes in the direction p to n). 

This electron flow builds up a surplus of positive charge in the n-type ma-
terial and a surplus of negative charge in the p-type material, in the 
neighbourhood of the junction (mainly restricted to distances from the junc-
tion of the order of the mean travelling distance before recombination of an 
electron or a hole in the respective materials). These surplus charges form a 
dipole layer, associated with which is an electrostatic potential difference, 
which will tend to hinder any further unidirectional electron flow. Finally, 
an equilibrium is reached in which the potential difference is such that no 
net transfer of electrons takes place. 

Another way of stating the equilibrium condition is in terms of the Fermi 
energy [cf. Fig. 14.3 and (4.1)]. Originally, the Fermi energies of the p- and n-
type materials, µp and µn, are different, but at equilibrium µp = µn. This is 
illustrated in Fig. 14.4, and it is seen that the change in the relative positions 
of the conduction (or valence) bands in the two types of material must equal 
the electron charge, — e, times the equilibrium electrostatic potential. 

The number of electrons in the conduction band may be written 
 

 ∫=
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where Ec and Ec' are the lower and upper energy limit of the conduction 
band, n'(E) is the number of quantum states per unit energy interval (and, 
for example, per unit volume of material, if the electron number per unit 
volume is desired), and finally, f(E) is the Fermi−Dirac distribution (4.1). If 
the electrons in the conduction band are regarded as free, elementary quan-
tum mechanics gives (see e.g. Shockley, 1950) 

 

 n’(E) = 4π h-3 (2m)3/2 E1/2,        (14.3) 
 

where h is Planck’s constant and m is the electron mass. The corrections for 
electrons moving in condensed matter, rather than being free, may to a first 
approximation be included by replacing the electron mass by an “effective” 
value. 
   If the Fermi energy is not close to the conduction band, 
 

 Ec − µ >> kT, 
 

the Fermi−Dirac distribution (4.1) may be replaced by the Boltzmann distri-
bution, 
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Figure 14.4. Schematic picture of the properties of a p−n junction in an equilibrium 
condition. The x-direction is perpendicular to the junction (all properties are as-
sumed to be homogeneous in the y- and z-directions). The charge (top) is the sum of 
electron charges in the conduction band and positive hole charges in the valence 
band, plus charge excess or defect associated with the acceptor and donor levels. In 
the electron energy diagram (middle), the abundance of minority charge carriers 
(closed circles for electrons, open circles for holes) is schematically illustrated. The 
properties are further discussed in the text. 
 

 fB(E) = exp(− (E - µ) / kT).       (14.4) 
 

Evaluating the integral, (14.2) then gives an expression of the form 
 

 nc = Nc exp(− (Ec - µ) / kT).       (14.5) 
 

The number of holes in the valence band is found in an analogous way, 
 

 nv = Nv exp(− (µ  − Ev) / kT),      (14.6) 
 

where Ev is the upper limit energy of the valence band. 
The equilibrium currents in a p−n junction such as the one illustrated in 

Fig. 14.4 can now be calculated. Considering first the electron currents in the 
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conduction band, the electrons thermally excited into the conduction band 
in the p-region can freely flow into the n-type materials. The corresponding 
current, I0

-(p), may be considered proportional to the number of electrons in 
the conduction band in the p-region, nc(p), given by (14.5), 

 

 I0
-(p) = α Nc exp (− (Ec(p) − µ (p)) / kT),      (14.7) 

 

where the constant α depends on electron mobility in the material and on 
the electrostatic potential gradient, grad φ. The electrons excited into the 
conduction band in the n-type region will have to climb the potential barrier 
in order to move into the p-region. The fraction of electrons capable of doing 
this is given by a Boltzmann factor of the form (14.5), but with the additional 
energy barrier ∆E0 = — ∆ φ0/ e (−e being the electron charge), 

 

 nc(n) = Nc exp(− (Ec(n) − µ (n) − ∆E0) / kT). 
 

Using −∆E0 = Ec(p) — Ec(n) (cf. Fig. 14.4) and considering the current I0
-(n) as 

being proportional to nc(n), the corresponding current may be written 
 

I0
-(n) = α’ Nc exp (− (Ec(n) − µ (n)) / kT),      (14.8) 

 

where α’ depends on the diffusion parameter and on the relative change in 
electron density, nc

-1grad(nc), considering the electron motion against the 
electrostatic potential as a diffusion process. The statistical mechanical con-
dition for thermal equilibrium demands that α = −α' (Einstein, 1905), so 
(14.7) and (14.8) show that the net electron current, 

 

I0
- = I0

-(p) + I0
-(n), 

 

becomes zero precisely when 
 

µ (p) = µ (n), 
 

which is then the condition for thermal equilibrium. The same is true for the 
hole current, 

 

 I0
+ = I0

+(p) + I0
+(n). 

 

If an external voltage source is applied to the p−n junction in such a way 
that the n-type terminal receives an additional electrostatic potential ∆φext 
relative to the p-type terminal, then the junction is no longer in thermal equi-
librium, and the Fermi energy in the p-region is no longer equal to that of 
the n-region, but satisfies 

 

µ (p) − µ (n) = e-1∆φext = ∆Eext      (14.9) 
 

if the Boltzmann distributions of electrons and of holes are to maintain their 
shapes in both p- and n-regions. Similarly Ec(p) − Ec(n) = − (∆E0 + ∆Eext), and 
assuming that the proportionality factors in (14.7) and (14.8) still bear the 
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relationship α = −α'  in the presence of the external potential, the currents 
are connected by the expression 

 

 I-(n) = − I-(p) exp(∆Eext / kT). 
 

The net electron current in the conduction band then becomes 
 

 I- = I-(n) + I-(p) = − I-(p) (exp(∆Eext / kT) − 1).            (14.10) 
 

For a positive ∆φext, the potential barrier that electrons in the n-region con-
duction band (see Fig. 14.4) have to climb increases and the current I-(n) 
decreases exponentially (∆Eext negative, “reverse bias”). In this case, the net 
current I- approaches a saturation value equal to I- (p), according to (14.10). 

For negative ∆φext, (positive ∆Eext, “forward bias”), the current I-(n) in-
creases exponentially with the external potential. In both cases I-(p) is as-
sumed to remain practically unchanged, when the external potential of one 
or the other sign is applied, considering that I-(p) is primarily limited by the 
number of electrons excited into the conduction band in the p-type material, 
a number that is assumed to be small in comparison with the conduction 
band electrons in the n-type material (cf. Figs. 14.4 and 14.3). 

The contributions to the hole current, I+, behave similarly to those of the 
electron current, and the total current I across a p−n junction with an exter-
nal potential ∆φext = − e ∆Eext may be written 

 

 I = I- + I+ = − I(p) (exp(∆ Eext / kT) − 1).            (14.11) 
 

The relationship between current and potential is called the “characteris-
tic” of the device, and the relation (14.11) for the p−n junction is illustrated in 
Fig. 14.5 by the curve labelled “no light”. The constant saturation current 
I(p) is sometimes referred to as the “dark current”. 

 
Solar cells 

A p−n junction may be utilised to convert solar radiation energy into electric 
power. A solar cell is formed by shaping the junction in such a way that, for 
example, the p-type material can be reached by incident solar radiation, e.g. 
by placing a thin layer of p-type material on top of a piece of n-type semi-
conductor. In the dark and with no external voltage, the net current across 
the junction is zero, as was shown in the previous subsection, i.e. the intrin-
sic potential difference ∆φ0 is unable to perform external work. 
    However, when irradiated with light quanta of an energy Elight = hν = hc/λ 
(h is Planck’s constant, c is the velocity of light and ν and λ are the frequency 
and wavelength of radiation), which is larger than the energy difference 
between the conduction and valence band for the p-type material, 

 

 Elight ≥ Ec(p) — Ev(p), 
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Figure 14.5. Characteristics (i.e. 
current as a function of external 
voltage) of a p−n junction, in the 
dark and with applied light. The 
magnitude of the short-circuit 
current, Is, is a function of light 
intensity and spectral distribution. 
 
 
 

then electrons may be photo-excited from the valence band into the conduc-
tion band. The absorption of light quanta produces as many holes in the 
valence band of the p-type material as electrons in the conduction band. 
Since in the dark there are many fewer electrons in the p-type conduction 
band than holes in the valence band, a dramatic increase in the number of 
conduction band electrons can take place without significantly altering the 
number of holes in the valence band. If the excess electrons are sufficiently 
close to the junction to be able to reach it by diffusion before recombining 
with a hole, then the current in this direction exceeds I0

-(p) of (14.8) by an 
amount Is, which is the net current through the junction in case of a short-
circuited external connection from the n-type to the p-type material. The 
photo-induced current is not altered if there is a finite potential drop in the 
external circuit, since the relation between the current (14.11) and the exter-
nal potential drop e ∆Eext was derived with reference only to the changes in 
the n-region. 

An alternative n−p type of solar cell may consist of a thin n-type layer ex-
posed to solar radiation on top of a p-type base. In this case, the excess holes 
in the n-type valence band produce the photo-induced current Is. 

The total current in the case of light being absorbed in the p-type material 
and with an external potential drop is then 

 

I = Is -I(p) (exp(− ∆ φext / kT) − 1).               (14.12) 
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The short-circuit current Is depends on the amount of incident light with 
frequencies sufficient to excite electrons into the conduction band, on the 
fraction of this light actually being absorbed, and on the conditions for 
transporting the excess electrons created in the conduction band, in competi-
tion with electron−hole recombination processes. Is may be written as the 
sum of a conduction and a diffusion-type current, both related to the num-
ber of excess electrons in the conduction band, nc

ind, induced by the absorp-
tion of light, 

 

 Is = e(mcEenc
ind + kc dnc

ind/dx),              (14.13) 
 

where e is the numerical value of the electron charge (1.6 × 10-19 C), mc is the 
mobility of conduction band electrons [e.g. 0.12 m2 V-1 s-1 for silicon (Loferski, 
1956), the dependence on the degree of doping being displayed in Fig. 14.6], 
Ee is the local electrical field, kc is the diffusion constant, for which a typical 
value is kc = 10-3 m2 s-1 (Loferski, 1956)], and x is the depth below the solar 
cell surface, assumed to be the only significant co-ordinate (as in Fig. 14.4). 

The excess electron number density, nc
ind(x), at a depth x, changes when 

additional electrons are photo-excited, when electrons are carried away 
from x by the current Is, and when electrons recombine with holes, 
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Here σ(ν) is the cross section for absorption of light quanta (“photons”) in 
the p-type material, and nph(ν) is the number of photons at the cell surface (x 
= 0) per unit time and unit interval of frequency ν. The absorption cross 
section is zero for photon energies below the semiconductor energy gap, hν 
< Ec(p) — Ev(p), i.e. the material is transparent to such light. The most ener-
getic light quanta in visible light could theoretically excite more than one 
electron per photon (e.g. 2−3 in Si with an energy gap slightly over 1 eV), 
but the probability for exciting just one electron to a higher energy is higher, 
and such a process is usually followed by a transfer of energy to other de-
grees of freedom (e.g. lattice vibrations and ultimately heat), as the excited 
electron approaches the lower part of the conduction band, or as the hole left 
by the electron de-excites from a deep level to the upper valence band. Thus, 
in practice the quantum efficiency (number of electron−hole pairs per pho-
ton) hardly exceeds one. 

The last parameter introduced in (14.14), τc, is the average lifetime of an 
electron excited into the conduction band, before recombination [τc may lie 
in the interval 10-11 to 10-7, with 10-9 being a typical value (Wolf, 1963)]. The 
lifetime τc is connected to the cross section for recombination, σc, and to the 
mean free path lc of electrons in the conduction band by 
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Figure 14.6. Mobility of minority carriers in Si at room temperature (about 300 K), 
extrapolated from measurements (Wolf, 1963). The mobility plotted is the “conduc-
tion mobility”, equal to the conductivity divided by the number of minority carriers 
and by the electron charge. The attenuation of the flow of actual carriers by 
recombination effects (trapping) is not considered. 

 

 lc = σc
-1 = vcτcNa, 

 

where vc is the average thermal velocity of the electrons, vc = (2kT/m)1/2 (m 
being the electron mass, k being Boltzmann’s constant and T being the abso-
lute temperature) and Na is the number of recombination centres (“acceptor 
impurities”; cf. Fig. 14.3). 

The boundary conditions for solving (14.14) may be taken as the absence 
of excess minority carriers (electrons or holes) at the junction x = xpn, 

 

nc
ind(xpn) = 0, 

 

and a prescribed (material-dependent) excess electron gradient at the sur-
face x = 0. This gradient, (dnc

ind/dx)⎟ x=0, is often expressed in terms of a sur-
face recombination velocity, sc, through (14.13) by writing the left-hand side 

 

Is = scnc
ind(0). 

 

Typical values of sc are of the order of 103 m s-1 (Wolf, 1963, 1971). 
For n−p type solar cells, expressions analogous to the above can be used. 
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Figure 14.7. Characteristics of 
Cu2S−CdS solar cell at 300 K 
for different intensities of inci-
dent radiation with typical 
clear sky solar frequency dis-
tribution. The points of inter-
section with the dashed line 
give the voltage and current 
leading to maximum power 
output for given solar radiation 
(based on Shirland, 1966). 
 

 
Once nc

ind(x) has been found, Is can be calculated. Figure 14.5 shows an 
example of the total current through a p−n junction, as a function of applied 
voltage but for a fixed rate of incoming solar radiation on the p-type surface. 
The short-circuit current Is increases linearly with intensity of light, if the 
spectral composition is kept constant, for the entire interval of intensities 
relevant for applications of solar cells at or near Earth. This is illustrated in 
Fig. 14.7 for a solar cell based on a p−n heterojunction, with the p-type mate-
rial being Cu2S and the n-type material CdS. 

For an open-ended solar cell (i.e. no external circuit), the difference in 
electrical potential between the terminals, Voc =∆φext(I=0), is obtained by 
putting I equal to zero in (14.12), 

 

 Voc = kTe-1 (log(Is/I(p)) + 1).              (14.15) 
 

 The amount of electrical power, E, delivered by the irradiated cell to the 
external circuit is obtained by multiplication of (14.12) by the external volt-
age, 

 

E = (∆φext)I = ∆φext (Is — I(p)(exp(−e∆φext/kT) — 1)).           (14.16) 
 

From ∂ E/∂ (∆φext) = 0, the external voltage Vopt may be found, which leads 
to the maximum value of power, Emax. In the situations of interest, Vopt is a 
slowly varying function of the amount of incident radiation, as illustrated by 
Fig. 14.7. The corresponding current may be denoted Iopt. 
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The efficiency of solar cell radiant-to-electrical energy conversion is the 
ratio of the power E delivered and the incident energy, denoted E+

sw (even-
tually for a tilted orientation of the solar cell), η = E/ E+

sw. In terms of the flux 
of photons of given frequency incident on the solar cell [introduced in 
(14.14)], the non-reflected energy flux at the surface may be written [a is the 
albedo (fraction of incident radiation reflected) of the cell surface] 

 

 ∫
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where h is Planck’s constant. For a given semiconductor material, the maxi-
mum fraction of the energy (14.17), which can be absorbed, is 
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The part of the integral from zero up to the energy gap (i.e. the part above a 
certain wavelength of light) constitutes a fundamental loss. The same can be 
said of the energy of each light quantum in excess of the semiconductor 
energy gap Ec(p) − Ev(p), assuming a quantum efficiency of at most one, i.e. 
that all such quanta are indeed absorbed (which may not be true if their 
energy is, say, between the upper limit of the conduction band and the 
lower limit of the following band) and that all excess energy is spent in 
exciting lattice degrees of freedom (vibrational phonons) that do not 
contribute to the photovoltaic process. In that case the energy flux available 
for photoconversion is only 
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Further losses in addition to reflection and insufficient or excess photon 
energy may be associated with imperfections in the junction materials or in 
the current extraction system, causing heat formation or light re-emission 
rather than electrical power creation. Both heat creation (in the lattice) and 
re-radiation may take place in connection with the recombination of photo-
excited electrons and holes. Since many of these processes are highly tem-
perature dependent, the maximum efficiency that can be obtained in prac-
tice is also temperature dependent. Examples of maximum theoretical effi-
ciencies, as well as those obtained in practice, will be given below. 

Rather than being p- and n-doped materials of the same elemental semi-
conductor, the solar cell junction may be based on different materials (“het-
erojunction”) or on a metal and a semiconductor (“Schottky junction”). 

The discussion of individual types of solar cells will be taken up below, 
after presenting a few more general energy conversion methods. 
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Design of photovoltaic converters 

A photovoltaic converter consists of a number of solar cells connected in a 
suitable way, plus eventually some auxiliary equipment such as focusing 
devices in front of the cells and tracking systems. The maximum efficiency 
of a solar cell is given by the ratio of the maximum power output (14.16) and 
the incident radiation flux, 

 

 max(η) = max(E) / Es,γ
sw.                (14.19) 

 

 It is smaller than unity for a number of reasons. First, as discussed in the 
beginning of the chapter, radiation of frequency below the semiconductor 
band gap is not absorbed. Second, according to (14.18), the excess energy of 
radiation with frequencies above the semiconductor band gap is not avail-
able to the photovoltaic conversion process. This loss would be small if the 
solar spectrum was peaked across the band gap, but most semiconductor 
gaps only correspond to  a  limited  part  of  the  broad  solar  spectrum. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 14.8. Early calculation of maximum 
efficiency for simple p-on-n solar cell: (a) 
outside the Earth’s atmosphere (Esw = 1350 
W m−2); (b) at the Earth's surface under 
standard conditions (Esw = 890 W m−2, air 
mass one, water content 0.02 m3 m-2 and 
major absorption bands included in the 
calculation); (c) overcast condition (Esw = 
120 W m−2) (based on Loferski, 1956). 

 
Third, as seen e.g. in Fig. 14.7, the maximum power output is less than the 
maximum current times the maximum voltage. This reduction in voltage, 
necessary in order to get a finite current, is analogous to the necessity of a 
finite dissipation term in a thermodynamic engine in order to get energy out 
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in a finite time (Chapter 2). The expression (14.16) does not fit measured 
power values in detail, and it has been suggested that a second exponential 
term be added in the current−voltage relation (14.12), of similar form but 
with ∆φext replaced by ½∆φext (Sah et al., 1957). The origin of such a term is 
thermal generation and recombination of carriers in the vicinity of the junc-
tion. Fourth, the external potential (times the electron charge) has a maxi-
mum value (14.15), which is smaller than the semiconductor gap Ec(p) − 
Ec(n), since it equals the difference in Fermi level between the p- and n-
regions [cf. (14.9)]. This loss may be diminished by increasing the number of 
impurities (and hence the number of minority carriers) in both the p- and the 
n-regions. However, if these are increased above a certain level, the in-
creased recombination probability offsets the voltage gain. 

Figure 14.8 shows an early example of calculated maximum efficiency as 
a function of the semiconductor band gap, including the above-mentioned 
losses, for radiation conditions corresponding to the top of the Earth’s at-
mosphere (a), for a clear sky day at the Earth’s surface with average atmos-
pheric absorption and scattering conditions (b), and for a situation with 
cloud-covered sky (c). It is shown that for common solar cell materials such 
as Si or GaAs, the maximum efficiency is larger for the spectral composition 
of clear-day solar radiation at ground level than for the solar spectrum not 
disturbed by the Earth’s atmosphere. The performance for scattered solar 
radiation (overcast case) is not substantially impaired. 

 

Figure 14.9. Spectral 
collection efficiency 
for a simple p-on-n 
solar cell. The curve 
labelled “total” is 
based on measure-
ments, and the indi-
vidual contributions 
from the p-layer 
(thickness 5 × 10−7 m) 
and the n-layer have 
been calculated. The 
total thickness is about 
4.5 × 10−4 m (based on 
Wolf, 1963). 

 
The wavelength dependence of the collection efficiency (i.e. the efficiency 
including the first two loss terms discussed above, but not the last two), is 
shown in Fig. 14.9 for a simple silicon cell consisting of a thin (5 × 10−7 m) p-
layer on top of an n-layer base (of thickness 4.5 × 10−4 m). The total efficiency 
curve is based on measurements, whereas the separate contributions from 
the p- and n-layers have been calculated (Wolf, 1963). Short wavelengths are 
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absorbed in the p-layer and give rise to a current of electrons directed to-
wards the junction, but the bulk of the solar wavelengths are not absorbed 
until the photons reach the n-layer base. They give rise to a hole current 
towards the junction. The efficiency is not independent of cell temperature, 
as indicated in Fig. 14.10. The currently dominating silicon material exhibits 
an absolute loss in efficiency of 0.4−0.5% for each °C of temperature rise. 
Figure 14.11 adds more recent data on the temperature dependence of dif-
ferent types of solar cells, based upon measurements. 
 

 

Figure 14.10 (left). Calculated 
temperature dependence of 
solar cell efficiency (based 
on Wysocki and Rappaport, 
1960). 

 
 

Figure 14.11 (below). Solar 
cell efficiency as function of 
operating temperature, 
normalised to a typical 25°C 
efficiency for each cell type. 
Based on Sørensen (2000b), 
based on Ricaud (1999), 
Dutta et al. (1992), Wysocky 
and Rappaport (1960), Ya-
mamoto et al. (1999) and 
Rijnberg et al. (1998). 
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The data shown in Fig. 14.11 has, for each type of solar cell, been normal-
ised to a typical absolute efficiency for current commercial or near-
commercial versions of the type of device in question. The early theoretical 
calculations (Wysocki and Rappaport, 1960) are largely confirmed by cur-
rent measurements, and the mechanisms are thus well understood, at least 
for conventional photovoltaic devices. The temperature dependence is 
chiefly due to band-gap effects, which explains why the slope of the crystal-
line silicon (c-Si) and multicrystalline silicon (m-Si) are identical (Yamamoto 
et al., 1999). In other words, the grain boundaries do not give rise to addi-
tional temperature effects. Cd-S cells have a lower but still significant tem-
perature gradient, whereas the temperature effect for amorphous silicon 
cells and organic dye-sensitised TiO2 cells is very small. 

The temperature effect is negative with increasing working temperature 
for all devices except two: the organic cells show a maximum near 40°C 
(Rijnberg et al., 1998) and the amorphous silicon-hydrogen cells (a-Si) show 
a reversal of temperature trends after annealing (Dutta et al., 1992). This 
positive temperature coefficient only persists until the un-degraded effi-
ciency is reached, and it requires annealing as opposed to light soaking 
treatment, which causes the development of a stronger negative temperature 
coefficient. The modest temperature dependence is conveniently modelled 
by a power expansion of the efficiency, 

 

η = η(298K) + a (T - 298K) + b (T - 298K)2.              (14.20) 
  

The operating temperature dependence of the solar energy to electricity 
conversion efficiency suggests that cooling the cell by extracting heat may 
improve the electric performance of the cell and thereby pay for some of the 
extra expense of the heat extraction equipment. Typical operating tempera-
tures for un-cooled cells are about 50°C. Figure 14.11 shows that improve-
ment can be obtained for crystalline or multicrystalline silicon photovoltaic 
(PV) cells, but not notably for dye-sensitised cells or amorphous PV cells. On 
the other hand, in order to make use of the heat it should preferably be col-
lected at higher temperatures, which would indicate that the best solutions 
are those with little operating temperature effect of the electricity yields. 

In cells currently produced, each loss factor is carefully minimised, and 
the resulting efficiencies have increased over time, for all types of solar cells, 
as discussed below. 

 
Monocrystalline silicon cells 

The photovoltaic cell principles described above form the basis for 
monocrystalline cells, which are cells constructed from single crystals, usu-
ally in the form of ingots sliced into a number of cells. 

A number of improvements have brought the cell efficiency of state-of-
the-art monocrystalline silicon cells up to about 25%. The light capture is 
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improved through trapping structures that minimise reflection in directions 
not benefiting the collection area and by backside designs reflecting light 
rays back into the active areas (see e.g. Fig. 14.12). The doping degree is 
altered near electrodes (n+ and p+ areas), and a thin oxide layer further helps 
to prevent electrons reaching the surface rather than the electrode (this proc-
ess being termed “passivation”). Further, top electrodes may be buried in 
order not to produce shadowing effects for the incoming light (Green, 1992). 

Figure 14.13 shows the measured characteristics, i.e. current as a function 
of voltage, for a cell of the type shown in Fig. 14.12. 

Simulation of the light trapping and electron transport processes in one, 
two or three dimensions has helped in selecting the best geometry and de-
gree of doping (Basore, 1991; Müller et al., 1992). Figure 14.14 gives an ex-
ample of one-dimensional simulation of the variation in cell performance as 
a function of doping degree for a cell of the kind shown in Fig. 14.12. 

 
 

 
 
 
 

Figure 14.12. Structure of 
a monocrystalline sili-
con cell with passivated 
emitter and a locally 
diffused rear structure 
(“PERL”), used to ob-
tain a 23% module 
efficiency (from Green et 
al., 1998, used with per-
mission). 
 

 

 

Figure 14.13. Current-
voltage curve for PERL cell 
similar to that of Fig. 14.12 
(but with cell efficiency 
22%), as measured at the 
Sandia Laboratories (USA) 
at 1006 W m−2 airmass 1.5 
simulated radiation, for a 4 
cm2 cell. Key findings are Voc 
= 696 mV (14-16), Is = 160 
mA (4.64) and a fill factor of 
0.79 (Wenham et al., 1995). 
The fill factor is the ratio 
between the area under the 
curve and IsVoc. 
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Figure 14.14. Calcu-
lated efficiency as a 
function of doping 
parameters for a 
simplified silicon 
cell of the type de-
picted in Fig. 14.12. 
The one-dimensio-
nal finite−element 
model used is de-
scribed in the text 
(Sørensen, 1994). 

 
The model takes into account the 10 µm facet depth and uses a curved 

one-dimensional path through the cell. The two most important doping 
parameters (impurities per unit volume) are the uniform bulk doping of the 
p-material and the n-doping at the front, assumed to fall off as an error func-
tion, thereby simulating the average behaviour of near-electrode sites and 
sites away from electrodes. Transport and recombination are calculated in a 
finite-element model (Basore, 1991). The backside doping is kept at 2 × 1019 
cm-3. 

 
Multicrystalline cells 

Another technology for producing solar cells uses multicrystalline (some-
times referred to as “polycrystalline”) materials, instead of the single-crystal 
materials. Multicrystalline materials consist of small domains or grains of 
crystalline material, randomly oriented relative to each other. The crystal 
grains in multicrystalline materials sustain conductivity in the same way as 
single crystals do, but the transport of electrons across grain boundaries 
induces losses, reduces conductivity and thus makes the cells less efficient. 
On the other hand, they can be produced by simpler methods than those 
needed for monocrystals, e.g. by evaporating suitable coatings onto a sub-
strate. This field is in rapid development, as it is becoming possible to de-
posit only a few atomic layers onto a substrate. With suitable techniques 
(such as using magnetic fields to align grains) it may soon be possible in this 
way to form near-monocrystalline layers without having to grow crystals.  
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It was initially believed that the additional losses at grain boundaries 
would necessarily make the efficiency of multicrystalline cells substantially 
lower than what could be obtained by crystalline materials. Actually, the 
difference has narrowed as a result of better understanding of the options 
for optimising performance of complex cell structures. One problem has 
been the damage inflicted upon multicrystalline cells by attempting to copy 
to them some of the efficiency-improving techniques that have worked well 
for monocrystalline cells (surface texturing, rear passivation by oxide lay-
ers). Yet, etching of inverted pyramids on the surface of multicrystalline 
cells has improved efficiency considerably (Stock et al., 1996), and recently, 
less damaging honeycomb texture patterns have brought the efficiency up to 
20% (Zhao et al., 1998). This is a trend likely to induce the long-predicted 
change from expensive ingot-grown monocrystalline cell materials to depo-
sition techniques for multicrystalline materials on suitable backings, much 
more suited for mass production and price reduction efforts. However, the 
development away from single-crystalline solar cell materials is slower than 
anticipated because of the higher maturity of the crystalline industry proc-
esses. Figure 14.15 shows the structure of the 20% efficient multicrystalline 
cell, obtaining over 90% absorption of incoming radiation. The advantages 
of thin-film multicrystalline solar cells over monocrystalline ones would on 
basic principles seem to more than compensate for the remaining 5% effi-
ciency difference. This does not exclude that crystalline and multicrystalline 
technologies will continue to co-exist in the marketplace for a while. 

 
 
 
 
 
 
 
 

 

Figure 14.15. Texturing 
used to raise multicrystal-
line cell efficiency to 20% 
in a PERL-type cell (from 
Zhao et al., 1998, used 
with permission). 
 
 

Stacked cells 

Instead of basing a solar cell on just a single p−n junction, it is possible to 
stack several identical or different cells on top of each other. The use of dif-
ferent cell materials aims at capturing a wider range of frequencies than is 
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possible with a single junction. In this case materials of different band gaps 
will be stacked (Yazawa et al., 1996; Takamoto et al., 1997). However, it is not 
clear if the extra cost can be justified by the often modest efficiency im-
provement obtained. Stacking identical cells has been tried, with the aim of 
being able to use lower quality material (e.g. thinly sprayed crystalline cells 
in contrast to ingot-grown ones) and still get an acceptable overall efficiency 
by stacking several layers of low individual efficiency (Green, 1994). The 
concept has not worked out satisfactorily, e.g. due to difficulties in handling 
losses at the interfaces of the low-quality material sheets. 
 
Amorphous cells 

Amorphous semiconductor materials exhibit properties of interest for solar 
cell applications. While elemental amorphous silicon has a fairly uniform 
energy distribution of electron levels, composite materials have been con-
structed that exhibit a pronounced energy gap, i.e. an interval of energy 
essentially without any states, as in a crystal. Spear and Le Comber (1975) 
first produced such an amorphous material, which was later proved to be a 
silicon−hydrogen alloy, with the distribution of energy states shown in Fig. 
14.16 as curve a. Ovshinsky (1978) produced a silicon−fluorine−hydrogen al-
loy with further depression of gap states (Fig. 14.16, curve b). The gap is 
about 1.6 eV wide and thus should be more favourable with respect to the 
solar energy spectrum than the 1.1-eV gap of crystalline silicon. Further-
more, doping (introduction of boron or phosphorus atoms) has proved pos-
sible, so that p- and n-type amorphous semiconductors can readily be made, 
and a certain amount of “engineering” of materials with exactly the desired 
properties with regard to gap structure, doping efficiency, conductivity, 
temperature sensitivity and structural stability (lifetime) can be performed. 

 
 
 
 
 
 
Figure 14.16. Density of elec-
tron states as a function of 
excitation energy for silicon-
based amorphous materials: 
(a) silicon−hydrogen alloy; 
(b) silicium−fluorine−hydro-
gen alloy (based on Spear 
and Le Comber, 1975;  
Ovshinsky, 1978). 
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A theoretical description of the gap occurrence and electron conduction in 
amorphous materials was first presented by Street and Mott (1975) and fol-
lowed up by Fritsche (1977) and Pfister and Scher (1977). The basis is the 
occurrence in amorphous material of defects of particular affinity to attract 
or reject electrons (e.g. lone pair sites), and the transport of electrons is 
thought of as a quasi-random “hopping” between sites, some of which are 
capable of “trapping” an electron for a shorter or longer period of time. 
Abundance of broken or “dangling” bonds may give rise to serious trapping 
problems (low conductivity), and the success obtained by incorporating 
hydrogen seems due to its occupying and neutralising such sites.  

Not very long after the theoretical description of amorphous solar cells, 
Japanese scientists succeeded in creating designs of such cells that were 
suited for industrial production (Hamakawa et al., 1981) and soon found a 
market in powering calculators and similar small-scale devices, where the 
cell cost was relatively unimportant. A typical structure of a commercial 
amorphous cell is illustrated in Fig. 14.17. Band gaps in the range from 1.0 to 
3.6 eV can be engineered with different silicon alloys (SiGe, Si, SiC), and 
such cells may be stacked to obtain a broader frequency acceptance (Ichi-
kawa, 1993; Hamakawa, 1998). 

 
 
 
 
 
 
 
 
 
 
 
Figure 14.17. Structure of the 
most common a-Si cell. 
Several pin-layers may be 
stacked. 
 
 

However, the simplest version has just one type of material: an intrinsic 
layer of an a-Si:H compound is the main area of light absorption, and adja-
cent p- and n-type layers ensure the transport to the electrodes, of which the 
front one is made of a transparent material. The whole structure is less than 
1 µm thick and is deposited onto a plastic backing material. Maximum effi-
ciencies of around 13% have been demonstrated (Fig. 14.18), but one prob-
lem has persisted: because the structure of the material is without order, 
bombardment with light quanta may push atoms around, and the material 
degrades with time. Current practice is to degrade commercial cells before 
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they leave the factory, thereby decreasing the efficiency by some 20%, but in 
return obtaining reasonable stability over a 10-year period under average 
solar radiation conditions (Sakai, 1993). Several layers of p-, i- and n-layers 
may be stacked, and the highest efficiency is obtained by replacing the 
amorphous n-layers by a multicrystalline pure Si or silicon compound layer 
(Ichikawa, 1993; Ma et al., 1995). 

 
 
 
 
 
 
 
 
 

 

 
Figure 14.18. Development in a-Si solar cell 
efficiency for different cell area (before 
degradation; Sakai, 1993). 
 
 
 

 
Other materials and other thin-film cells 

Use of materials from the chemical groups III and V, such as GaAs, CdS and 
CdTe, instead of silicon allows better engineering of band gaps in crystalline 
solar cells to suit particular purposes and brings forward new properties 
suitable for certain tasks (notably space applications and use in concentrat-
ing collectors). Important considerations in selecting materials include tem-
perature dependence where crystalline silicon cell efficiency drops rather 
fast with the increasing temperature likely to prevail (despite possible active 
cooling) for cells operating at high levels of solar radiation (see Figs. 14.10 
and 14.11).  

The GaAs band gap of 1.43 eV is well suited for the solar spectrum, and 
with a tandem cell of GaAs plus GaInP2 an efficiency of over 30% has been 
reached (Bertness et al., 1994; Deb, 1998). At the moment these cells are ex-
pensive and are mainly used in space. However, thin-film versions may be 
developed as in the Si case, as they already have for CIS cells (copper-
indium-diselenide). The highest efficiency obtained so far is about 17% for a 
Cu (In,Ga) Se2 structure (Tuttle et al., 1996). 

Among a range of non-traditional designs of solar cell is the use of spheri-
cal droplets. This idea grew out of an idea of reusing scrap material from the 
microelectronics industry, but it also may increase acceptance of light from 
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light from different directions and reduce reflection that otherwise would 
have to be dealt with by surface texturing (Maag, 1993; Drewes, 2003; ATS, 
2003). 
 
Module construction 

Individual cells based on monocrystalline materials typically have areas of 
100 cm2 (limited by techniques for growing ingots of monocrystalline mate-
rial). Multicrystalline and photoelectrochemical cells, where semiconductor 
material is deposited on a backing template (usually glass), may have larger 
cell size, and for amorphous cells, there are essentially no limitations. 
Amorphous cells have been produced on rolls of flexible plastic backing 
materials, with widths of 1−2 m and rolls of any length. The same may also 
become possible for other thin-film types, such as spray-deposited mul-
ticrystalline materials.  

It is customary to assemble cells into modules by a mixture of parallel and 
series connections, so that the resulting voltages become suitable for stan-
dard electricity handling equipment, such as inverters transforming the DC 
currents into AC currents of grid specifications and quality. Alternatively, 
microprocessor inverters may be integrated into each module or even into 
each cell in order to minimise transport losses. In recent years, specific in-
verters optimised for solar cell applications have been produced, with an 
inverter efficiency increase from 90% to some 98% (IEA, 1999). 

 
 
 
 
 
 
 
 
 
 

Figure 14.19. Front reflec-
tion for cell of the type 
shown in Fig. 14.12 (single-
layer anti-reflection coat-
ing) and the same with 
double-layer coating (Zhao 
et al., 1995). 

 
The solar cell technology is then characterised by two main solar radia-

tion conversion efficiencies: the efficiency of each cell and the efficiency of 
the entire module sold to the customer. The latter is currently about 5% 
lower than the former, notably because of phase mismatch between the 
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individual cell current components, but this does not need to be so, and the 
difference between the two efficiencies is expected to diminish in the future. 

 

 
 
 
 
 
 

 
 
Figure 14.20. Two-dimensional ray-
tracing through a concentrator with 
glass cover textured with 30° inverted 
pyramids, for incident angles 0°, 25° and 
50°. Only for incident angles around 25° 
does the absorber at the bottom receive 
more light than would have hit it if 
there had been no concentrator at all. 
 

 
 
Optical subsystem and concentrators 

As indicated by the devices shown in Figs. 14.12 and 14.15, optical ma-
nipulation of incoming solar radiation is in use for non-concentrating solar 
cells. They serve the purpose of reducing the reflection on the surface to 



14. PHOTOVOLTAIC CONVERSION 

IV. SOLAR RADIATION CONVERSION 121

below a few percent over the wavelength interval of interest for direct and 
scattered solar radiation, as seen from Fig. 14.19. The collection efficiency is 
far better than the one shown in Fig. 14.19, exceeding 90% for wavelengths 
between 0.4 and 1.05 µm, and exceeding 95% in the interval 0.65−1.03 µm. 

For large-factor concentration of light onto a photovoltaic cell much 
smaller than the aperture of the concentrator, the principles valid for ther-
mal systems (Chapters 16 and 17) apply unchanged. Most of these concen-
trators are designed to focus the light onto a very small area. Thus tracking 
the Sun (in two directions) is essential, with the implications that scattered 
radiation largely cannot be used and that the expense and maintenance of 
non-stationary components have to be accepted. 

One may think that abandoning very high concentration would allow the 
construction of concentrators capable of accepting light from most directions 
(including scattered light). However, this is not so easy. Devices that accept 
all angles have a concentration factor of unity (no concentration), and even if 
the acceptance angular interval is diminished to, say, 0−60°, which would be 
suitable because light from directions with a larger angle is anyway reduced 
by the incident cosine factor, only a very small concentration can be ob-
tained. (Examples such as the design by Trombe are discussed in Meinel and 
Meinel, 1976). 

 

Figure 14.21. Intensity of rays on the absorber surface relative to that experienced in 
the absence of the concentrator (times cosine of incident angle, in order to reflect the 
different intensity of rays from different directions) for the X = 7 concentrator with a 
refracting, inverted pyramid cover as illustrated in Fig. 14.20. 
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(b) 
 

Figure 14.22a-c. Intensity of rays on the absorber surface relative to that experienced 
in the absence of the concentrator (times cosine of incident angle, in order to reflect 
the different intensity of rays from different directions) for different depths of the X 
= 5 concentrator without cover, but with a refracting inside material having pyramid 
texture on top, as illustrated in Fig. 14.24 (a and b above, c on next page). 
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(c) 
 

Figure 14.22c. See preceding page for details. 
 
     The difficulty may be illustrated by a simple two-dimensional ray-tracing 
model of an (arbitrarily shaped) absorber, i.e. the photovoltaic cell, sitting 
inside an arbitrarily shaped concentrator (trough) with reflecting inner 
sides, and possibly with a cover glass at the top, that could accommodate 
some texturing or lens structure. The one component that unfortunately is 
not available is a semi-transparent cover that fully transmits solar radiation 
from one side and fully reflects the same wavelengths of radiation hitting 
the other side. With such a cover, nearly 100% of the radiation coming from 
any direction could reach the absorber, the only exception being rays that 
are cyclically reflected into paths never reaching the absorber. 

Figure 14.20 shows some ray-tracing experiments for a catenary-shaped 
concentrator holding a flat absorber at the bottom, with a concentration 
factor X = 7 (ratio of absorber and aperture areas, here lines). The cover has 
an inverted pyramid shape. This is routinely used for flat-plate devices (see 
Fig. 14.12), with the purpose of extending the path of the light rays inside 
the semiconductor material so that absorption is more likely. For the concen-
trator, the purpose is only to make it more likely that some of the rays reach 
the absorber, by changing their direction from one that would not have led 
to impact onto the absorber. However, at the same time, some rays that 
otherwise would have reached the absorber may now become diverted. 
Thus, not all incident angles benefit from the concentrator, and it has to be 
decided whether the desired acceptance interval is broad (say, 0−60°) or can 
be narrowed, e.g. to 0−30°. As illustrated, the concentration of rays towards 
the centre absorber is paid for by up to half of the incident rays being re-
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flected upward after suffering total reflection on the lower inside of the 
cover glass. 
 

 

      (a)      (b) 
 

Figure 14.23a,b. Two-dimensional model of concentrator without cover but filled with 
a refracting material (refraction index ngel = 1.6), with slight pyramid texture at top. 
Incident angles are 10° and 25°. 

 

The result of varying some of the parameters is shown in Fig. 14.21. An 
inverted pyramid angle of 0° corresponds to a flat-plate glass cover, and the 
figure shows that in this situation the concentration is limited to incident 
angles below 20°, going from a factor of four to unity. With increasing 
pyramid angle, the maximum concentration is moved towards higher inci-
dent angles, but its absolute value declines. The average concentration factor 
over the ranges of incident angles occurring in practice for a fixed collector 
is not even above unity, meaning that a photovoltaic cell without the con-
centrating device would have performed better. 

Another idea is to direct the cover pyramids upwards, but to avoid 
“stretching out” the rays again at the lower glass boundary by having the 
entire trough filled with the refractive substance (which might be a gel or 
plastic material, textured at the upper surface). This is illustrated in Figs. 
14.22a−c for an X = 5 concentrator. For a deep catenary-shaped collector, all 
rays up to 10° may be led to the absorber, but in this case (Figs. 14.22a and 
14.23), incident angles above 25° are not accepted. To get reasonable accep-
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tance, pyramid angles around 30° would again have to be chosen, and Figs. 
14.22a−c show that the concentration penalty in trying to extend the accep-
tance interval to angles above 35° (by decreasing the depth of the concentra-
tor, see Fig. 14.24) is severe. The best choice is still the deep catenary shape, 
with maximum concentration between 2 and 3 and average concentration 
over the interesting interval of incident angles (say, to 60°) no more than 
about 1.5. This is better than the inverted pyramid structure in Fig. 14.20, but 
it is still doubtful whether the expense of the concentrator is warranted. The 
collector efficiency as measured relative to total aperture area is the ratio of 
absorber intensity and X, i.e. considerably less than the cell efficiency. 

 
 

          (b): 

(a)           (c) 
 

Figure 14.24a-c. Two-dimensional ray-tracing through a concentrator without cover, 
but filled with a refracting material (refraction index ngel = 1.6), having its top pyra-
mid-textured, for an incident angle of 25° and three catenary depths.  

 
Generation 24-h a day at constant radiation intensity could be achieved 

by placing the photovoltaic device perpendicular to the Sun at the top of the 
Earth’s atmosphere. If it were placed in a geosynchronous orbit, it has been 
suggested that the power generated might be transmitted to a fixed location 



BENT SØRENSEN 

                     126

on the surface of the Earth after conversion to microwave frequency (see e.g. 
Glaser, 1977). 

 
Use of residual energy 

Given that practical efficiencies of photovoltaic devices are in the range of 
10−30%, it is natural to think of putting the remaining solar energy to work. 
This has first been achieved for amorphous cells, which have been inte-
grated into windowpanes, such that at least a part of the energy not ab-
sorbed is passed through to the room behind the pane. Of course, conduc-
tors and other non-transparent features reduce the transmittance somewhat. 
The same should be possible for other thin-film photovoltaic materials, in-
cluding the emerging multicrystalline silicon cells. 

Another possibility, particularly for photovoltaic panels not serving as 
windows, is to convert the solar energy not giving rise to electricity into heat 
(as some of it in actuality already is). One may think of cooling the modules 
of cells by running pipes filled with water or another suitable substance 
along their bottom side, carrying the heat to a thermal store, or alternatively 
by an air flow above the collector (but below a transparent cover layer). The 
energy available for this purpose is the incoming radiation energy minus the 
reflected and the converted part. Reflection from the back side of the semi-
conductor material, aimed at increasing the path-length of the photons in 
the material, could be chosen to optimise the value of the combined heat and 
power production, rather than only the power production. Examples of such 
combined cycle solar panels (photovoltaic-thermal or PVT-panels) have 
been modelled extensively (Sørensen, 2000b, 2002a and 2004). 

For concentrator cells, active cooling is needed in any case, because of the 
temperature dependence of the characteristics of the photovoltaic process 
(cf. Fig. 14.10).  

The maximum electrical efficiency of a single junction photovoltaic device 
implied by semiconductor physics is around 40% (see the discussion earlier 
in this chapter). If reflections can be minimised and many different light 
absorption materials are stacked, the theoretical Carnot efficiency (2.4) for 
the temperature of the Sun relative to a reference temperature at the surface 
of the Earth, i.e. about 95%, may be approached. Still, considerations of 
power flow optimisation will diminish this efficiency in practical applica-
tions. Honsberg et al. (2002) and Green (2002) find a thermodynamical value 
of some 87% for an infinite stack of cells, to be used as a starting point for 
discussing the losses deriving from semiconductor physical arguments. 

 For a present generation solar cell with electric efficiency below 40%, the 
possible associated heat gain is of the order of magnitude another 40%, and 
thus the system offers interesting possibilities for decentralised applications 
in climate regimes with solar radiation without too strong seasonality and a 
heat demand for space heating or even just hot water. 
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ELECTROCHEMICAL        

CONVERSION 
 
 

 
 

Photoelectrochemistry is an area of confluence between solar cell technol-
ogy, discussed here, and battery or fuel cell technology, discussed in Part V. 
Organic solar cells are a special kind of photoelectrochemical (PEC) devices 
that try to take advantage of inexpensive organic materials as opposed to the 
more expensive metals and doped semiconducting materials used in the 
photovoltaic devices discussed above. Suitable organic materials can by 
photosynthesis trap sunlight and convert radiation into other forms of en-
ergy. It has been attempted to copy this process to man-made devices in 
various ways. Calvin (1974) considered a double membrane that would 
separate the ionised reactants of a photo-excitation process, 
 

 A + hν → A* ;   A* + B → A+ + B- . 
 

In addition, a transport system is needed to get the ions to an electrode. No 
practical version of this idea has been produced. The same is the case for a 
concept aimed at both removing CO2 from the atmosphere and at the same 
time producing methanol (Jensen and Sørensen, 1984). The absorption of 
solar radiation is used to fix atmospheric carbon dioxide to a ruthenium 
complex [Ru], which is then heated with water steam, 
 

 [Ru]CO2 + 2H2O + 713 kJ mol-1 → [Ru] + CH3OH + ½O2. 
 

One scheme that has been realised is the attachment of a ruthenium com-
plex as a dye to TiO2, which may then transport electrons formed by photo-
excitation in the Ru-complex to an electrode. The process is similar to the 
dye-excitation processes used in conventional photographic prints and was 
first proposed by Moser (1887). He called the dye substance enhancing the 
absorption of solar radiation above what can be achieved by the TiO2 a “sen-
sitiser”. The Ru-complex is restored by a redox process in an electrolyte 
joining the other electrode, with use of a platinum catalyst as indicated in 
Fig. 15.1. Because a mono-layer of even a very efficiently absorbing dye will 

 
 CHAPTER 
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absorb less than 1% of incoming solar radiation, the dye absorption layer is 
made three dimensional by adhering the dye to a nanostructured TiO2 net-
work of nodules, as first demonstrated by Tsubomura et al. (1976). They also 
introduced the liquid electrolyte, capable of penetrating into the cavities in 
the nanostructured, sensitised titanium dioxide and providing the necessary 
contact for transfer of the replacement electron to the dye. The effective 
absorption surface may be increased by three orders of magnitude and pro-
vides an overall cell efficiency to about 10%. It should still be possible for the 
TiO2 nodules to transfer the absorbed electron to the back electrode through 
a series of transport processes. 

Figure 15.1. Layout of photoelectrochemical solar cell with indication of energy levels 
(Ef is the Fermi level of the semiconductor material). Solar radiation is absorbed in a 
dye layer, creating an excited electron state, from which an electron is transferred to 
the semiconductor at left and replenished from the counter electrode through a redox 
cycle in an electrolyte to the right (Sørensen, 2003a). 

 
The material presently favoured for the anode nanoparticles is TiO2 in the 

form of anatase (Fig. 15.2). Compared to the other forms of titanium dioxide 
(rutile and brookite), anatase better accommodates the dye molecules and 
forms nodules rather than flakes. The large-side dimension of the unit cell 
shown in Fig. 15.2 is about 0.2 nm. Several other semiconductor materials 
have been investigated, but so far anatase has shown the best overall prop-
erties and is used fairly universally. Electron transport through the anatase 
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layers follows conventional solid-state physics, except for the issue of nod-
ule coherence. A simple modelling effort has successfully described the 
transport as random walk, rather than governed by hopping models (Nelson 
et al., 2001). 

 
 
 
 
 
 
 
 
 
 
 

Figure 15.2. Anatase structure 
(first determined by Horn et 
al., 1970) and unit cell (Søren-
sen, 2003a). 

 
On the cathode side, a redox couple is used to supply the electron to re-

place the one being excited in the dye and transferred to the anatase before it 
decays back to the dye ground state. The electrolyte is typically acetonitrile 
(C2H3N), and the redox couple is iodine/tri-iodine (I-/I-

3), which has been 
used rather exclusively since the work of Tsubomura et al. (1976). This does 
not seem ideal, as the difference between the anatase Fermi level and the I-

/I-
3 chemical potential, which determines the cell open-circuit voltage, is 

only about 0.9 eV, as compared with typical dye excitation energies of 1.8 
eV. Many efforts have been directed at finding more appropriate redox shut-
tle systems, but so far none have shown overall properties making them 
preferable to the I-/I-

3 couple (Wolfbauer, 1999). Electrolyte and redox cou-
ple integrity and lifetimes are of concern. A comparison to batteries is ap-
propriate, and battery lifetimes are rarely as long as desired for solar cells 
that may be incorporated directly into building components and structures.  

A further energy loss takes place at the cathode, where application of a 
catalyst is required in order to obtain the desired rate of electron transfer 
from electrode to electrolyte. As in batteries and fuel cells, traditionally pre-
ferred catalysts are based on platinum, but alternatives are under investiga-
tion. Generally speaking, the use of liquid electrolytes and catalysts is unde-
sirable, and the much slower electron transfer through the electrolyte and its 
redox couple (as compared with the semiconductor transport) is likely to be 
the overall limiting factor for current in the device. However, the reason for 
this choice is also obvious. The cell is produced by deposition of anatase 
layers on the anode and subsequent annealing, processes requiring tempera-
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tures well over 100°C. The dye is then applied, either by a soaking or by a 
flushing process, creating the huge intrinsic surface for solar collection. 
Typical dye melting points are 80-100°C, so applying a second semiconduc-
tor material (if one with appropriate properties could be found) from the 
other side at appropriate temperatures would destroy the cell. More gentle 
application not requiring high temperatures is not likely to allow the surface 
contact area between dye and semiconductor to be equally large on both 
sides. 

An alternative would be to find another material not requiring high tem-
peratures for penetrating into the cavity structure of the initial semiconduc-
tor plus dye layers. Possible candidates would be conducting polymers or 
the ion-carrying polymers used in fuel cells. Actual achievements of 2-3% 
energy conversion efficiency have been obtained with two types of polymer 
systems. One uses a gel network polymer as electrolyte (Ren et al., 2001). The 
other is a type of plastic solar cell, where the already known ability of 60C-
molecules to absorb solar radiation (Sariciftci et al., 1992) is used to create a 
fairly large absorption area of 60C sensitiser embedded in a suitable polymer 
(Shaheen et al., 2001; Yu et al., 1995). 

The choice of sensitiser is ideally based upon fulfilment of requirements 
including at least the following: 

• high absorption capability over the range of spectral frequencies charac-
teristic of sunlight  

• energetically suitable excited states  
• good attachment to semiconductor nanoparticles, which ensures rapid 

electron transfer (in competition with de-excitation and back-transfer from  
semiconductor surface to dye sensitiser) 

• easily accepting replacement electron from electrolyte 
• dye lifetime consistent with stipulated device life 
The search for optimised sensitisers has usually focused on a particular 

family of molecules. For example, one group (O’Regan and Grätzel, 1991; 
Nazeeruddin et al., 1993, 2001; Shklover et al., 1998) has looked at metal 
complexes based on ruthenium polypyridines, meticulously synthesising 
one variant after the other, adding rings, thiocyanate ligands and carboxy-
late groups in different combinations. The size of the molecule, in combina-
tion with its excitation spectrum, determines the frequencies of solar radia-
tion that can be absorbed and the associated cross sections. The “black dye” 
(1 ruthenium atom, 3 pyridine rings, 3 thiocyanate ligands and 3 carboxylate 
groups) has led to the currently highest overall conversion efficiency of 10% 
for laboratory cells (area about 10-4 m2). For comparison, an efficiency of 5% 
was claimed for a large cell (of the order of 1 m2) based on sensitisers pat-
ented by Grätzel and developed for industrial production (STI, 2002). Sub-
sequent failure of the company’s first large-scale installation in Newcastle 
(Australia) has diminished expectations for this type of cell. An earlier fa-
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vourite was the “N3 dye” (Ru, 2 bipyridine rings, 2 thiocyanate ligands and 
4 carboxylate groups). It is particularly willing to transfer an excited electron 
to an anatase surface, a fact that has been attributed to its attachment to the 
anatase surface by two carboxylate binding sites at approximately the same 
spacing as the “indents” in one anatase surface. However, the light absorp-
tion stops below 800 nm, implying smaller efficiency for many potential 
real-life collector sites. Figure 15.3 compares the spectral sensitivities of the 
two dyes mentioned above, plus the coumarin-derivative organic dye con-
sidered in the following. 

 

Figure 15.3 (left). Spectral 
sensitivity [c-d: coumarin 
derivative, N3 and b-d (black 
dye) ruthenium complexes] 
(based upon Hara et al., 2001; 
Nazeeruddin et al., 2001). 
 
Figure 15.4 (below). The struc-
ture of N3 (RuS2O8N6C26H24, 
below left) and b-d 
(RuS3O6N6C21H22, below right) 
ruthenium sensitisers synthe-
sised by Nazeeruddin et al. 
(1993; 2001). A modest struc-
ture optimisation has been 
performed (Sørensen, 2004b). 

 
Figure 15.4 gives the molecular structure of the purple N3 and the black 

ruthenium dye (Nazeeruddin et al. 1993, 2001). Several variants have been stud-
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ied (see e.g. Shklover et al., 1998; Zakeeruddin et al., 1997).  
The structure of modified sensitiser molecules is often roughly given by 

that of known components plus some general rules of thumb. Measurements 
of spectra such as the nuclear magnetic resonance (NMR) spectra will help 
determine the positions of specific atoms (e.g. hydrogen atoms), but not 
always in a unique way. The addition of new features to a dye molecule in 
order to enhance solar absorption or help electron transfer out of the mole-
cule may give rise to structures not amenable to simple guesses, e.g. due to 
isomerism or for other reasons such as energy surfaces in configuration 
space with more than one minimum.  

Quantum-mechanical modelling of the molecular structure* will lead to 
theoretical predictions of likely structures, as outcomes of optimisation stud-
ies. These involve following a path of steepest descent in the potential en-
ergy surface, eventually using second-order derivatives in order to stabilise 
the sizes of jumps made for each of the iterations (Sørensen, 2003a). 

 
 
 
 
 
 

Figure 15.5. Optimised structure of 
coumarin-derivative organic dye 
(gross formula H26C25N2O4) synthe-
sised by Hara et al. (2001) and 
yielding overall efficiencies of 
around 6% when used in PEC solar 
cells (Sørensen, 2003a).  

 
 

Figure 15.5 shows the result of a theoretical optimisation (Sørensen, 
2003a) for a modification of a coumarin dye, being part of a family of mole-
cules studied by Hara et al. (2001) as potentially inexpensive, purely organic 
candidates for dyes to use with TiO2 semiconductor nanoparticles in solar 
cells.  

Figure 15.6 shows the molecular orbits near the Fermi level for the cou-
marin-derivative dye, obtained from a quantum-mechanical Hartree-Fock 

                                                           
* So-called ab initio calculations in quantum chemistry involve solving the 

Schrödinger equation under several simplifying assumptions: nuclear motion is 
neglected, the basis functions used are linear combinations of Gaussian functions for 
each atom, and far fewer than needed for completeness. Interactions are first treated 
by the Hartree-Fock method, implying that each electron is assumed to move in the 
mean field from all the other particles. Higher electron correlations are added in a 
perturbative way or by the phenomenological density functional theory. 
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self-consistent field calculation of the best ground state configuration (using 
software of Frisch et al., 1998 and including a basis of 641 molecular states or 
about 3 for each physical orbit). It is seen that moving an electron from the 
highest occupied orbit (HOMO) to the lowest unoccupied one (LUMO) in-
volves reducing the electron density in the coumarin part of the molecule 
and increasing it along and particularly at the end of the “arm” attached to 
the molecule. However, at this level of approximation, the energy difference 
(LUMO minus HOMO) is still nearly 8 eV, as opposed to an experimental 
value of 1.8 eV (Hara et al., 2001). The second unoccupied orbit (Fig. 15.6 
bottom) is quite different in nature. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 15.6. Electron density of 
HOMO (top), LUMO (middle) 
and second unoccupied mo-
lecular orbital (bottom) for 
coumarin-derivative dye, 
based on self-consistent field 
(SCF) calculation (Sørensen, 
2003a). 

 
 
 
 
 
 
 

In order to estimate more realistically the energy of the first excited state 
of the coumarin-derivative dye molecule, a number of calculations have 
been performed (Sørensen, 2003a). Interactions not included in the self-
consistent ground state calculation may be added in a time-dependent Har-
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tree-Fock calculation for one or more excited states (TDHF; Casida et al., 
1998), and further improvement is obtained by performing the TDHF calcu-
lation on top of ground state calculations including further interaction, such 
as including exchange forces in a density functional method (Kohn and 
Sham, 1965; Becke, 1993). Figure 15.7 shows the excitation energy of the 
lowest spin-0 and spin-1 excited states using successive improvements in the 
sophistication of the interactions included and in the number of basis states 
used for the calculations (Sørensen, 2003b). 

 

 

Figure 15.7. Measured (right-hand side) and calculated excitation energies of first 
excited states of spin 0 or 1 for the coumarin-derivative molecule shown in Fig. 15.5. 
The abscissa indicates acronyms for the type of calculation made, with complexity 
increasing from left to right (except the last, which by comparison with the first 
column shows the correlations built into the molecular orbits calculated with inclu-
sion of exchange forces). It is seen that two of the calculations give unphysical states 
of negative energy, indicating the fragile nature of the approximations that effec-
tively use other electron interactions for the excited state calculation than for the 
ground state calculation (because at a realistic level of approximation, the same 
approach will not yield both). The problem is solved in the subsequent columns by 
using basis states more appropriate for the spin-1 calculations (Sørensen, 2003b). 

 
The fact that the first excited state comes down from an initial 8 eV mo-

lecular orbital energy difference to the observed 1.8 eV indicates that it must 
contain a substantial amount of correlations, or in other words that this 
excitation must comprise collective involvement of a large number of elec-
trons.  
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Figure 15.8. Calculated 
electron density difference 
between the first excited 
singlet and ground state of 
coumarin-derivative dye 
(top: positive values en-
hanced; below: negative 
values enhanced; Sørensen, 
2003a). 

 
 

 
This is borne out in Fig. 15.8, showing the electron density difference be-

tween the first singlet excited state of the coumarin-derivative, and the 
ground state, using the large basis TDHF calculation. The excited state is 
made up by a dozen significant molecular orbital (MO) excitation-pairs. The 
density difference shows the expected effect, already surmised from the HF 
ground state MO's, that the excitation moves electron density from the cou-
marin core to the peripheral arm added to the molecule. It would then be 
natural to assume that this is from where the transfer to the anatase surface, 
to which the dye adheres, takes place. This interpretation is supported by 
the large dipole moment found in the calculations (13.7 debyes).  

The precise attachment of the dye to the anatase surface might be investi-
gated by a combined optimisation of the dye plus a chunk of the semicon-
ductor, with the distance and rotation angles of the dye relative to the sur-
face as parameters (cf. Fig. 15.9). A recent study of a similar material has 
revealed the nature of surface distortion and surface Ti and O molecules 
(Erdman et al., 2002). The distortion only penetrates one layer down, in con-
trast to the over 10-nm-thick space charge regions in surfaces of solids. The 
conclusion from the present calculation is that both dye and surface are 
modified, with the dye “arm” being bent to better attach to the surface, and 
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the surface atoms to accommodate the dye particle (but even in the absence 
of the dye, the surface of the lattice structure would be different from the 
regular interior used as starting point for the optimisation). 
 

 

Figure 15.9. Attachment of coumarin-derivative dye to and modification of anatase 
surface. Left: initial guess, right: optimised (the depth of TiO2 surface layer distortion 
cannot be determined by modelling just the top layer; Sørensen, 2003a, 2004b). 

 
A number of further “handles” on the quantum chemical calculations is 

the comparison of measured spectra (IR, NMR, etc.) with those predicted by 
the calculations. The understanding of complex molecules has progressed 
rapidly as a result of the combination of spectral studies in the laboratory 
with quantum model calculations. 

The photoelectrochemical dye and nanostructure technique has several 
applications beyond the possibility of forming solar cells. Among these are 
smart windows (Bechinger et al., 1996; Granqvist et al., 1998; STI, 2002), en-
ergy storage (Hauch et al., 2001; Krasovec et al., 2001), environmental moni-
tors (Kamat and Vinodgopal, 1998; Yartym et al., 2001), hydrogen produc-
tion (Khaselev and Turner, 1998; Luzzi, 1999; Mathew et al., 2001), computer 
and television screens also suitable for outdoor use (using the dye as light 
emitter rather than absorber; Rajeswaran et al., 2000; Tang, 2001; Müller et 
al., 2003), and three-dimensional data storage (Dwayne-Miller et al., 2001). 
Weaknesses of the dye cells include durability (especially if organic materi-
als are used), while weaknesses of the polymer cells include the extremely 
low efficiency, which is difficult to offset by low production costs, due to the 
large physical surface having to be covered (a feature that itself excludes 
many applications such as building-integrated systems serving a decent 
percentage of the building’s loads). 
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16.1 Heat generation 

Conversion of solar energy to heat requires a light-absorbing material, a 
collector, which is able to distribute the absorbed radiant energy over inter-
nal degrees of freedom associated with kinetic energy of motion at the mo-
lecular level (e.g. lattice vibrations in case of a solid). Absorption of solar 
energy will raise the temperature of the collector or transfer energy to a 
reservoir, if the collector is connected to one. The collector will also emit 
radiation, and it may lose heat energy by conduction and convection proc-
esses. The frequency spectrum of the emitted radiation will correspond to 
the Planck spectrum, 
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Here F is the power radiated per unit area and into a unit of solid angle, ν is 
the frequency of radiation, h = 6.6 × 10-34 J s is Planck’s constant, c = 3 × 108 m 
s-1 is the velocity of electromagnetic radiation (light) in vacuum and k = 1.38 
× 10-23 JK-1 is Boltzmann’s constant. This distribution may be used to describe 
the heat re-radiation from the collector surface with T equal to the collector 
temperature Tc , provided the collector is in a state that allows the definition 
of a thermodynamic temperature. 

Collectors may be designed so that they achieve a large net absorption by 
minimising reflection and transmission and try to avoid losses, e.g. by oper-
ating the collector at temperatures not much above ambient air temperatures 
or, if higher load temperatures are required, by reducing the heat loss rates, 
e.g. by suitable transparent covers and insulation. 

One may distinguish between “passive” and “active” systems, according 
to whether energy is specifically added (from pumps, etc.) in order to bring 

 
 CHAPTER 

16 
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the collector heat gain to the load areas or not. A passive system need not be 
characterised by the absence of definite heat flow paths between collectors 
and load areas, but such flows should be “natural”, i.e. they should not 
depend on other energy inputs provided by man. There may be borderline 
cases in which the term “natural circulation” would be difficult to define. 

 

Figure 16.1. Solar 
wall type of pas-
sive heating and 
cooling system. 
Top cross sections 
show air flows 
during (a) winter 
and (b) summer. 
Curves below 
show, for a se-
lected period of a 
few days opera-
tion, the air flow-
rate and tempera-
ture [at the loca-
tion X in (a)], am-
bient temperature 
outside the house, 
and solar radia-
tion. The inside 
wall temperature 
remains above 
20ºC during the 
period considered. 
The house consid-
ered is situated at 
43°N latitude 
(based on Trombe, 
1973; Stambolis, 
1976). 
 
 

Another kind of passive solar heat system uses the heat capacity of walls 
facing the sun during the daytime. The walls absorb radiation and accumu-
late it (the heat capacity of building materials increases roughly in propor-
tion to mass), and at night they lose heat to their colder surroundings, in-
cluding the inside area, which is thus heated. The wall’s heat capacity also 
serves to cool the building during at least the first part of the daytime, if the 
wall temperature after the night’s cooling off is lower than the next day’s 
ambient temperature. More elaborate versions of such solar wall systems, 
directing the natural convection according to conditions (night/day, sum-
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mer/winter), are shown in Figs. 16.1 and 16.2. These systems require a little 
“active” help in opening and closing vents, shutters or covers. Being de-
pendent on a daily cycle, these systems are of most interest in climatic re-
gions where the daily solar input is substantial also during the cold season. 

 
 
 
 
 
 
 
 
 
 
 

 

 Figure 16.2. Solar roof-type 
passive heating and cooling 
system. The top cross sections 
show operation of cover panel 
at day and night, during sum-
mer and winter. Below are heat 
transfer rates through the roof 
(positive downward) and solar 
radiation, both averaged month 
by month during an 8-month 
period. The house is situated at 
35°N latitude (based on Hay 
and Yellot, 1972; Stambolis, 
1976). 
 

 
 

Figure 16.3. Schematic cross 
section through a solar pond 
(cf. Tabor, 1967). The tem-
perature profile may have a 
secondary peak within the 
top hundredths of a metre, 
due to absorption of ultravio-
let radiation in this layer, and 
depending on the re-radiation 
conditions (effective sky 
temperature relative to tem-
perature of pond surface 
layer). 
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Greenhouses are also passive solar-collecting systems, as are water heat-
ers based on water bags (e.g. placed on roofs) or on flat-plate collectors (see 
below) delivering heat to water, which is transferred by natural circulation 
to a storage tank lying higher than the collector. A saline pond can play the 
role of the collector, with a heat exchanger at the bottom of the pond trans-
ferring the collected energy to a working fluid, which can be circulated to 
the load area by natural or forced circulation. The solar pond itself (see Fig. 
16.3) contains water with a high content of dissolved salts, causing the for-
mation of a salinity and density gradient, preventing the mixing of surface 
and bottom water. The water absorbs some solar radiation, but if the pond is 
shallow most of the absorption takes place at the bottom, thereby creating a 
stable temperature gradient increasing towards the bottom, because heat is 
transferred upward only by slow processes. 
 
Flat-plate collectors 

The term “flat-plate collector” is used for absorbers with a generally flat 
appearance, although the collecting surface need not be flat in detail (it 
might have V-shaped carvings or even focusing substructure). The side of 
the collector facing the sun may have a cover system (e.g. one or more layers 
of glass), and a mass flow Jm

c of some fluid (e.g. water or air) passes the ab-
sorber and is supposed to carry the heat, which is transferred from the ab-
sorber plate to the mass flow, to the load area (i.e. the place of actual usage) 
or to some temporary energy storage. The general layout is shown in Fig. 
16.4. 

 
 
 
 
 

 

Figure 16.4. Example of flat-plate 
solar collector. The performance 
may not be given simply by the 
net incident radiation flux Es,γ (s 
is tilt angle and γ is azimuth 
angle), because the transmis-
sion−absorption product of the 
cover system may be different 
for different components of the 
incident radiation. 
 
 

The absorber is characterised by an absorptance, αλ(Ω), which may de-
pend on wavelength and on the direction of incident light. In many situa-
tions, it may be assumed in a first approximation that the absorptance is 
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independent of direction and of wavelength (“grey surface”). For a black 
painted surface, this α may be around 0.95, but, if the surface is structure-
less, the assumption that α is independent of direction breaks down when 
the angle between the normal to the surface and the direction of incidence 
exceeds about 60°. Towards 90°, αλ(Ω) actually approaches zero (Duffie and 
Beckman, 1974). From basic physics (Sørensen, 2004), the emittance ε equals 
the absorptance (both are properties of the surface in the grey-surface ap-
proximation), and high absorptance thus implies high emittance for all 
wavelengths, including those characterising the thermal emission from the 
absorber of temperature Tc. In order to reduce this loss, use is made of sur-
face treatments causing the emittance to assume two distinct values − a high 
one for the short wavelengths of the solar spectrum (implying a high solar 
absorptance αsw) and a low one (αlw) for the longer wavelengths characteris-
ing the emission from typical absorber temperatures, assumed to have a 
spectrum approximately equal to the black-body spectrum for that tempera-
ture. Such surfaces are called selective surfaces, and their wavelength-
dependent absorptance/emittance may resemble that shown in Fig. 16.5, 
exhibiting the regions that can be characterised by αsw ≈ 0.95 and αlw ≈ 0.1. A 
further discussion of selective surface technologies may be found in Meinel 
and Meinel (1976). 

 
 
 
 
 
 
 

 

Figure 16.5. Spectral absorp-
tance (or emittance) of a 
commercial “black-chrome” 
type of selective surface 
(based on Masterson and 
Seraphin, 1975). 
 

As indicated in Fig. 16.4, the absorber may be covered by material that 
reduces heat losses and at the same time transmits most of the incoming 
radiation. The cover may consist, for example, of one or more layers of glass. 
The transmittance of glass depends on the type of glass and in particular on 
minority constituents such as Fe2O3. Figure 16.6 gives an example of the 
wavelength dependence of the transmittance, τλ, through ordinary window 
glass, defined as the fraction of incident light that is neither reflected nor 
absorbed, 
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 τλ  = 1 − ρλ − αλ.        (16.2) 
 

For a collector of the type considered, multiple reflections may take place 
between the absorber and the cover system as well as within the cover sys-
tem layers, if there are more than one. The reflections are mostly specular 
(angle of exit equal to angle of incidence) at glass surfaces, but mostly dif-
fuse (hemispherically isotropic) at the absorber surface. Thus, the amount of 
radiation absorbed by the absorber plate, in general, cannot be calculated 
from knowledge of the total incoming flux but must be calculated for each 
incident direction from which direct, scattered or reflected light is received, 
as well as for each wavelength. The total absorbed flux is then obtained by 
integration. 

 

 
 
 

 

Figure 16.6. Spectral 
transmittance, (1 − ρλ 
− αλ), of 2.8 × 10-3 m 
thick glass layer with 
a Fe2O3 content of 0.1 
(based on Dietz, 
1954). 

 
 

 In many cases a sufficiently good approximation can be obtained by con-
sidering only the two wavelength intervals, denoted “short” and “long” 
wavelengths above (the dividing wavelength being about 3 × 10-6 m), in 
view of the near-constancy of the absorptance and transmittance of the rele-
vant materials (cf. Figs. 16.5 and 16.6). The net short-wavelength energy gain 
by the collector may then be written 

 

 Ec
sw = A ∫ Ec+

sw(Ω) Pt.a.(Ω) dΩ,      (16.3) 
 

in terms of the incoming flux from a given direction Ω, Ec+
sw(Ω), and the 

“transmission−absorption product”, Pt.a.(Ω), describing the fraction of inci-
dent short-wavelength radiation from the direction Ω, which gets transmit-
ted through the cover system and gets absorbed by the absorber plate, the 
area of which is denoted A. It has been assumed that A serves as a simple 
proportionality constant, implying that incident radiation as well as trans-
mission−absorption properties are uniform over the entire collector area. For 
a cover system consisting of N layers, e.g. of glass, characterised by a refrac-
tion index relative to air, n (~1.5 for glass), and an extinction coefficient, x, 
such that the reduction in intensity of radiation from traversing a distance d 
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through the material is exp(−xd), the total thickness of each cover layer being 
L, then Pt.a.(Ω) may be approximately written (see e.g. Duffie and Beckman, 
1974) 
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where θ is the polar angle between the incident direction Ω and the normal 
to the collector surface, and ρ is the reflectance of one cover layer, given by 
the Fresnel formula in case of unpolarised light, 
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with the polar angle of refraction, θ’, given by 
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The factorisation of (16.4) into a factor describing the multiple reflection 
through the N-layer cover system in the absence of absorption, times a factor 
describing the attenuation of the intensity from passage through glass, and a 
final factor describing the absorption in the absorber plate, after multiple 
reflections back and forth between the plate and cover system, is a valid 
approximation for most practical applications, owing to the smallness of the 
extinction product xL. The final factor in (16.4) may be rewritten as 
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revealing that it is the sum of terms corresponding to i reflections back and 
forth between the plate and cover (considering only the lower cover sur-
face), and assuming the non-absorbed fraction, (1−αsw), from each impact on 
the absorber plate to be diffusely reflected from the cover inside surface 
with a reflectance ρd different from that of specular reflection, ρ. In order to 
make up for processes in which light reflected back from the absorber gets 
transmitted to and reflected from cover layers other than the lowest one, and 
then eventually reaches back to become absorbed by the absorber plate, 
effective values of ρd depending on N may be used, as indicated in (16.4). 
Duffie and Beckman (1974) suggest that the diffuse reflectance ρd may be 
approximated by the specular reflectance for an incident polar angle of 60°, 
using values of 0.16, 0.24, 0.29 and 0.32 for N = 1,2,3 and 4. 

For the direct (un-scattered) part of the incident radiation flux, only one 
direction Ω is permitted, and the integration in (16.3) should be left out. For 
specular reflection on to the collector, the same is true in simple cases (cf. 
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Seitel, 1975), but for complicated geometry of the specularly reflecting ob-
jects in the surroundings, more than one direction may have to be taken into 
account. In general cases of reflection on to the collector, as well as for scat-
tered radiation from the atmosphere, the integration in (16.3) would gener-
ally have to be kept, but approximations such as multiplying the total scat-
tered or reflected flux at the outside collector surface by the transmis-
sion−absorption product for an “average” angle of incidence, such as θ = 
60°, are sometimes used, permitting the total short-wavelength gain by the 
collector plate to be written 
 

 Ec
sw = A(Ds,γP

t.a.(θ) + (ds,γ+Rs,γ)<Pt.a.>),     (16.5) 
 

e.g. with <Pt.a.> = Pt.a.(θ = 60°). 
The net long-wavelength energy gain by the collector is the difference be-

tween the long-wavelength radiation received from the surroundings and 
the long-wavelength radiation emitted by the collector system. Considering 
the temperature Tc of the absorber plate as constant, the thermal radiation 
from the plate is proportional to Tc

4 (Sørensen, 2004), and the net gain of an 
absorber without cover would be 

 

 Ec
lw(N=0) = Aεlwσ (Te

4 − Tc
4),      (16.6) 

 

where the temperature Te of the atmospheric environment, in general, is 
lower than the ambient air temperature, Ta. 

Finally, sensible heat (that associated with a heat capacity) may be ex-
changed between the collector and its surroundings through conduction and 
convection processes. The back and edge heat transfers are usually ex-
pressed in the same way as heat losses from buildings, 

 

 Eback
sens =  − A Uback (Tc − Tb),      (16.7) 

 

where Uback is a constant depending on the insulating properties of the mate-
rials separating the back side of the absorber plate from the environment of 
temperature Tb, which may be equal to the ambient temperature, Ta, if the 
collector is mounted freely or equal to the indoor temperature, TL, if the 
collector forms an integral part of a building wall or roof. Uback may be as-
sumed to include the “edge” heat losses from the sides of the collector, 
mainly of conduction type. 

The net exchange of sensible energy at the front of the collector depends 
on the number of cover layers and on the wind speed, V, since the convec-
tion of heat is largely limited by the rate at which warm air at the top of the 
front cover is removed. In the absence of cover, the front (or top) exchange 
of heat may be written 

 

 Eback
sens(N=0) =  − A f1 (Tc − Ta),      (16.8) 
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where f1 is a polynomial in V with empirical coefficients, as suggested by 
Duffie and Beckman (1991), 
 

f1 = max (5.0;  3.95 V[m s-1] 0.6) [W K-1 m-2].    (16.9) 
 

With glass covers, the expressions (16.6) and (16.8) must be modified, for 
example, by explicitly considering the heat transfer equations connecting 
each layer and solving for steady-state solutions with constant (but differ-
ent) temperatures of each layer. Klein (1975) has parametrised these solu-
tions in an explicit form, given by 
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where εp
lw and εg

lw are the long-wavelength emittances of the absorber plate 
and of the cover glasses, c1 = 0.05 and 

 

f2 = (1 + 0.089 f1 − 0.1166 f1 εp
lw) (1+ 0.07866N),           (16.11) 

 

with f1 inserted from (16.7) the units indicated (Duffie and Beckman, 1991). 
The relation replacing (16.6) is 
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                    (16.12) 
Here c2 = 0.43(1-100/Tc) and 
 

 f3 = 520 [K] (1 − 0.000051s2),               (16.13) 
 

with s being the tilt angle of the collector or 70°, whichever is smaller. Fur-
ther, 

 

 f4 = (Tc − Ta)/(N + f2),                (16.14) 
 

unless this expression becomes smaller than 1, in which case f4 should rather 
be equal to 1. All temperatures in (16.10) and (16.12) should be inserted in K. 
The parametrisations are clearly phenomenological, and substantial changes 
between editions of the Duffie and Beckman book, notably affecting winter 
results, emphasise the ad hoc nature of the procedure. 

The total net energy gain of the absorber plate of the collector is the sum 
of the contributions specified above, 

 

 .sens
back

sens
top

lw
c

sw
c

gain
c EEEEE +++=                (16.15) 
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Stalled and operating collector 

If the mass flow Jm
c = dm/dt through the solar collector is zero, the entire 

energy gain (16.15) will be used to raise the temperature of the collector. 
This situation of a “stalled collector” is of considerable interest for determin-
ing the maximum temperature that the materials used in constructing the 
collector must be able to withstand, for example, in a situation of pump 
failure or complete loss of circulating fluid. Denoting the heat capacity of the 
“dry” collector C’, taken per unit area of collector, the equation determining 
the time development of the stalled-collector plate temperature becomes 

 

 AC’ dTc/dt = Ec
sens(Tc).               (16.16) 

 

Figure 16.7. Energy 
flux components for 
a stalled collector, as 
a function of plate 
temperature Tc for a 
selective and a non-
selective absorber 
surface (dashed and 
solid lines). There 
are two cover glasses 
of emittance εg

lw = 
0.88, there is no wind 
(the curves are sensi-
tive to wind speed 
changes), and all 
environmental tem-
peratures have been 
taken as 300 K. The 
plate absorptance is 
αsw = 0.94, and the 
collector is placed 
horizontally. The 
curve Ec

sens repre-
sents the sum of 
fluxes reaching the 
top and back side of 
the collector (both 
positive towards the 
collector). 

 

As Tc rises, the negative terms in (16.15) increase, and if the incident energy 
can be regarded as constant, an equilibrium situation will result in which 
the heat losses exactly balance the gains and the temperature thus remains 
constant, 

 

 Ec
gain(Tc,max) = 0.                 (16.17) 
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The determination of Tc,max and the magnitude of the individual terms in 
(16.15), as a function of Tc, are illustrated in Fig. 16.7 for a high incoming 
flux Ec

sw, environmental temperatures Te = Ta = TL = 300 K, and no wind, 
based on the explicit expressions (16.7)−(16.15). Two collectors are consid-
ered, one with selective surface (εp

lw = 0.11) and one with non-selective black 
surface (εp

lw = αsw = 0.94). Both have two layers of cover glass. The corre-
sponding equilibrium temperatures are approximately Tc,max = 550 K and 
Tc,max = 480 K. If wind were present, the convective heat loss (16.12) would be 
much higher and the maximum temperature correspondingly lower. 
 

Figure 16.8. Plate tempera-
ture for a stalled, dry 
collector as a function of 
time. The incident flux is 
constant Ec

sw = 1000 W 
m−2, and the heat capacity 
C' in (16.16) has been 
taken as 104 J m-2 K-1, 
corresponding to a fairly 
light-weight construction. 
Other parameters are as in 
Fig. 16.7. About 7 min are 
required to reach operat-
ing temperatures (some 50 
K above ambient). The 
time scale is proportional 
to C', so results for other 
values of C’ are easily 
inferred. 

 
The time required to reach a temperature Tc close to Tc,max can now be cal-

culated from (16.16) by integration, as illustrated in Fig. 16.8. While the 
maximum temperature is independent of the heat capacity of the collector, 
the time scales linearly with C'. The value C' = 104 J m-2 K-1 used in Fig. 16.8 
corresponds to a fairly light collector (e.g. absorber plate of extruded alu-
minium), in which case the asymptotic temperature region is reached after 
about 1 h of constant high incoming radiation. The shortness of this period 
makes the assumption of a constant Ec

sw acceptable. The amount of time 
needed to reach operating temperatures of about 50°C is roughly 7 min. It 
would double if the ambient temperature were at the freezing point of water 
and would further increase if the radiation were lower than the 1000 W m−2 
assumed in the example used in Figs. 16.7 and 16.8. A short response time of 
the collector is also of relevance in situations of variable radiation (e.g. 
caused by frequent cloud passage). 
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In case of an operating collector, Jm
c is no longer zero and a fluid carries 

energy away from the absorber (cf. Fig. 16.4). The temperature of the outgo-
ing fluid, Tc.out, will in this case be higher than that of the incoming fluid, Tc,in, 
and it is no longer consistent to assume that the plate temperature Tc is uni-
form over the plate. The change in plate temperature must be at least as 
large as the change in fluid temperature, between the points where the fluid 
is receiving its first and last heat transfer contribution from the absorber 
plate. Because of the non-linear relation between plate temperature and heat 
loss, it is not correct to evaluate the losses at the mean plate temperature, Tc. 
Still, this is often done in approximate calculations, choosing 

 

 ),½( ,, outcincc TTT +=                (16.18) 
 

and assuming further that the average fluid temperature is also the average 
plate temperature. Incomplete heat transfer between absorber plate and 
fluid channels, as well as the non-linearity of loss functions, may be simu-
lated by adding a constant term to (16.18), or by using a factor larger than ½. 
The transfer of heat to the fluid may be effectuated by passing the fluid 
along the absorber plate (used e.g. in most collectors with air as a working 
fluid) or by the fluid’s passage through pipes in highly heat-conducting 
contact with the absorber plate (most often used when the working fluid is 
water, oil, etc.). In the latter case, the non-uniform heat extraction constitutes 
a further cause of non-uniform plate temperature (the temperature gradients 
towards the pipe locations being, of course, the reason for obtaining a heat 
flow from any plate position to the relatively small area of contact with the 
fluid-carrying pipes). 

If the fluid of fixed inlet temperature Tc,in is allowed to pass only once 
through the collector (e.g. for hot water production), and if the simplifying 
assumptions mentioned above are made, then the equation replacing (16.16) 
for an operating collector will be 

            __                    __ 

 Ec
gain(Tc) = AC’ dTc/dt + Jm

c Cp
c (Tc,out — Tc,in),             (16.19) 

 

or in a steady-state situation just 
                __ 

 Ec
gain(Tc) = Jm

c Cp
c (Tc,out — Tc,in). 

 

Cp
c is the heat capacity of the fluid flowing through the collector. This 

equation determines Tc,out, but the left-hand side depends on Tc,out, through 
(16.18) or some generalisation of this relation between the flow inlet and 
outlet temperatures and the effective average plate temperature. Therefore, 
it is conveniently solved by iteration, 

 

 Tc,out
(i+1) = Tc,in + Ec

gain (½ (Tc,in + Tc,out
(i))) / (Jm

cCp
c).            (16.20) 
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A better approximation for the transfer of heat from the absorber plate to 
the fluid channels may be obtained along the lines described below for the 
general problem of heat exchange encountered in several places with appli-
cation of the solar collectors in heat supply systems, for example, involving 
a heat storage that is not part of the collector flow circuit. 

 
Flat-plate collector with heat storage 

The general layout of a flat-plate solar collector with heat storage is shown 
in Fig. 16.9. There are two heat exchangers on the collector side and two on 
the load side. If the actual number is less, for example, if the storage is in 
terms of a fluid that can be circulated directly through the collector, then the 
corresponding heat transfer coefficient [h in (6.3)] should be taken as infi-
nitely large. While the relationship between temperatures at every heat ex-
changer may be taken from (6.3), the net energy transfer to the storage is 
associated with a change in the storage temperature (the average value of 
which is sT ), which may be obtained from the equation accounting for the 
relevant energy fluxes, assuming the storage temperature to be uniform, 

                                                                                                                                                      __ 

SCs dTs/dt = Jm
cCp

c(Tc,out −Tc,in) — Jm
LCp

L(TL,in − TL,out) — hs(Ts − T0 ).          (16.21) 
 

Here S is the storage volume (or mass), Cs is the heat capacity on a vol-
ume (or mass) basis of the material used for storage (assuming for simplicity 
storage in the form of sensible heat), superscripts c and L distinguish the 
flows in the collector and the load circuits, and finally, T0 is the temperature 
of the surroundings of the storage volume (e.g. soil in the case of under-
ground storage), to which the storage is losing energy through its walls. 
(16.21) must be supplemented by (16.19) and a similar equation for the load 
area, e.g. of the form 

        __ 

LCL dTL/dt = Jm
LCp

L (TL,in — TL,out) — hL (TL — T0 ),             (16.22) 
 

assuming that the load area is a building of volume (or mass) L and average 
temperature⎯TL, which may lose energy to surroundings of ambient air 
temperature Ta. If the load is in the form of water heating, it may be de-
scribed by a term of the same form as the first one on the right-hand side of 
(16.22), but with TL,out being the water inlet temperature and TL,in being the 
water temperature of the water supplied by the system for usage. 

Together with the four heat exchanger equations (6.2) with hc, hcs, hsL and 
hL (see Fig. 16.9), (16.19), (16.21) and (16.22) constitute seven equations for 
determining the seven temperatures appearing in Fig. 16.9. If the load circuit 
is not activated, the four equations for Tc,in, Tc,out,⎯Ts and⎯Tc remain. Instead 
of the heat exchanger equation (6.2) for the collector, which for hc → ∞ gives 
Tc,out =⎯Tc owing to the assumption that the reservoir of temperature⎯Tc is 
large compared with the amounts of heat exchanged, relations such as 
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(16.18) may be used, or a more elaborate calculation taking into account the 
geometry of the collector and fluid pipes or channels may be performed. 

 

 
 

Figure 16.9. Solar heating system with storage. h denotes a heat exchanger, P denotes 
a circulation pump, and the T’s are temperatures. 

 
The efficiency of the collector itself may be defined as 

 

 ηc = Jm
cCp

c (Tc,out — Tc,in) / Es,γ
sw,               (16.23) 

 

where the numerator may be obtained from (16.19) and where the denomi-
nator is the total short-wavelength radiation flux on the collector surface 
characterised by its tilt and azimuth angles s and γ relative to a horizontal 
plane (i.e. direct and scattered/diffuse radiation, plus any radiation re-
flected from other surfaces onto the plane considered). Only in case the heat 
capacity of the collector is neglected, or if the collector is operating at a con-
stant temperature, can the collector heat output (to the fluid) be taken as the 
collector gain Ec

gain(Tc ) from (16.15) directly. 
If an energy store is used in connection with the collector, the relevant ef-

ficiency is that of delivering the heat to the storage, which is formally the 
same as (16.23). In practice, however, the introduction of an energy storage 
may completely alter the efficiency by changing Tc,in, which again causes a 
change in Tc,out. When the storage temperature,⎯Ts, is low, the average collec-
tor plate temperature⎯Tc will be fairly low and the loss terms correspond-
ingly small. Since Tc,in will always be higher than Ts (but not always higher 
than⎯Ts, since often the fluid circuit is made to leave the storage at a place of 
low temperature, if Ts is not uniform), the accumulation of stored energy 
and associated increases in Ts and Tc,in will cause the collector loss terms to 
increase, implying a diminishing efficiency. Examples of this behaviour are 
apparent from numerous simulations of complete solar heating systems (see 
e.g. Sørensen, 2004). 

Another important factor in determining the efficiency of energy collec-
tion is the rate of fluid circulation through the collector circuit, Jm

c. Figure 
16.10 gives an example of the performance of the same system with two 
different values of Jm

c. With the low fluid velocity, the exit temperature from 
the collector, Tc,out, is about 45°C above the inlet temperature, but the energy 
transferred to the storage is much less than in the case of a higher fluid ve-
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locity, causing a smaller difference between Tc,out and Tc,in, but larger net 
collector gain, owing to the smaller loss terms. The optimum fluid flow rate 
for a given heat exchange capability hcs (assuming the heat transfer at the 
collector to be nearly perfect) may be found by calculating the collection 
efficiency as a function of Jm

c or, as a more generally applicable criterion, by 
calculating the coverage of the actual energy demand that is sought covered 
by the solar heat system. If a given solar heat system is considered, the per-
centage of the total heat load over an extended period, such as a year, may 
be evaluated as function of Jm

c, as done in Fig. 16.11.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 16.10. Single-day per-
formance of a solar heating 
system, based on a simulation 
model using the Danish Refer-
ence Year (latitude 56°N). The 
day is 8 February, the collector 
area A = 40 m2, and the storage 
volume S = 25 m3 (water 
equivalent). The collector has 
one glass cover layer and a 
selective surface (εc

lw = 0.11), 
and the heat transfer coefficient 
hcs = 4000 W K-1. Two different 
flow rates are considered for 
the collector circuit, Jm

c Cp
c = 

1672 or 400 W K-1 correspond-
ing to 0.4 or 0.096 kg of water 
per second. 

 
 

If 100% coverage is aimed at, the parameter to be optimised may be taken 
as the minimum size (e.g. collector area A), which will allow the full load to 
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be covered at any time. The example shown in Fig. 16.11 relates to the heat-
ing and hot water requirements of a one-family dwelling at 56°N latitude. 
For each value of the heat exchange coefficient hcs between the collector cir-
cuit and the storage, the optimum flow rate is determined. With increasing 
hcs, the region of “acceptable” values of Jm

c becomes larger, the increased Jm
c 

indicated for large hcs does not significantly improve the performance of the 
system, and it will soon become uneconomical due to the energy spent in 
pumping the fluid through the circuit (the energy required for the pump is 
negligible for low fluid speeds, but the pipe resistance increases with the 
fluid speed, and the resistance through the heat exchanger increases when 
hcs does). The results of Fig. 16.11 may then be interpreted as suggesting a 
modest increase in fluid velocity, from about 0.1 to about 0.2 kg (or litre) s-1, 
when the heat exchange coefficient is increased from 400 to 4000 W K-1 (for 
the particular system considered). 

 
Figure 16.11. An-
nual average cov-
erage of heating 
and hot water load 
for a one-family 
dwelling (average 
load 1.91 kW) 
under conditions 
set by the Danish 
Reference Year 
(56°N) as a function 
of water flow in 
collector circuit and 
heat exchanger 
transfer coefficient. 
The collector is as 
described in the 
caption to Fig. 
16.10 and placed on 
a south-facing roof 
with tilt angle s = 
45°. 

 
 

 

     The optimisation problem outlined in this example is typical of the ap-
proach to the concept of an “efficiency” for the total solar heat system, in-
cluding storage and load sections. Because the time distribution of the load 
is, in general, barely correlated with that of the solar energy collection (in 
fact, it is more “anti-correlated” with it), an instantaneous efficiency defined 
as the ratio between the amount of energy delivered to the load area and the 
amount of incident solar energy is meaningless. A meaningful efficiency 
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may be defined as the corresponding ratio of average values, taken over a 
sufficient length of time to accommodate the gross periodicity of solar radia-
tion and of load, i.e. normally a year, 

  

 ⎯ηsystem = ⎯c /⎯Es,γ
sw,                (16.24) 

 

where c is the average load covered by the solar energy system and⎯Es,γ
sw is 

the average incident short-wavelength radiation on the surface of the collec-
tor (its cover if any). Conventionally, the long-wavelength or other heat 
contributions to the incident energy flux are not included in the efficiency 
calculations (16.24) or (16.23). 

 
Concentrating collectors and tracking systems 
Various advanced versions of the flat-plate collector are conceivable in order 
to increase the amount of absorbed energy and decrease the amount of heat 
lost. The incident average flux may be increased by replacing the fixed in-
stallation (of tilt and azimuth angles s and γ ) by a movable one, which can 
be made to track the direction towards the Sun. Fully tracking (i.e. in both 
height and azimuth angle) devices may be mounted in a manner similar to 
the one used for (star-)tracking astronomical instruments, and incompletely 
tracking systems (e.g. only following the azimuth angle of the Sun) might 
combine a simpler design with some improvement in energy gain. The gain 
made possible by tracking the Sun is not from scattered and (diffusely) re-
jected fluxes as they do not change much on average by going from a fixed 
to a tracking collector, but from the direct part, which becomes replaced by 
the normal incidence flux SN (i.e. losing a factor of cosθ, with θ being the 
angle between the direction to the Sun and the normal to the collector 
plane). For a flat-plate collector, the maximum average gain from using a 
fully tracking system (less than a factor 2) would rarely justify the extra cost 
of the tracking system, which, at least at present, exceeds the cost of dou-
bling the collector area. 

Other possible improvements of the flat-plate collector system include 
coating the cover layers to reduce reflection losses on the outside and in-
crease reflection (back on to the absorber) on the inside surfaces. The mainly 
convective heat loss Etop

sens may be reduced by installation of shields that 
diminish the wind velocity outside the top cover layer. The strong depend-
ence of convection losses on wind speed is clear from (16.12). The convective 
losses may be more radically diminished by evacuating the space between 
the absorber plate and the cover system. In vacuum, heat transport can take 
place only by radiation. The evacuation of the substantial space between 
absorber and cover typical of collector designs of the type shown in Fig. 16.4 
is not practical, and systems using evacuation-type insulation would be 
built in a different way, e.g. with units of evacuated cylinders or spheres 
containing the absorbers and possibly concentrating equipment. 
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Focusing, or more generally concentrating, devices constitute a separate 
class of solar collectors. They are necessary if very high temperatures are 
required, but may, in principle, also be considered for heating purposes 
involving modest temperature rises over the ambient. For a flat-plate collec-
tor without any of the special loss-reducing features mentioned above, the 
net gain is a rapidly decreasing function of the plate temperature, as seen in 
Fig. 16.7. Since the losses are proportional to the absorber area, there is a 
special interest in reducing this area relative to the collector area A deter-
mining the incident radiation energy. 

One extreme is a point-focusing device, such as the parabolic reflectors in 
Fig. 16.12 or the lenses in Fig. 16.14. If the absorber is placed in the focus on 
the symmetry axis and its dimension corresponds to that of the image of the 
Sun when the Sun is in the direction of the symmetry axis (“optical axis”), 
then direct radiation will be accepted, but only as long as the optical axis is 
made to track the Sun. Imperfections and, in the case of lenses, the wave-
length dependence of the refraction index may further enlarge the image 
dimensions. The absorber dimension would have to be chosen so that it 
covered the bulk of the image under most conditions. 

 
 

 

Figure 16.12. Para-
bolic- and Fresnel-
type reflectors, e.g. 
for use in heliostats 
and tower absorbers, 
respectively. 

 
The total short-wavelength radiation received by the absorber, Ec

sw, may 
be written in the same form as for the flat-plate collector, (16.3) or (16.5), but 
with a transmission—absorption product, Pt.a.(Ω), suitable for the focusing 
geometry rather than (16.4). If reflections and re-absorptions at the absorber 
surface are neglected, the transmission—absorption product for a focusing 
device may be written as the product of the absorptance αsw of the absorber 
surface and a transmission function tsw(Ω), which expresses the fraction of 
the incident short-wavelength radiation from the direction Ω that reaches 
the absorber surface (directly or after one or more reflections or refractions 
within the device), 

 

 Pt.a.(Ω) = αsw tsw(Ω).                (16.25) 
 

    For the parabolic reflector (Fig. 16.12) and the lens (Fig. 16.14), the ideal-
ised transmission function is zero, unless the absorber is placed exactly in 
the focal point corresponding to incoming radiation from the direction Ω. 
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Thus, either the collector has to fully track the Sun or the absorber has to be 
moved to the focal point corresponding to a given direction to the Sun. For 
scattered radiation, which by definition does not come from the direction of 
the Sun (the same being normally the case for reflected radiation), tsw(Ω) is 
zero, and such radiation will not be available for these devices. As a com-
promise, the acceptance angle may be increased at the expense of a high 
concentration ratio. Some scattered and reflected radiation will be accepted, 
and complete tracking may not be necessary. 

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 16.13. Examples of concentrating 
collectors. 

 
  

 
Figure 16.13 gives a number of examples of such devices. The inclined 

“booster” mirrors along the rim of a flat-plate collector (Fig. 16.13a) result in 
a modest increase in concentration for incident angles not too far from the 
normal to the absorber plate, but a decrease (due to shadows) for larger 
incident angles. The V- or cone-shaped collector with the absorber in the 
shape of a wall or an upright line (cylinder) in the middle (Fig. 16.13b) has 
an acceptance angle depending on the distance from the convergence point 
of the cone. At this point, the acceptance angle equals the opening angle, but 
at points further out along the cone sides the acceptance angle is smaller 
(depending on the length of the absorber line, or wall height) relative to that 
of the cone. A fairly high concentration can be achieved with a cusp con-
struction (Fig. 16.13c), comprising two parabolic sections, each of which has 
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its focus at the point of intersection between the opposite parabolic section 
and the absorber. Figure 16.13d shows a “trapping” device consisting of a 
cylinder (or sphere) with a window, and an absorber displaced from the 
centre. The dimensions of the absorber are such that a large fraction of the 
radiation passing through the window will be absorbed after (multiple) 
reflections on the reflecting inside walls of the cylinder. Also, for the long-
wavelength radiation emitted by the absorber, the reflecting walls will lead 
a substantial fraction back to the absorber, so that the loss-to-gain ratio is 
improved, even though there is no actual concentration (if the dimension of 
the absorber is as large as that of the window). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 16.14. Simple 
Fresnel-type lenses. 
 
 

 
Energy collection from focusing systems 
A survey of a number of optically focusing systems for solar energy collec-
tion may be found in Meinel and Meinel (1976). 

In the absence of cover systems, the long-wavelength emission from a fo-
cusing system may be written in the form (16.6), 

 

 − Ec
lw = Aaεlwσ (Tc

4 — Te
4),                (16.26) 

 

 where Aa is the absorber area. 
Similarly, the sensible heat exchange with the surroundings of ambient 

temperature Ta may be given in analogy to (16.7) and (16.8), 
 

 Ec
sens = − AaU (Tc — Ta),                (16.27) 

 

where U may depend on wind speed in analogy to (16.9). The collector gain 
is now given by Ec

gain = Ec
sw + Ec

lw + Ec
sens, where the first term is proportional 

to A, while the two last terms are proportional to Aa. Assuming now a fluid 
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flow Jm
c through the absorber, the expression for determination of the 

amount of energy extracted becomes [cf. (16.19)] 
                  __             __ 

 Jm
cCp

c(Tc,out − Tc,in) = Ec
gain(Tc ) — AaC’ dTc /dt  

                __        __     __ 

            = Ec
sw + Ec

lw(Tc ) + Ec
sens(Tc ) — AaC’ dTc /dt),        (16.28) 

  

where AaC’ is the heat capacity of the absorber and the relation between⎯Tc 
and Tc,out may be of the form (16.20) or (16.22). Inserting (16.5) with use of 
(16.25) to (16.27) into (16.28), it is apparent that the main additional parame-
ters specifying the focusing system are the area concentration ratio, 

 

 X = A/Aa,                  (16.29) 
 

and the energy flux concentration ratio, 
 

 Cflux = AtSW(Ω) / Ai,                 (16.30) 
 

where tSW is the transmission function appearing in (16.25) and Ai is the area 
of the actual image (which may be different from Aa). Knowledge of Ai is 
important for determining the proper size of the absorber, but it does not 
appear in the temperature equation (16.28), except indirectly through calcu-
lation of the transmission function tSW. 

For a stalled collector, Jm
c = 0 and d⎯Tc /dt = 0 give the maximum absorber 

temperature Tc,max. If this temperature is high, and the wind speed is low, the 
convective heat loss (16.29) is negligible in comparison with (16.26), yielding 

 

σ (Tc,max
4  — Tc

4) = X D αsw εlw, 
 

where D is the incident short-wavelength flux in the direction of the Sun [cf. 
(16.5)], assuming the device accepts only the flux from this direction and 
assuming perfect transmission to the absorber (tSW = 1). With the same con-
ditions, the best performance of an operating collector is obtained from 
(16.30), assuming a steady-state situation. The left-hand side of (16.30) is the 
amount of energy extracted from the collector per unit of time, Eextr: 

                 __ 

 Eextr = AαSW D − Aaεlw σ (Tc
4 — Tc

4 ),              (16.31) 
 

and the efficiency corresponding to the idealised assumptions 
  

 .)(1 44

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−−== ecSW

lw
SW

extr
ideal
c TT

DXAD
E

α
σεαη              (16.32) 

 

This relation is illustrated in Fig. 16.15, assuming D = 800 W m−2, Tc = 300 K 
and αSW = 0.9 independent of absorber temperature. It is clear that the use of 
a selective absorber surface (large ratio αSW/εlw) allows a higher efficiency to 
be obtained at the same temperature and that the efficiency drops rapidly 
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with decreasing light intensity D. In case the total short-wavelength flux on 
the collector is substantially different from the direct component, the actual 
efficiency relative to the incident flux Es,γ

SW, 
 

 ηc = Eextr / Es,γ
SW, 

 

may become far less than the “ideal” efficiency (16.32). 
 

 
 
 
 
 
 
 
 
 
 
 
Figure 16.15. Ideal collector effi-
ciency for concentrating collec-
tors, evaluated for a direct radia-
tion incident flux of D = 800 W 
m−2, an environmental tempera-
ture Te = 300 K and αSW = 0.9. 
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Conversion of solar radiation into electric energy may be achieved either in 
two steps by, for example, first converting radiation to heat, and then heat 
into electricity, using one of the methods described in Chapters 2 to 6, or 
alternatively by direct conversion of radiation into electricity, using the 
photovoltaic conversion scheme discussed in Chapter 14. Two-step conver-
sion using chemical energy rather than heat as the intermediate energy form 
is also possible, for instance, by means of the photogalvanic conversion 
scheme (Sørensen, 2005). The present chapter gives examples of the layout 
of solar radiation-to-heat-to-electricity systems and discusses their perform-
ance. 

 
Photo-thermoelectric converters 

A two-step conversion device may be of the general form shown in Fig. 17.1. 
The solar collector may be of the flat-plate type or may perform a certain 
measure of concentration, requiring partial or full tracking of the Sun. The 
second step is performed by a thermodynamic engine cycle, for example, a 
Rankine cycle with expansion through a turbine as indicated in the figure. 
Owing to the vaporisation of the engine-cycle working fluid in the heat 
exchanger linking the two conversion steps, the heat exchange performance 
does not follow the simple description leading to (6.2). The temperature 
behaviour in the heat exchanger is more like the type shown in Fig. 17.2. The 
fluid in the collector circuit experiences a uniform temperature decrease as a 
function of the distance travelled through the heat exchanger, from x1 to x2. 
The working fluid entering the heat exchanger at x2 is heated to boiling 
point, after which further heat exchange is used to evaporate the working 
fluid (and perhaps superheat the gas), so that the temperature curve be-
comes nearly flat after a certain point. 

The thermodynamic engine cycle (the right-hand side of Fig. 17.1) can be 
described by the method outlined in Chapter 2, with the efficiency of heat to 
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electricity conversion given by (2.19) [limited by the ideal Carnot process 
efficiency (2.4)], 

 

 ηw = Eelectric / JQ,in
w  ≤ (Tw,in — Tw,out) / Tw,in, 

 

 where Eelectric = — JqFq is the electric power output [cf. (2.14)] and 
 

JQ,in
w = Jm

c Cp
c (Tc,out — Tc,in) 

 

is the rate of heat transfer from the collector circuit to working fluid circuit 
in the heat exchanger. The right-hand side is given by (16.28) for a 
concentrating solar collector and by (16.19) and (16.15) for a flat-plate 
collector. The overall conversion efficiency is the product of the efficiency ηc 
of the collector system and ηw, 

 

 η = ηcηw. 
 

Figure 17.1. Photo-thermoelectric generator shown as based on concentrating solar 
collectors. 

 

The determination of the four temperatures Tc,in, Tc,out, Tw,in and Tw,out (cf. 
Fig. 17.1) requires an equation for the collector performance, for the heat 
transfer to the collector fluid, for the heat transfer in the heat exchanger and 
for the processes involving the working fluid of the thermodynamic cycle. If 
the collector performance is assumed to depend only on an average collector 
temperature,⎯Tc [e.g. given by (16.18)], and if Tw,in is considered to be 
roughly equal to⎯Tc (Fig. 17.2 indicates that this may be a fair first-order 
approximation), then the upper limit for ηw is approximately 

  __                             __ 

 ηw  . (Tc  — Tw,out) /Tc . 
 

 Taking Tw,out as 300 K (determined by the coolant flow through the con-
denser in Fig. 17.1), and replacing ηc by the idealised value (16.32), the over-
all efficiency may be estimated as shown in Fig. 17.3, as a function of⎯Tc. The 
assumptions for ηc

ideal are as in Fig. 16.15: no convective losses (this may be 
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important for flat-plate collectors or collectors with a modest concentration 
factor) and an incident radiation flux of 800 W m−2 reaching the absorber (for 
strongly focusing collectors, this also has to be direct radiation). This is mul-
tiplied by ηw

ideal (the Carnot limit) to yield ηtotal
ideal depicted in Fig. 17.3, with 

the further assumptions regarding the temperature averaging and tempera-
ture drops in the heat exchanger that allowed the introduction of⎯Tc as the 
principal variable both in ηw

ideal and in ηc
ideal. 

 
 
 
 
 
 
 
 
 
Figure 17.2. Temperature behaviour 
in heat exchanger for two-phase 
working fluid of temperature Tw 
and the fluid in the collector circuit 
of temperature Tc (based on Athey, 
1976). 
 
 

 

In realistic cases, the radiation reaching the absorber of a focusing collec-
tor is perhaps half of the total incident flux Es,γ

SW and ηw is maybe 60% of the 
Carnot value, i.e. 

 

 ηtotal ≈ 0.3 ηtotal
ideal. 

 

This estimate may also be valid for small concentration values (or rather 
small values of the parameter Xαsw/εlw characterising the curves in Figs. 17.3 
and 16.15), since the increased fraction of Es,γ

sw being absorbed is compen-
sated for by high convective heat losses. Thus, the values of ηtotal

ideal between 
6 and 48%, obtained in Fig. 17.3 for suitable choices of⎯Tc (this can be ad-
justed by altering the fluid flow rate Jm

c ), may correspond to realistic effi-
ciencies of 2−15%, for values of Xαsw/εlw increasing from 1 to 200. 

The shape of the curves in Fig. 17.3 is brought about by the increase in 
ηw

ideal as a function of⎯Tc, counteracted by the accelerated decrease in ηc
ideal as 

a function of⎯Tc, which is seen in Fig. 16.15. 
Photo-thermoelectric conversion systems based on flat-plate collectors 

have been discussed, for example, by Athey (1976); systems based on solar 
collectors of the type shown in Fig. 16.13d have been considered by Meinel 
and Meinel (1972). They estimate that a high temperature on the absorber 
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can be obtained by use of selective surfaces, evacuated tubes (e.g. made of 
glass with a reflecting inner surface except for the window shown in Fig. 
16.13d), and a crude Fresnel lens (see Fig. 16.14) concentrating the incoming 
radiation on the tube window. Molten sodium is suggested as the collector 
fluid. Finally, fully tracking systems based on the concept shown on the 
right-hand side of Fig. 16.12 (“power towers”) have been suggested, e.g. by 
Teplyakov and Aparisi (1976) and by Hildebrandt and Vant-Hull (1977). 
 

 
 
 
 
 
Figure 17.3. Ideal overall efficiency 
of photo-thermoelectric converter, 
based on the assumptions underly-
ing Figs. 16.15 and 17.2 and with 
the Rankine cycle efficiency re-
placed by an ideal Carnot cycle 
efficiency. 
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A variety of applications of solar energy thermal conversion have been con-
sidered, in addition to heat use. Living comfort and food preservation re-
quire cooling in many places. As in the case of heating, the desired tempera-
ture difference from the ambient is usually only about 10−30°C. Passive 
systems such as those depicted in Figs. 16.1 and 16.2 may supply adequate 
cooling in the climatic regions for which they were designed. Radiative cool-
ing is very dependent on the clearness of the night sky (Sørensen, 2004). In 
desert regions with a clear night sky, the difference between the winter am-
bient temperature and the effective temperature of the night sky has been 
used to freeze water. In Iran, the ambient winter temperature is typically a 
few degrees Celsius above the freezing point of water, but the temperature 
Te of the night sky is below 0°C. In previous centuries, ice (for use in the 
palaces of the rich) was produced from shallow ponds surrounded by walls 
to screen out the daytime winter Sun, and the ice produced during the night 
in such natural icemakers (“yakhchal”; see Bahadori, 1977) could be stored 
for months in deep (say, 15 m) underground containers. 

Many places characterised by hot days and cool nights have taken advan-
tage of the heat capacity of thick walls or other structures to smooth out the 
diurnal temperature variations. If additional cooling is required, active solar 
cooling systems may be employed, and a “cold storage” may be introduced 
in order to cover the cooling need independent of the variations in solar 
radiation, in analogy to the “hot storage” of solar heating systems. 

The solar cooling system may consist of flat-plate collectors delivering the 
absorbed energy to a “hot storage”, which is then used to drive an absorp-
tion cooling cycle (Fig. 18.1), drawing heat from the “cool storage”, to which 
the load areas are connected (see e.g. Wilbur and Mancini, 1976). In princi-
ple, only one kind of storage is necessary, but with both hot and cold storage 
the system can simultaneously cover both heating needs (e.g. hot water) and 
cooling needs (e.g. air conditioning). 
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The absorption cooling cycle (Fig. 18.1) is achieved by means of an absor-
bent−refrigerant mix, such as LiBr−H2O or H2O−NH3. The lithium−bro-
mide−water mix is more suitable for flat-plate solar collector systems, giving 
higher efficiency than the water−ammonia mix for the temperatures charac-
teristic of flat-plate collectors. LiBr is hygroscopic, i.e. it can mix with water 
in any ratio. The solar heat is used in a “generator” to vaporise some water 
from the mix. This vapour is led to a condenser unit, using a coolant flow, 
and is then expanded to regain a gaseous phase, whereby it draws heat from 
the area to be cooled, and is returned to an “absorber” unit. Here it becomes 
absorbed in the LiBr−H2O mix with the help of a coolant flow. The coolant 
inlet temperature would usually be the ambient one, and the same coolant 
passes through the absorber and the condenser. The coolant exit tempera-
ture would then be above ambient, and the coolant cycle could be made 
closed by exchanging the excess heat with the surroundings (e.g. in a “cool-
ing tower”). The refrigerant-rich mix in the absorber is pumped back to the 
generator and is made up for by recycling refrigerant-poor mix from the 
generator to the absorber (e.g. entering through a spray system). In order 
not to waste solar heat or coolant flow, these two streams of absor-
bent−refrigerant mix are made to exchange heat in a heat exchanger. The 
usefulness of a given absorbent−refrigerant pair is determined by the tem-
perature dependence of vaporisation and absorption processes. 

 

 
 

Figure 18.1. Solar absorption cooling system using a mix of absorbent (e.g. LiBr) and 
refrigerant (e.g. H2O). P denotes pump. The coolant may be recycled after having 
rejected heat to the environment in a cooling tower. 

 

In dry climates a very simple method of cooling is to spray water into an 
air-stream (evaporative cooling). If the humidity of the air should remain 
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unchanged, the air has first to be dried (spending energy) and then cooled 
by evaporating water into it, until the original humidity is again reached. 

In principle, cooling by means of solar energy may also be achieved by 
first converting the solar radiation to electricity by one of the methods de-
scribed in Chapters 14, 15 or 17 and then using the electricity to drive a 
thermo-dynamic cooling cycle, such as the Rankine cycle in Fig. 3.1. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 18.2. Solar water 
pumps based on Stirling 
cycles. In (a), air and water 
should not mix. The ball 
valves produce cyclic 
operation. In (b), the light 
and heavy pistons should 
be out of phase by a half 
cycle (based on West, 1974; 
Beale 1976). 
 
 
 

The same applies if the desired energy form is work, as in the case of 
pumping water from a lower to a higher reservoir (e.g. for irrigation of agri-
cultural land). In practice, however, the thermodynamic cycles discussed in 
Chapter 3 are used directly to make a pump produce mechanical work on 
the basis of the heat obtained from a solar collector. Figure 18.2 shows two 
types of devices based on the Stirling cycle, using air or another gas as a 
working fluid (cf. Fig. 3.1). In the upper part of the figure, two ball valves 
ensure an oscillatory, pumping water motion, maintained by the tendency 
of the temperature gradient in the working fluid (air) to move air from the 
cold to the hot region. The lower part of the figure shows a “free piston 
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Stirling engine” in which the oscillatory behaviour is brought about by the 
presence of two pistons of different mass, the heavy one being delayed by 
half an oscillatory period with respect to the lighter one. The actual water 
pumping is made by the “membrane-movements” of a diaphragm, but if the 
power level is sufficient the diaphragm may be replaced by a piston-type 
pump. For Stirling cycle operation (cf. Chapter 5), the working fluid is taken 
as a gas. This is an efficient cycle at higher temperatures (e.g. with use of a 
focusing solar collector), but if the heat provided by the (flat-plate) solar 
collector is less than about 100°C, a larger efficiency may be obtained by 
using a two-phase working fluid (corresponding to one of the Rankine cy-
cles shown in Fig. 3.1). 

If focusing solar collectors are used, the diaphragm may be replaced by a 
more efficient piston pump. 

  
 
 
 
 
 
 
 
 
 
 
 

Figure 18.3. Solar water 
pumps based on Rankine 
cycles. In (a), the forma-
tion of vapour, its transfer 
through the U-tube and 
condensation produces a 
cyclic pressure−suction 
variation, which draws 
water from the lower 
reservoir and delivers 
water to the high reservoir 
(based on Boldt, 1978). In 
(b), a turbine-type pump 
is shown, the working 
fluid of which may be an 
organic compound (cf. 
Meinel and Meinel, 1976). 
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Two Rankine-type solar pumps, based on a fluid-to-gas and gas-to-fluid 
cycle, are outlined in Fig. 18.3. The one shown in the upper part of the figure 
is based on a cyclic process. The addition of heat evaporates water in the 
container on the left, causing water to be pumped through the upper one-
way valve. When the vapour reaches the bottom of the U-tube, all of it 
moves to the container on the right and condenses. New water is drawn 
from the bottom reservoir, and the pumping cycle starts all over again. This 
pump is intended for wells of shallow depth, below 10 m (Boldt, 1978). 
    The lower part of Fig. 18.3 shows a pump operated by a conventional 
Rankine engine, expanding the working fluid to gas phase passing through 
a turbine, and then condensing the gas using the pumped water as coolant, 
before returning the working fluid to the heat exchanger receiving solar 
absorbed heat.  For all the pumps based on a single thermodynamic cycle,  
the maximum efficiency (which cannot be reached in a finite time) is given 
by (2.4) and the actual efficiency is given by an expression of the form (2.19). 

 
 
 
 
 
 
 
 
 
 

 

Figure 18.4. Solar still. 
 

Distillation of saline water (e.g. sea water) or impure well water may be 
obtained by a solar still, a simple example of which is shown in Fig. 18.4. 
The side of the cover system facing the Sun is transparent, whereas the part 
sloping in the opposite direction is highly reflective and thus remains at 
ambient temperature. It therefore provides a cold surface for condensation 
of water evaporated from the saline water surface (kept at elevated tempera-
ture due to the solar collector part of the system). In more advanced sys-
tems, some of the heat released by condensation (about 2.3 × 106 J kg-1, which 
is also the energy required for the vaporisation) is recovered and used to 
heat more saline water (Talbert et al., 1970). 
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19.1 Electrochemical conversion 

Electrochemical energy conversion is the direct conversion of chemical en-
ergy, i.e. free energy of the form (2.8) into electrical power or vice versa. A 
device that converts chemical energy into electric energy is called a fuel cell 
(if the free energy-containing substance is stored within the device rather 
than flowing into the device, the name “primary battery” is sometimes 
used). A device that accomplishes the inverse conversion (e.g. electrolysis of 
water into hydrogen and oxygen) may be called a driven cell. The energy 
input for a driven cell need not be electricity, but could be solar radiation, 
for example, in which case the process would be photochemical rather than 
electrochemical. If the same device is used for conversion in both directions, 
or if the free energy-containing substance is regenerated outside the cell 
(energy addition required) and recycled through the cell, it may be called a 
regenerative or reversible fuel cell and, if the free energy-containing substance 
is stored inside the device, a regenerative or secondary battery. All fuel cell 
types are in principle capable of operation in both directions, although a 
particular cell may have been optimised for a particular process. 

The basic ingredients of an electrochemical device are two electrodes 
(sometimes called anode and cathode) and an intermediate electrolyte layer 
capable of transferring positive ions from the negative to the positive elec-
trode (or negative ions in the opposite direction), while a corresponding 
flow of electrons in an external circuit from the negative to the positive elec-
trode provides the desired power. Use has been made of solid electrodes 
and fluid electrolytes (solutions), as well as fluid electrodes (e.g. in high-
temperature batteries) and solid electrolytes (such as ion-conducting semi-
conductors). A more detailed treatise of fuel cells may be found in Sørensen 
(2005). 
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19.2  Fuel cells 

The difference in electric potential, ∆φext, between the electrodes (cf. the 
schematic illustration in Fig. 19.1) corresponds to an energy difference e∆φext 
for each electron. The total number of electrons that could traverse the ex-
ternal circuit may be expressed as the product of the number of moles of 
electrons, ne, and Avogadro’s constant NA, so the maximum amount of en-
ergy emerging as electrical work is 

 

 ∆W(elec) = ne NA e ∆φext,       (19.1) 
 

where F = NAe = 96 400 C mol-1 (Faraday’s constant) is sometimes intro-
duced. This energy must correspond to a loss (conversion) of free energy, 

 

 − ∆G = ∆W(elec) = ne F ∆φext,        (19.2) 
 

which constitutes the total loss of free energy from the “fuel” for an ideal 
fuel cell. This expression may also be derived from (2.8), using (2.2) and ∆Q 
= T ∆S, because the ideal process is reversible, and ∆W = −P ∆V + ∆W(elec). 

 
 
 
 
 
 
 
 
 
 
 
 

  

Figure 19.1. Schematic picture of a hydro-
gen−oxygen fuel cell. The electrodes are in 
this case porous, so that the fuel gases 
may diffuse through them. 
 
 
 

 Figure 19.1 shows an example of a fuel cell, based on the free energy 
change ∆G = — 7.9 × 10-19 J for the reaction 

 

2H2 + O2 →  2H2O. 
 

Hydrogen gas is led to the negative electrode, which may consist of a porous 
material, allowing H+ ions to diffuse into the electrolyte, while the electrons 
enter the electrode material and may flow through the external circuit. If a 
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catalyst (e.g. a platinum film on the electrode surface) is present, the reaction 
at the negative electrode 

 

 2H2 →  4H+ + 4e-        (19.3) 
 

may proceed at a much enhanced rate (see e.g. Bockris and Shrinivasan, 
1969). Gaseous oxygen (or oxygen-containing air) is similarly led to the 
positive electrode, where a more complex reaction takes place, the net result 
of which is 

 

O2 + 4H+ + 4e- →  2H2O.       (19.4) 
 

This reaction may be built up by simpler reactions with only two compo-
nents, such as oxygen first picking up electrons or first associating with a 
hydrogen ion. Also at the positive electrode, the reaction rate can be stimu-
lated by a catalyst. Instead of the porous material electrodes, which allow 
direct contact between the input gases and the electrolyte, membranes can 
be used (cf. also Bockris and Shrinivasan, 1969) like those found in biological 
material, i.e. membranes that allow H+ to diffuse through but not H2, etc. 

The drop in free energy (19.2) is usually considered to be mainly associ-
ated with the reaction (19.4), expressing G in terms of a chemical potential, 
e.g. of the H+ ions dissolved in the electrolyte. Writing the chemical potential 
µ as Faraday’s constant times a potential φ, the free energy for n moles of 
hydrogen ions is 

 

 G = nµ = n F φ = nNA eφ.       (19.5) 
 

When the hydrogen ions “disappear” at the positive electrode according 
to the reaction (19.4), this chemical free energy is converted into the electri-
cal energy (19.1) or (19.2), and since the numbers of electrons and hydrogen 
ions in (4.73) are equal, n = ne, the chemical potential µ is given by 

 

 µ = F φ = F ∆φext.        (19.6) 
 

Here φ is the quantity usually referred to as the electromotive force (e.m.f.) 
of the cell, or “standard reversible potential” of the cell, if taken at standard 
atmospheric pressure and temperature. From the value of ∆G quoted above, 
corresponding to −2.37 × 105 J per mole of H2O formed, the cell electromo-
toric force (e.m.f.) becomes 

 

 φ = − ∆G / nF = 1.23 V,       (19.7) 
 

with n = 2 since there are two H+ ions for each molecule of H2O formed. In 
the case of multiple constituents (e.g. in a solution), the chemical potential 
(19.6) may be parametrised in the form (Maron and Prutton, 1959) 

  

µi = µi
0 +  R T log (fixi),       (19.8) 
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where i labels the constituents of mole fraction xi and fi are empirical pa-
rameters. The cell e.m.f. may thus be expressed in terms of the properties of 
the reactants and the electrolyte, including the empirical activity coefficients 
fi appearing in (19.8), as a result of generalising the expression obtained 
from the definition of the free energy, (2.6), and assuming P, V and T to be 
related by the ideal gas law, PV = RT, valid for one mole of an ideal gas (cf. 
e.g. Angrist, 1976). 

The efficiency of a fuel cell is the ratio between the electrical power out-
put (19.1) and the total energy drawn from the fuel. However, it is possible 
to exchange heat with the surroundings, and the energy lost from the fuel 
may thus be different from ∆G. For an ideal (reversible) process, the heat 
added to the system is 

 

∆Q = T ∆S = ∆H — ∆G, 
 

and the efficiency of the ideal process thus becomes  
 

ηideal =  − ∆G / (− ∆G − ∆Q) = ∆G / ∆H.      (19.9) 
 

For the hydrogen−oxygen fuel cell considered above, the enthalpy change 
during the two processes (19.3) and (194) is ∆H = −9.5 × 10-19 J or —2.86 × 105 J 
per mole of H2O formed, and the ideal efficiency is 

 

ηideal = 0.83. 
 

There are reactions with positive entropy change, such as 2C+O2 → 2CO, 
which may be used to cool the surroundings and at the same time create 
electric power with an ideal efficiency above one (1.24 for CO formation). 

In actual fuel cells, a number of factors tend to diminish the power out-
put. They may be expressed in terms of “expenditure” of cell potential frac-
tions on processes not contributing to the external potential, 

 

 ∆φext = φ  − φ1 − φ2 − φ3 − …, 
  

where each of the terms −φi corresponds to a specific loss mechanism. Ex-
amples of loss mechanisms are blocking of pores in the porous electrodes, 
e.g. by piling up of the water formed at the positive electrode in the process 
(19.4), internal resistance of the cell (heat loss) and the building up of poten-
tial barriers at or near the electrolyte−electrode interfaces. Most of these 
mechanisms limit the reaction rates and thus tend to place a limit on the 
current of ions that may flow through the cell. There will be a limiting cur-
rent, IL, beyond which it will not be possible to draw any more ions through 
the electrolyte, because of either the finite diffusion constant in the electro-
lyte, if the ion transport is dominated by diffusion, or the finite effective 
surface of the electrodes at which the ions are formed. Figure 19.2 illustrates 
the change in ∆φext as a function of current, 

 



19. FUEL CELLS 

 V. ELECTROCHEMICAL ENERGY CONVERSION 173

 I = ∆φext Rext, 
 

expressed as the difference between potential functions at each of the elec-
trodes, ∆φext = φc − φa. This representation gives some indication of whether 
the loss mechanisms are connected with the positive or negative electrode 
processes, and it is seen that the largest fraction of the losses is connected 
with the more complex positive electrode reactions in this example. For 
other types of fuel cells it may be negative ions that travel through the elec-
trolyte, with corresponding changes in characteristics. 

It follows from diagrams of the type shown in Fig. 19.2 that there will be 
an optimum current, usually lower than IL, for which the power output will 
be maximum, 

 

 max(E) = Iopt ∆φext
opt. 

 

Dividing by the rate at which fuel energy ∆H is added to the system in a 
steady-state situation maintaining the current Iopt, one obtains the actual 
efficiency of conversion maximum, 

 

max(η) = Iopt ∆φext
opt / (dH/dt).              (19.10) 

 
 

 
 
 
 

 

Figure 19.2. Fuel cell negative electrode 
potential φa and positive electrode potential 
φc as a function of current. The main cause of 
the diminishing potential difference ∆φext for 
increasing current is at first incomplete 
electrocatalysis at the electrodes, for larger 
currents also ohmic losses in the electrolyte 
solution, and finally a lack of ion transport 
(based on Bockris and Shrinivasan, 1969). 

 
 

The potential losses within the cell may be described in terms of an inter-
nal resistance, the existence of which implies a non-zero energy dissipation, 
if energy is to be extracted in a finite time. This is the same fundamental 
type of loss as that encountered in the case of solar cells (14.16) and in the 
general thermodynamic theory described in Chapter 2. 
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19.3   Fuel cell technology 

The idea of converting fuel into electricity by an electrode−electrolyte sys-
tem originated in the 19th century (Grove, 1839). The basic principle behind 
a hydrogen−oxygen fuel cell was described in Section 19.2. The first practical 
applications were in powering space vehicles, starting during the 1970s.  A 
range of different fuel cell types has been developed, with applications at 
different temperature in stationary or mobile environments as the main 
technology determinant. A more complete description of the possibilities 
may be found in Sørensen (2005). 

An early development for stationary power applications is the phosphoric 
acid cells, which use porous carbon electrodes with a platinum catalyst and 
phosphoric acid as electrolyte and feed hydrogen to the negative electrode, 
with electrode reactions given by (19.3) and (19.4). The operating tempera-
ture is in the range 175−200°C, and water has to be continuously removed. 

Another early fuel cell development, the alkaline cells, uses KOH as elec-
trolyte and have electrode reactions of the form 

  

 H2 + 2OH- → 2H2O + 2e-, 
 ½ O2 + H2O + 2e- → 2OH-. 
 

These cells operate in the temperature range 70−100°C, but specific cata-
lysts require maintenance of fairly narrow temperature regimes. Also, the 
hydrogen fuel must have a high purity and notably not contain any CO2. 
Alkaline fuel cells have been used extensively on spacecraft and have re-
cently been proposed for road vehicles (Hoffmann, 1998a). Their relative 
complexity and use of corrosive compounds requiring special care in han-
dling would seem to constitute a barrier for them to become acceptable for 
general-purpose use. 

The third low-temperature fuel cell type in commercial use is the proton 
exchange membrane (PEM) cell. It has been developed over a fairly short 
period of time and is considered to hold the greatest promise for economic 
application in the transportation sector. It contains a solid polymer mem-
brane sandwiched between two gas diffusion layers and electrodes. The 
membrane material may be polyperfluorosulphonic acid. A platinum or 
Pt−Ru alloy catalyst is used to break hydrogen molecules into atoms at the 
negative electrode, and the hydrogen atoms are then capable of penetrating 
the membrane and reaching the positive electrode, where they combine with 
oxygen to form water, again with the help of a platinum catalyst. The elec-
trode reactions are again (19.3) and (19.4), and the operating temperature is 
50−100°C (Wurster, 1997). Figure 19.3 shows a typical layout of an individ-
ual cell. Several of these are then stacked on top of each other. This modular-
ity implies that PEM fuel cells can be used for applications requiring little 
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power (1 kW or less). PEM cell stacks are dominating the current wealth of 
demonstration projects in road transportation, portable power and special 
applications. The efficiency of conversion for the small systems is between 
40% and 50%, but a 50 kW system has recently achieved an efficiency in the 
laboratory near 60%. As indicated in Fig. 19.4, an advantage of particular 
importance for automotive applications is the high efficiency at part loads, 
which alone gives a factor of two improvement over current internal com-
bustion engines. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 19.3. Layout of a 
PEM fuel cell layer, 
several of which may be 
stacked. 

 
 

For use in automobiles, compressed and liquefied hydrogen are limited 
by low energy density and safety precautions for containers and, first of all, 
by the requirement of a new infrastructure for fuelling. The hydrogen stor-
age problem, which until recently limited fuel cell projects to large vehicles 
such as buses, may be solved by use of metal hydride or carbon nanofibre 
stores (see Chapter 34), while usage in small passenger vehicles may get 
away with compressed hydrogen containers, as long as the overall efficiency 
of the vehicle is high. In order to avoid having to make large changes to the 
current gasoline and diesel fuel filling stations, it was for a while proposed 
to use methanol as the fuel distributed to the vehicle fuel tank. The energy 
density of methanol is 4.4 kWh litre-1, which is half that of gasoline. This is 
quite acceptable owing to the higher efficiency of conversion. Hydrogen is 
then formed onboard by a methanol reformer, before being fed to the fuel 
cell to produce the electric power for an electric motor. The set-up is illus-
trated in Fig. 19.5. Prototype vehicles with this set-up have been tested (cf. 
Takahashi, 1998; Brown, 1998), but commercialisation has more or less 
stopped, because the downsized methanol reformer systems had too many 
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operating problems that turned out to be difficult to avoid at a reasonable 
cost. 

 
 
 
 
 
 
 
 

Figure 19.4. 
Expected part-
load efficien-
cies for a 50-
kW PEM fuel 
cell, projected 
from meas-
urements in-
volving 10−20 
cell test stacks 
(Patil, 1998). 

 
 

Methanol, CH3OH, may even be used directly in a fuel cell, without the 
extra step of reforming to H2. PEM fuel cells accepting methanol as a feed-
stock have been developed (Sørensen, 2005). They have lower efficiency 
than hydrogen PEM cells and are mainly aimed at the portable power mar-
ket.  As methanol can be produced from biomass, hydrogen may in this way 
be eliminated from the energy system. On the other hand, handling of sur-
plus production of wind or photovoltaic power might still conveniently 
involve hydrogen as an intermediate energy carrier, as it may have direct 
uses and thus may improve the system efficiency by avoiding the losses in 
methanol production. The electric power to hydrogen conversion efficiency 
is over 65% in high-pressure alkaline electrolysis plants (Wagner et al., 1998), 
and the efficiency of the further hydrogen (plus CO or CO2 and a catalyst) to 
methanol conversion is around 70%. Also, the efficiency of producing 
methanol from biomass is about 45%, whereas higher efficiencies are ob-
tained if the feedstock is methane (natural gas) (Jensen and Sørensen, 1984; 
Nielsen and Sørensen, 1998). 

For stationary applications, fuel cells of higher efficiency may be con-
structed, aimed at processes operating at higher temperatures. One line of 
research has been molten carbonate fuel cells, with electrode reactions 

 

 H2 + CO3
2- → CO2 + H2O + 2e-, 

 ½ O2 + CO2 + 2e- → CO3
2-. 

 

The electrolyte is a molten alkaline carbonate mixture retained within a 
porous aluminate matrix. The carbonate ions formed at the positive elec-
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trode travel through the matrix and combine with hydrogen at the negative 
electrode at an operating temperature of about 650°C. The process was origi-
nally aimed at hydrogen supplied from coal gasification or natural gas 
conversion. Test of a new 250 kW system is taking place at a power utility 
company in Germany (Hoffmann, 1998b). The expected conversion effi-
ciency is about 55%, but some of the high-temperature heat may addition-
ally be utilised. Earlier molten carbonate fuel cell tests have encountered 
severe problems with corrosion. 

 

 
 

Figure 19.5. Layout of the power system for a methanol-to-hydrogen powered vehicle 
with fuel cell conversion and an electric motor. The power controller allows shift 
from direct drive to battery charging. 

 

Considerable efforts are dedicated to the solid electrolyte cells. Solid ox-
ide fuel cells (SOFC) use zirconia as the electrolyte layer to conduct oxygen 
ions formed at the positive electrode. Electrode reactions are 

 

 H2 + O2- → H2O + 2e-, 
 ½ O2 + 2e- → O2-.   
 

The reaction temperature is 700−1000°C, which makes it possible to auto-
reform several fuels other than hydrogen within the system. On the other 
hand, lower temperatures are desirable, due to lower corrosion problems 
(and dreams of automotive applications), and may be achieved at some 
expense of efficiency by using a thin electrolyte layer (about 10 µm) of yt-
trium-stabilised zirconia sprayed onto the negative electrode as a ceramic 
powder (Kahn, 1996). A number of prototype plants (in the 100-kW size 
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range) are in operation. Current conversion efficiency is about 55% but 
could reach 70−80% in the future (Hoffmann, 1998b). 

Particularly for vehicle applications of hydrogen-based technologies us-
ing compressed hydrogen as a fuel, efforts are needed to ensure a high level 
of safety in collisions and other accidents. Because of the difference between 
the physical properties of hydrogen fuel and the hydrocarbon fuels cur-
rently in use (higher diffusion speed, flammability and explosivity over 
wider ranges of mixtures with air), there is a need for new safety-related 
studies, particularly if hydrogen is stored on board in containers at pres-
sures above the currently common 20−30 MPa. A few such studies have 
already been made (Brehm and Mayinger, 1989). 
 
Reverse operation of fuel cells 

A driven-cell conversion based on the dissociation of water may be accom-
plished by any fuel cell. This process is in current practice using alkaline 
fuel cells and goes by the name of electrolysis. The expression (19.10) indi-
cates that  the efficiency of an ideal fuel cell in reverse operation may theo-
retically reach 1.20, implying that the electrolysis process draws heat from 
the surroundings. 

By combining a fuel cell with an electrolysis unit, a regenerative system 
has been obtained, and if hydrogen and oxygen can be stored, an energy 
storage system or a “battery” results. The electric energy required for the 
electrolysis need not come from the fuel cell, but may be the result of an 
intermittent energy conversion process (e.g. wind turbine, solar photovoltaic 
cell, etc.). The combined system may be two fuel cells, each optimised for 
one of the process directions, or it may be a single fuel cell with decent per-
formance in both directions. The problem in such dual systems is typically 
to raise the electrolysis efficiency above 50%, while the power production 
efficiency remains around 50%. 

Direct application of radiant energy to the electrodes of an electrochemi-
cal cell has been suggested, aiming at maintaining a driven-cell process (e.g. 
dissociation of water) without having to supply electric energy. The elec-
trodes could be made of suitable p- and n-type semiconductors, and the 
presence of photo-induced electron−hole excitations might modify the elec-
trode potentials φa and φc in such a way that the driven-cell reactions become 
thermodynamically allowed. Owing to the electrochemical losses discussed 
in Section 19.1, additional energy would have to be provided by the solar 
radiation. If the radiation-induced electrode processes have a low efficiency, 
the overall efficiency may still be higher for photovoltaic conversion of solar 
energy into electricity followed by conventional electrolysis (Manassen et al., 
1976). In recent years, several such photoelectrochemical devices have been 
constructed and are undergoing tests. 
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As mentioned in Section 19.1, batteries are basically performing the same 
tasks as fuel cells, but with internal storage of the ingredients. They will be 
treated as part of the storage coverage in Chapter 33. There are many other 
suggestions for using electrochemistry in connection with energy conversion 
and this chapter just gives one fairly speculative example based on ocean 
variations in salinity. 

20.1  Salinity differences 

Useful chemical energy may be defined as energy that can be released 
through exotermic chemical reactions. In general, chemical energy is associ-
ated with chemical bindings of electrons, atoms and molecules. The bind-
ings may involve overlapping electron wavefunctions of two or more atoms, 
attraction between ionised atoms or molecules, and long-range electromag-
netic fields created by the motion of charged particles (notably electrons). In 
all cases, the physical interaction involved is the Coulomb force. Examples 
of chemical energy connected with molecular binding structure are bio-
energy sources, including fossil fuels (cf. Part VI below). 

The organisation of atoms or molecules in regular lattice structures repre-
sents another manifestation of chemical bindings. Some substances possess 
different crystalline forms, which may exist under given external conditions. 
In addition to the possibility of different solid phases, phase changes associ-
ated with transitions among solid, liquid and gas phases all represent differ-
ent levels of latent energy. Conversion between such states can be consid-
ered as energy storage and retrieval, and several examples will be men-
tioned in  Chapters 29 and 34. 
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Solutions represent another form of chemical energy, relative to the pure 
solvent. The free energy of a substance with components i = 1, 2,..., there 
being ni mol of the ith component, may be written  

 

,i
i

inG µ∑=          (20.1) 

 

where µi is called the “chemical potential” of component i. For a solution, µi 
can be expressed in the form [cf. (19.8)] 

  

µi = µi
0 +  R T log (fixi),        (20.2) 

 

where  R is the gas constant (8.3 J K-1 mol-1), T is the temperature (K) and xi = 
ni/(Σj nj) the mole fraction. µi

0 is the chemical potential that would corre-
spond to xi = 1 at the given pressure P and temperature T, and fi is the “ac-
tivity coefficient”, an empirical constant that approaches unity for “ideal 
solutions”, an example of which is the solvent of a very dilute solution 
(whereas, in general, fi cannot be expected to approach unity for the dis-
solved component of a dilute solution). 

It follows from (20.1) and (20.2) that a solution represents a lower chemi-
cal energy than the pure solvent. The most common solution present in large 
amounts on the Earth is saline ocean water. Relative to this, pure or fresh 
water such as river run-off represents an elevated energy level. In addition, 
there are marked salinity differences within the oceans (Sørensen, 2004). 

Taking the average ocean salinity as about 33 × 10-3 (mass fraction), and 
regarding this entirely as ionised NaCl, nNa+ = nCl− becomes about 0.56 × 103 
mol and nwater = 53.7 × 103 mol, considering a volume of 1 m3. The chemical 
potential of ocean water, µ, relative to that of fresh water, µ 0, is then from 
(20.2) 

 

µ  − µ 0 =  R T log xwater ≈ -2 R  T nNa+ / nwater. 
 
Consider now a membrane that is permeable for pure water but imper-

meable for salt (i.e. for Na+ and Cl- ions) as indicated in Fig. 20.1. On one 
side of the membrane, there is pure (fresh) water, and on the other side sa-
line (ocean) water. Fresh water will flow through the membrane, trying to 
equalise the chemical potentials µ 0 and µ initially prevailing on each side. If 
the ocean can be considered as infinite and being rapidly mixed, then nNa+ 
will remain fixed, also in the vicinity of the membrane. In this case each m3 
of fresh water penetrating the membrane and becoming mixed will release 
an amount of energy, which from (20.1) is 

  

∑ +≈−≈+=
i

Nawateriiii TnnnnG .2)()( 0 Rµµδµµδδ   (20.3) 
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Figure 20.1. Schematic picture of an 
osmotic pump. In order to mix the 
fresh water penetrating the semi-
permeable membrane in the direction 
towards the right and to maintain the 
salinity in the salt water compart-
ment, new saline water would have to 
be pumped into the salt water com-
partment, and water motion near the 
membrane would have to be ensured. 
 

 
 

For a temperature T ≈ 285 K (considered fixed), δ G ≈ 2.65 × 106 J. The power 
corresponding to a fresh-water flow of 1 m3 s-1 is thus 2.65 × 106 W (cf. Nor-
man, 1974). The worldwide run-off of about 4 × 1013 m3 y-1 would thus corre-
spond to an average power of around 3 × 1012 W. 

The arrangement schematically shown in Fig. 20.1 is called an osmotic 
pump. The flow of pure water into the tube will ideally raise the water level 
in the tube, until the pressure of the water head balances the force derived 
from the difference in chemical energy. The magnitude of this “osmotic 
pressure”, Posm, relative to the atmospheric pressure P0 on the fresh-water 
surface, is found from the thermodynamic relation 

 

V dP — S dT = Σi ni  dµi, 
 

where V is the volume, S is the entropy and T is the temperature. Assuming 
that the process will not change the temperature (i.e. considering the ocean a 
large reservoir of fixed temperature), insertion of (20.3) yields 

  

Posm = δP ≈ nwater V
-1 δµwater ≈ 2 R T nNa+ V-1.     (20.4) 

 

Inserting the numerical values of the example above, Posm = 2.65 × 106 N 
m-2, corresponding to a water-head some 250 m above the fresh-water sur-
face. If the assumption of fixed mole fraction of salt in the tube is to be real-
ised, it would presumably be necessary to pump saline water into the tube. 
The energy spent for pumping, however, would be mostly recoverable, since 
it also adds to the height of the water-head, which may be used to generate 
electricity as in a hydropower plant. 

An alternative way of releasing the free energy difference between solu-
tions and pure solvents is possible when the dissolved substance is ionised 
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(the solution is then called electrolytic). In this case direct conversion to 
electricity is possible, as further discussed in the following section. 
 

20.2  Conversion of salinity gradient resources 

As discussed in Section 20.1, a salinity difference, such as the one existing 
between fresh (river) and saline (ocean) water, may be used to drive an os-
motic pump, and the elevated water may in turn be used to generate elec-
tricity by an ordinary turbine (cf. Chapter 11). 

An alternative method, aiming directly at electricity production, takes 
advantage of the fact that the salts of saline water are ionised to a certain 
degree and thus may be used to derive an electrochemical cell of the type 
discussed in Sector 19.2 (Pattie, 1954; Weinstein and Leitz, 1976). 

 
 
 
 
 
 
 

 

Figure 20.2. Schematic picture of dialytic 
battery. 

 
 

This electrochemical cell, which may be called a “dialytic battery” since it 
is formally the same as the dialysis apparatus producing saline water with 
electric power input, is shown schematically in Fig. 20.2. In this case, the 
membrane allows one kind of ion to pass and thereby reach the correspond-
ing electrode (in contrast to the osmotic pump in Fig. 20.1, where water 
could penetrate the membrane but ions could not). The free energy differ-
ence between the state with free Na+ and Cl- ions (assuming complete ionisa-
tion), and the state with no such ions is precisely the difference between 
saline and fresh water, calculated in Section 20.1 and approximately given 
by (20.3). Assuming further that each Na+ ion reaching the electrode A neu-
tralises one electron, and that correspondingly each Cl- ion at the electrode B 
gives rise to one electron (which may travel in the external circuit), then the 
electromotoric force, i.e. the electric potential φ of the cell, is given in anal-
ogy to (19.5), with the number of positive ions per mole equal to nNa+, and φ 
is related to the change in free energy (20.3) just as (19.5) was related to 
(19.2), 

  

 ne F φ  = nNa+  F  φ  = δ G  ≈  2 R T nNa+, 
 

or 
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 max (∆φext) = φ  ≈  2 R T/ F.                (20.5) 
 

Inserting the numerical values given in Section 20.1, and T = 300 K, the cell 
electromotive force becomes φ ≈ 0.05 V. The actual value of the external 
potential, ∆φext, may be reduced as a result of various losses, as described in 
Section 19.2 (e.g. Fig. 19.2). φ is also altered if the “fresh” water has a finite 
amount of ions or if ions other than Na+ and Cl- are present. 

If the load resistance is Rext, the power delivered by the cell is given by the 
current  I = ∆φext Rext

-1, 
 

E = I∆φext, 
 

and as usual the maximum power corresponds to an external potential dif-
ference ∆φext, which is smaller than the open circuit value (20.5). The internal 
losses may also be represented by an internal resistance Rint defined by 

 

∆φext  =  φ  − IRint =  φ  − ∆φext (Rint/Rext).  
 

Thus, the power output may also be written  
 

 E = φ 2 Rext/(Rint + Rext) 2. 
 

Rint depends on electrode properties, as well as on nNa+ and nCl- and their 
variations across the cell. 

 
 

Figure 20.3. Measured performance 
of dialytic battery, containing 
about 30 membrane pairs in a 
stack. The external load was Rext = 
10 Ω (close to power optimisation), 
and electrode losses had been 
compensated for by insertion of a 
balancing power source (based on 
Weinstein and Leitz, 1976). 

 
Several anode-membrane plus cathode-membrane units may be stacked 

beside each other in order to obtain a sufficiently large current (necessary 
because the total internal resistance has a tendency to increase strongly, if 
the current is below a certain value). Figure 20.3 shows the results of a 
small-scale experiment (Weinstein and Leitz, 1976) for a stack of about 30 
membrane-electrode pairs and an external load, Rext, close to the one giving 
maximum power output. The power is shown, however, as a function of the 
salinity of the fresh-water, and it is seen that the largest power output is 
obtained for a fresh water salinity which is not zero but 3−4% of the sea 
water salinity. The reason is that although the electromotive force (20.5) 
diminishes with increasing fresh-water salinity, this is at first more than 
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compensated for by the improved conductivity of the solution (decrease in 
Rint), when ions are also initially present in the fresh-water compartment. 

Needless to say, small-scale experiments of the kind described above are 
a long way from a demonstration of viability of the salinity gradient conver-
sion devices on a large scale, and it is by no means clear whether the dialysis 
battery concept will be more or less viable than power turbines based on 
osmotic pumps. The former seems likely to demand a larger membrane area 
than the latter, but no complete evaluation of design criteria has been made 
in either case. 
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21.1 Fossil biofuels 

Traditional uses of organic fuels as energy carriers comprise the use of fresh 
biomass, i.e. storage and combustion of wood fuels, straw and other plant 
residues, and in recent centuries including storage and combustion of fossil-
ised biomass, i.e. fuels derived from coal, oil and natural gas. While the 
energy density of living biomass is in the range of 10−30 MJ per kg of dry 
weight, the several million years of fossilation processes typically increase 
the energy density by a factor of two (see Fig. 21.1). The highest energy den-
sity is found for oil, where the average density of crude oil is 42 MJ kg-1. 

 

Source Reserves 
(EJ) 

Resources 
(> 50% prob.) 

Occurrence 
(speculative) 

1990 use
(EJ) 

Accum. use 
1860−1990 

Coal    91 5 203 
hard coal 15 000 100 000 900 000   
brown coal/ lignite 4 000 30 000 90 000   
peat 0 4 000 4 000   

Oil    128 3 343 
conventional 5 000 3 000 13 000   
unconventional 7 000 9 000 20 000   

Natural gas    71 1 703 
conventional 5 000 5 000 15 000   
unconventional 7 000 20 000 25 000   
in hydrates 0 0 100 000   

 

Table 21.1. Fossil reserves, additional resources and consumption in EJ (UN, 1981; 
Jensen and Sørensen, 1984; Nakicenovic et al., 1996). 
 

The known reserves of fossil fuels that may be economically extracted today, 
and estimates of further resources exploitable at higher costs, are indicated 
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in Table 21.1. The finiteness of such resources is, of course, together with the 
environmental impact issues, the reason for turning to renewable energy 
sources, including renewable usage of biomass resources. 

Figure 21.1. Coal to peat classification and selected properties. The dashed 
lines indicate the fractional content of oxygen and of fixed carbon. The re-
maining fraction consists of volatile matter (based on US DoE, 1979). 
 

However, fresh biomass is a large potential source of renewable energy 
that in addition to use for combustion may be converted into a number of 
liquid and gaseous biofuels. This may be achieved by thermochemical or by 
biochemical methods, as described below. 

Biomass is not just stored energy; it is also a store of nutrients and a po-
tential raw material for a number of industries. Therefore, bio-energy is a 
topic that cannot be separated from food production, timber industries 
(serving construction purposes, paper and pulp industries, etc.), and organic 
feedstock-dependent industries (chemical and biochemical industries, nota-
bly). Furthermore, biomass is derived from plant growth and animal hus-
bandry, linking the energy aspect to agriculture, livestock, silviculture, 
aquaculture, and quite generally to the management of the global ecological 
system. Thus, procuring and utilising organic fuels constitute a profound 
interference with the natural biosphere, and the understanding of the range 
of impacts as well as the elimination of unacceptable ones should be an 
integral part of any scheme for diversion of organic fuels to human society. 
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21.2  Heat production from biomass combustion 

Heat may be obtained from biological materials by burning, eventually with 
the purpose of further conversion. Efficient burning usually requires the 
reduction of water content, for example, by drying in the Sun. The heat pro-
duced by burning cow dung is about 1.5 × 107 J per kg of dry matter, but 
initially only about 10% is dry matter, so the vaporisation of 9 kg of water 
implies an energy requirement of 2.2 × 107 J, i.e. the burning process is a net 
energy producer only if substantial sun-drying is possible. Firewood and 
other biomass sources constitute stores of energy, since the drying may be 
performed during summer, such that these biological fuels can be used dur-
ing winter periods when the heating requirement may be large and the pos-
sibility of sun-drying may not exist. The heat produced by burning 1 kg of 
dry wood or sawmill scrap is about 1.25 × 107 J (1 kg in these cases corre-
sponds to a volume of approximately 1.5 × 10−3 m3), and the heat from burn-
ing 1 kg of straw (assumed water content 15%) is about 1.5 × 107 J (Eckert, 
1960). The boilers used for firing with wood or straw have efficiencies that 
are often considerably lower than those of oil or gas burners. Typical effi-
ciencies are in the range 0.5−0.6 for the best boilers. The rest of the enthalpy 
is lost, mostly in the form of vapour and heat leaving the chimney (or other 
smoke exit), and therefore is not available at the load area. 

Combustion is the oxidation of carbon-containing material in the presence 
of sufficient oxygen to complete the process 

  

C + O2 →  CO2.  
 

Wood and other biomass is burned for cooking, for space heating, and for 
a number of specialised purposes, such as provision of process steam and 
electricity generation. In rural areas of many Third World countries a device 
consisting of three stones for outdoor combustion of twigs is still the most 
common. In the absence of wind, up to about 5% of the heat energy may 
reach the contents of the pot resting on top of the stones. In some countries, 
indoor cooking on simple chulas is common. A chula is a combustion cham-
ber with a place for one or more pots or pans on top, resting in such a way 
that the combustion gases will pass along the outer sides of the cooking pot 
and leave the room through any opening. The indoor air quality is ex-
tremely poor when such chulas are in use, and village women in India using 
chulas for several hours each day are reported to suffer from severe cases of 
eye irritation and diseases of the respiratory system (Vohra, 1982). 

Earlier, most cooking in Europe and its colonies was done on stoves made 
of cast iron. These stoves, usually called European stoves, had controlled air 
intake and both primary and secondary air inlets, chimneys with regulation 
of gas passage, and several cooking places with ring systems allowing the 
pots to fit tightly in holes, with a part of the pot indented into the hot gas 
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stream. The efficiency would be up to about 25%, counted as energy deliv-
ered to the pots divided by wood energy spent, but such efficiencies would 
only be reached if all holes were in use and if the different temperatures 
prevailing at different boiler holes could be made useful, including after-
heat. In many cases the average efficiency would hardly have exceeded 10%, 
but in many of the areas in question the heat lost to the room could also be 
considered as useful, in which case close to 50% efficiency (useful energy 
divided by input) could be reached. Today, copies of the European stove are 
being introduced in several regions of the Third World, with use of local 
materials such as clay and sand−clay mixtures instead of cast iron. 

Wood-burning stoves and furnaces for space heating have conversion ef-
ficiencies from below or about 10% (open furnace with vertical chimney) up 
to 50% (oven with two controlled air inlets and a labyrinth-shaped effluent 
gas route leading to a tall chimney). Industrial burners and stokers (for 
burning wood scrap) typically reach efficiencies of about 60%. Higher effi-
ciencies require a very uniform fuel without variations in water content or 
density. 

Most biological material is not uniform, and some pre-treatment can often 
improve both the transportation and storage processes and the combustion 
(or other final use). Irregular biomass (e.g. twigs) can be chopped or cut to 
provide unit sizes fitting the containers and burning spaces provided. Fur-
thermore, compressing and pelletising the fuel can make it considerably 
more versatile. For some time, straw compressors and pelletisers have been 
available, so that the bulky straw bundles can be transformed into a fuel 
with volume densities approaching that of coal. Other biomass material can 
conceivably be pelletised with advantage, including wood scrap, mixed 
biomass residues, and even aquatic plant material (Anonymous, 1980). Port-
able pelletisers are available (e.g. in Denmark) which allow straw to be 
compressed in the fields so that longer transport becomes economically 
feasible and so that even long-term storage (seasonal) of straw residues 
becomes attractive. 

A commonly practiced conversion step is from wood to charcoal. Char-
coal is easier to store and to transport. Furthermore, charcoal combustion — 
for example, for cooking — produces less visible smoke than direct wood 
burning and is typically so much more efficient than wood burning that, 
despite wood-to-charcoal conversion losses, less primary energy is used to 
cook a given meal with charcoal than with wood. 

Particularly in the rich countries, a considerable source of biomass energy 
is urban refuse, which contains residues from food preparation and dis-
carded consumer goods from households, as well as organic scrap material 
from commerce and industry. Large-scale incineration of urban refuse has 
become an important source of heat, particularly in Western Europe, where 
it is used mainly for district heating (deRenzo, 1978). 
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For steam generation purposes, combustion is performed in the presence 
of an abundant water source (“waterwall incineration”). In order to improve 
pollutant control, fluidised bed combustion techniques may be utilised 
(Cheremisinoff et al., 1980). The bed consists of fine-grain material, for ex-
ample, sand, mixed with material to be burned (particularly suited is saw-
dust, but any other biomass including wood can be accepted if finely 
chopped). The gaseous effluents from combustion, plus air, fluidise the bed 
as they pass through it under agitation. The water content of the material in 
the bed may be high (in which case steam production entails). Combustion 
temperatures are lower than for flame burning, and this partly makes ash 
removal easier and partly reduces tar formation and salt vaporisation. As a 
result, the reactor life is extended and air pollution can better be controlled. 

In general, the environmental impacts of biomass utilisation through 
combustion may be substantial and comparable to, though not entirely of 
the same nature as, the impacts from coal and oil combustion (see Table 
21.2). In addition, ashes will have to be disposed of. For boiler combustion, 
the sulphur dioxide emissions are typically much smaller than those for oil 
and coal combustion, which would give 15−60 kg t-1 in the absence of flue 
gas cleaning. If ash is re-injected into the wood burner, higher sulphur val-
ues appear, but these values are still below the fossil fuel emissions in the 
absence of sulphur removal efforts. 

 

Substance emitted Emissions (kg/103kg) 
Particulates 12.5−15.0 
Organic compoundsa 1.0 
Sulphur dioxide 0−1.5b 
Nitrogen oxides 5.0 
Carbon monoxide 1.0 

 

Table 21.2. Uncontrolled emissions from biomass combustion in boilers (kg per ton of 
fuel, based on woody biomass; US EPA, 1980).  
 
a Hydrocarbons including methane and traces of benzo(a)pyrine.  
b Upper limit is found for bark combustion. Ten times higher values are reported in 
cases where combustion ashes are re-injected. 

 

Particulates are not normally regulated in home boilers, but for power 
plants and industrial boilers, electrostatic filters are employed with particu-
late removal up to over 99%. Compared to coal burning without particle 
removal, wood emissions are 5−10 times lower. When starting a wood boiler 
there is an initial period of very visible smoke emission, consisting of water 
vapour and high levels of both particulate and gaseous emissions. After 
reaching operating temperatures, wood burns virtually without visible 
smoke. When stack temperatures are below 60°C, again during start-up and 
incorrect burning practice, severe soot problems arise. 
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Nitrogen oxides are typically 2−3 times lower for biomass burning than 
for coal burning (without removal, per kilogram of fuel), often leading to 
similar emissions if taken per unit of energy delivered. 

Particular concern should be directed at the organic compound emissions 
from biomass burning. In particular, benzo(a)pyrene emissions are found to 
be up to 50 times higher than for fossil fuel combustion, and the measured 
concentrations of benzo(a)pyrene in village houses in Northern India (1.3-
9.3 × 10−9 kg m−3), where primitive wood-burning chulas are used for several 
(6−8) hours every day, exceed the German standards of 10-11 kg m-3 by 2−3 
orders of magnitude (Vohra, 1982). However, boilers with higher combus-
tion temperatures largely avoid this problem, as indicated in Table 21.2. In 
areas such as New England or Denmark, where wood stoves are used in 
suburban areas for “cosiness” a few hours during some evenings, these 
account for 85% of the total air pollution from energy use, but only for a few 
percent of the total energy use (Information, 2007). 

The lowest emissions are achieved if batches of biomass are burned at op-
timal conditions, rather than regulating the boiler up and down according to 
heating load. Therefore, wood heating systems consisting of a boiler and a 
heat storage unit (gravel, water) with several hours of load capacity will 
lead to the smallest environmental problems (Hermes and Lew, 1982). This 
example shows that there can be situations where energy storage would be 
introduced entirely for environmental reasons. 

Finally, it should be mentioned that occupational hazards arise during 
tree felling and handling. The accident rate is high in many parts of the 
world, and safer working conditions for forest workers are imperative if 
wood is to be used sensibly for fuel applications. 

Finally, concerning carbon dioxide, which accumulates in the atmosphere 
as a consequence of rapid combustion of fossil fuels, it should be kept in 
mind that the carbon dioxide emissions during biomass combustion are 
balanced in magnitude by the net carbon dioxide assimilation by the plants, 
so that the atmospheric CO2 content is not affected, at least by the use of 
biomass crops in fast rotation. However, the lag time for trees may be dec-
ades or centuries, and in such cases, the temporary carbon dioxide imbal-
ance may contribute to climatic alterations. 
 
Composting 

An alternative way of deriving some heat from biomass is composting. Pri-
mary organic materials form the basis for a number of energy conversion 
processes other than burning. Since these produce liquid or gaseous fuels, 
plus associated heat, they will be dealt with in the following sections on fuel 
production. However, conversion aiming directly at heat production has 
also been utilised, with non-combustion processes based on manure from 
livestock animals and in some cases on primary biomass residues. 
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Figure 21.2. Temperature devel-
opment in composting device 
based on liquid manure from 
pigs and poultry and with a 
blower providing constant air 
supply. Temperature of sur-
roundings is also indicated 
(based on Popel, 1970). 

 
 

Two forms of composting are in use: one based on fluid manure (less than 
10% dry matter), and the other based on solid manure (50−80% dry matter). 
The chemical process is in both cases a bacterial decomposition under aero-
bic conditions, i.e. the compost heap or container has to be ventilated in 
order to provide a continuous supply of oxygen for the bacterial processes. 
The bacteria required for the process (of which lactic acid producers consti-
tute the largest fraction; cf. McCoy, 1967) are normally all present in ma-
nure, unless antibiotic residues that kill bacteria are retained after some 
veterinary treatment. The processes involved in composting are very com-
plex, but it is believed that decomposition of carbohydrates  is responsible 
for most of the heat production (Popel, 1970]. A fraction of the carbon from 
the organic material is found in new-bred micro-organisms. 

A device for treating fluid manure may consist of a container with a 
blower injecting fresh air into the fluid in such a way that it becomes well 
distributed over the fluid volume. An exit air channel carries the heated 
airflow to, say, a heat exchanger. Figure 21.2 shows an example of the tem-
perature of the liquid manure, along with the temperature outside the con-
tainer walls, as a function of time. The amount of energy required for the air 
blower is typically around 50% of the heat energy output, and is in the form 
of high-quality mechanical energy (e.g. from an electrically driven rotor). 
Thus, the simple efficiency may be around 50%, but the second law effi-
ciency (2.20) may be quite low. 

Heat production from solid manure follows a similar pattern. The tem-
perature in the middle of a manure heap (“dunghill”) may be higher than 
that of liquid manure, owing to the low heat capacity of the solid manure 
(see Fig. 21.3). Air may be supplied by blowers placed in the bottom of the 
heap, and in order to maintain air passage space inside the heap and remove 
moisture, occasional re-stacking of the heap is required. A certain degree of 
variation in air supply can be allowed, so that the blower may be driven by 
a renewable energy converter, for example, a windmill, without storage or 
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back-up power. With frequent re-stacking, air supply by blowing is not 
required, but the required amount of mechanical energy input per unit of 
heat extraction is probably as high as for liquid manure. In addition, the 
heat extraction process is more difficult, demanding, for example, that heat 
exchangers be built into the heap itself (water pipes are one possibility). If an 
insufficient amount of air is provided, the composting process will stop 
before the maximum heat has been obtained. 

 
 
 
 
 
 
 
 
 
 
 

Figure 21.3. Temperature 
development at different 
locations within a solid 
manure composting heap 
(total height 0.8 m). After 
nine days, air is added 
from below (based on 
Olsen, 1975). 

 

 
Owing to the bacteriological decomposition of most of the large organic 

molecules present, the final composting product has considerable value as 
fertiliser. 

 
Metabolic heat 

Metabolic heat from the life processes of animals can also be used by man, in 
addition to the heating of human habitats by man's own metabolic heat. A 
livestock shed or barn produces enough heat, under most conditions of 
winter occupancy, to cover the heating requirements of adjacent farm build-
ings, in addition to providing adequate temperature levels for the animals. 
One reason for this is that livestock barns must have a high rate of ventila-
tion in order to remove dust (e.g. from the animal’s skin, fur, hair or feath-
ers) and water vapour. For this reason, utilisation of barn heat may not re-
quire extra feeding of the animals, but may simply consist of heat recovery 
from air that for other reasons has to be removed. Utilisation for heating a 
nearby residence building often requires a heat pump (Chapter 6), because 
the temperature of the ventilation air is usually lower than that required at 
the load area, so that a simple heat exchanger would not work. 

In temperate climates, the average temperature in a livestock shed or barn 
may be about 15°C during winter. If young animals are present, the required 
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temperature is higher. With an outside temperature of 0°C and no particular 
insulation of walls, the net heat production of such barns or sheds is positive 
when the occupants are fully grown animals, but negative if the occupants 
are young individuals and very much so if newborn animals are present 
(Olsen, 1975). In chicken or pig farms, the need for heat input may be 
avoided by having populations of mixed age or heat exchange between 
compartments for young and adult animals. The best candidates for heat 
extraction to other applications might then be dairy farms. 

A dairy cow transfers about 25% of the chemical energy in the fodder to 
the milk and a similar amount to the manure (Claesson, 1974). If the weight 
of the cow remains constant, the rest is converted to heat and is rejected as 
heat radiation, convection or latent heat of water vaporisation. The distribu-
tion of the heat production in sensible and latent forms of heat is indicated 
in Fig. 21.4. It is seen to be strongly dependent on the air temperature in the 
barn. At 15°C, about two-thirds of the heat production is in the form of sen-
sible heat. Heat transfer to a heat pump circuit may take place from the ven-
tilation air exit. Water condensation on the heat exchanger surface involved 
may help to prevent dust particles from accumulating on the heat exchanger 
surface. 

 

 
Figure 21.4. 
Average heat 
production and 
form of heat for 
a “standard” 
cow (the heat 
production of 
typical cows of 
“red” or “black-
spotted” races is 
about 20% 
higher, while 
that of typical 
“Jersey” cows is 
about 30% 
lower) (based on 
Petersen, 1972). 
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A number of conversion processes aim at converting one fuel into another, 
which is considered more versatile. Examples are charcoal production from 
wood (efficiency of conversion about 50%), liquefaction and gasification 
(Squires, 1974). Figure 22.1 gives an overview of non-food uses of biomass.  

 

 

Figure 22.1. Non-food energy uses of biomass. 
 
Conversion of (fresh) biological material into simple hydrocarbons or hy-
drogen can be achieved by a number of anaerobic fermentation processes, 

 
 CHAPTER 

22 



BENT SØRENSEN 

   196

i.e. processes performed by suitable micro-organisms and taking place in the 
absence of oxygen. Such anaerobic “digestion” processes, the output of 
which is called biogas, work on the basis of most fresh biological material, 
wood excepted, provided that the proper conditions are maintained (tem-
perature, population of micro-organisms, stirring, etc.). Thus, biological 
material in forms inconvenient for storage and use may be converted into 
liquid or (as considered in this chapter) gaseous fuels that can be utilised in 
a multitude of ways, like oil and natural gas products.  

The “raw materials” that may be used are slurry or manure (e.g. from 
dairy farms or “industrial farming” involving large feedlots), city sewage 
and refuse, farming crop residues (e.g. straw or parts of cereal or fodder 
plants not normally harvested), or direct “fuel crops”, such as ocean-grown 
algae or seaweeds, water hyacinths (in tropical climates) or fast-growing 
bushes or trees. The deep harvesting necessary in order to collect crop resi-
dues may not be generally advisable, owing to the role of these residues in 
preventing soil erosion. This objection may not be valid, if residues are re-
turned to the fields (or the ocean) after energy extraction. 

Among the fermentation processes, one set is particularly suited for pro-
ducing gas from biomass in a wet process (cf. Fig. 22.1). It is the anaerobic 
digestion. It traditionally used animal manure as biomass feedstock, but 
other biomass sources can be used within limits that are briefly discussed in 
the following. The set of biochemical reactions making up the digestion 
process (a word indicating the close analogy to energy extraction from bio-
mass by food digestion) is schematically illustrated in Fig. 22.2. 

There are three discernible stages. In the first, complex biomass material 
is decomposed by a heterogeneous set of micro-organisms, not necessarily 
confined to anaerobic environments. These decompositions comprise hy-
drolysis of cellulosic material to simple glucose, using enzymes provided by 
the micro-organisms as catalysts. Similarly, proteins are decomposed to 
amino acids and lipids to long-chain acids. The significant result of this first 
phase is that most of the biomass is now water-soluble and in a simpler 
chemical form, suited for the next process step. 

The second stage involves dehydrogenation (removing hydrogen atoms 
from the biomass material), such as changing glucose into acetic acid, car-
boxylation (removing carboxyl groups) of the amino acids, and breaking 
down the long-chain fatty acids into short-chain acids, again obtaining acetic 
acid as the final product. These reactions are fermentation reactions accom-
plished by a range of acidophilic (acid-forming) bacteria. Their optimum 
performance requires a pH environment in the range of 6−7 (slightly acid), 
but because the acids already formed will lower the pH of the solution, it is 
sometimes necessary to adjust the pH, for example, by adding lime. 

Finally, the third phase is the production of biogas (a mixture of methane 
and carbon dioxide) from acetic acid by a second set of fermentation reac-
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tions performed by methanogenic bacteria. These bacteria require a strictly 
anaerobic (oxygen-free) environment. Often, all processes are made to take 
place in a single container, but separation of the processes into stages will 
allow greater efficiencies to be reached. The third phase takes of the order of 
weeks, the preceding phases on the order of hours or days, depending on 
the nature of the feedstock. 

 

 
 

Figure 22.2. Simplified description of biochemical pathways in anaerobic digestion of 
biomass (based on Stafford et al., 1981). Used with permission: from D. Stafford, D. 
Hawkes, and R. Horton, Methane Production from Waste Organic Matter. Copyright 
1981 by The Chemical Rubber Co., CRC Press, Inc., Boza Raton, FL. 
 

Starting from cellulose, the overall process may be summarised as 
 

(C6H10O5)n + nH2O  →  3nCO2 + 3nCH4 + 19n J mol-1.             (22.1) 
 

The phase one reactions add up to 
 

(C6H10O5)n + nH2O →  nC6H12O6.               (22.2) 
 

 The net result of the phase two reactions is 
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nC6H12O6 →   3nCH3COOH,                (22.3) 
 

with intermediate steps such as 
 

C6H12O6 →   2C2H5OH + 2CO2                (22.4) 
 

followed by dehydrogenation:  
 

2C2H5OH + CO2  →  2CH3COOH + CH4.              (22.5) 
 

The third-phase reactions then combine to  
 

3nCH3COOH →   3nCO2 + 3nCH4.               (22.6) 
 

In order for the digestion to proceed, a number of conditions must be ful-
filled. The bacterial action is inhibited by the presence of metal salts, penicil-
lin, soluble sulphides, or ammonia in high concentrations. Some source of 
nitrogen is essential for the growth of the micro-organisms. If there is too 
little nitrogen relative to the amount of carbon-containing material to be 
transformed, then bacterial growth will be insufficient and biogas produc-
tion low. With too much nitrogen (a ratio of carbon to nitrogen atoms below 
around 15), “ammonia poisoning” of the bacterial cultures may occur. When 
the carbon−nitrogen ratio exceeds about 30, the gas production starts dimin-
ishing, but in some systems carbon−nitrogen values as high as 70 have pre-
vailed without problems (Stafford et al., 1981). Table 22.1 gives car-
bon−nitrogen values for a number of biomass feedstocks. It is seen that mix-
ing feedstocks can often be advantageous. For instance, straw and sawdust 
would have to be mixed with some low C:N material, such as livestock 
urine or clover/lucerne (typical secondary crops that may be grown in tem-
perate climates after the main harvest). 

If digestion time is not a problem, almost any cellulosic material can be 
converted to biogas, even pure straw. One initially may have to wait for 
several months, until the optimum bacterial composition has been reached, 
but then continued production can take place, and despite low reaction rates 
an energy recovery similar to that of manure can be achieved with properly 
prolonged reaction times (Mardon, 1982). 

Average manure production for fully bred cows and pigs (in Europe, 
Australia, and the Americas) is 40 and 2.3 kg wet weight d-1, corresponding 
to 62 and 6.2 MJ d-1, respectively. The equivalent biogas production may 
reach 1.2 and 0.18 m3 d-1. This amounts to 26 and 3.8 MJ d-1, or 42 and 61% 
conversion efficiency, respectively (Taiganides, 1974). A discussion of the 
overall efficiency including transportation of biomass to the plant is given in 
Berglund and Börjesson (2002), finding maximum acceptable transport dis-
tances of 100−150 km. 
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The residue from the anaerobic digestion process has a higher value as a 
fertiliser than the feedstock. Insoluble organics in the original material are, 
to a large extent, made soluble, and nitrogen is fixed in the micro-organisms. 

Pathogen populations in the sludge are reduced. Stafford et al. (1981) 
found a 65−90% removal of Salmonella during anaerobic fermentation, and 
there is a significant reduction in streptococci, coliforms, and viruses, as well 
as an almost total elimination of disease-transmitting parasites such as As-
caris, hookworm, Entamoeba, and Schistosoma. 

 
Material Ratio 
Sewage sludge 13:1 
Cow dung 25:1 
Cow urine 0.8:1 
Pig droppings 20:1 
Pig urine 6:1 
Chicken manure 25:1 
Kitchen refuse 6−10:1 
Sawdust 200−500:1 
Straw 60−200:1 
  

Material Ratio 
Bagasse 150:1 
Seaweed 80:1 
Alfalfa hay 18:1 
Grass clippings 12:1 
Potato tops 25:1 
Silage liquor 11:1 
Slaughterhouse wastes 3−4:1 
Clover 2.7:1 
Lucerne 2:1 

Table 22.1. Carbon−nitrogen ratios for various materials (based on Baader et al., 1978; 
Rubins and Bear, 1942). 

  
For this reason, anaerobic fermentation has been used fairly extensively 

as a cleaning operation in city sewage treatment plants, either directly on the 
sludge or after growing algae on the sludge to increase fermentation poten-
tial. Most newer plants make use of the biogas produced to fuel other parts 
of the treatment process, but with proper management, sewage plants may 
well be net energy producers (Oswald, 1973). 

The other long-time experience with biogas and associated fertiliser pro-
duction is in rural areas of a number of Asian countries, notably China and 
India. The raw materials here are mostly cow dung, pig slurry, and what in 
India is referred to as human night soil, plus in some cases grass and straw. 
The biogas is used for cooking, and the fertiliser residue is returned to the 
fields. The sanitary aspect of pathogen reduction lends strong support to the 
economic viability of these schemes. 

The rural systems are usually based on simple one-compartment digest-
ers with human labour for the filling and emptying of material. Operation is 
either in batches or with continuous new feed and removal of some 3−7% of 
the reactor content every day. Semi-industrialised plants have also been 
built during the last decade, for example, in connection with large pig-
raising farms, where mechanised and highly automated collection of ma-
nure has been feasible. In some cases, these installations have utilised sepa-
rate acid and methanation tanks. 
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Figure 22.3 shows an example of a town-scale digester plant, where the 
biogas is used in a combined electric power and district heat generating 
plant (Kraemer, 1981). Expected energy flows are indicated. Storage of bio-
gas for the rural cooking systems is accomplished by variable-volume 
domes collecting the gas as it is produced (e.g., an inverted, water-locked 
can placed over the digester core). Biogas contains approximately 23 MJ m-3 
and is therefore a medium-quality gas. CO2 removal is necessary in order to 
achieve pipeline quality. An inexpensive way of achieving over 90% CO2 
removal is by water spraying. This way of producing compressed methane 
gas from biogas allows for automotive applications, such as the farmer pro-
ducing tractor fuel on site. In New Zealand such uses have been developed 
since 1980 (see Fig. 22.4; Stewart and McLeod, 1980). Several demonstration 
experiences have recently been obtained in Sweden (Losciale, 2002). 

 

 
 

Figure 22.3. Calculated energy flows for a town biogas reactor plant, consisting of 
three successive units with ten days residence time in each. A biogas motor drives an 
electric generator, and the associated heat is, in part, recycled to the digestion proc-
ess, while the rest is fed into the town district heating lines. Flows (all numbers with-
out indicated unit) are in GJ d-1 (based on energy planning for Nysted commune, 
Denmark; Kraemer, 1981). 

 

Storage of a certain amount of methane at ambient pressure requires over 
a thousand times more volume than the equivalent storage of oil. However, 
actual methane storage at industrial facilities uses pressures of about 140 
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times ambient (Biomass Energy Institute, 1978), so the volume penalty rela-
tive to oil storage would then be a factor of 9. Storage of methane in zeolitic 
material for later use in vehicles has been considered. 

If residues are recycled, little environmental impact can be expected from 
anaerobic digestion. The net impact on agriculture may be positive, owing to 
nutrients being made more accessible and due to parasite depression. Unde-
sirable contaminants, such as heavy metals, are returned to the soil in ap-
proximately the same concentrations as they existed before collection, unless 
urban pollution has access to the feedstock. The very fact that digestion 
depends on biological organisms may imply that warning signals in terms 
of poor digester performance may direct early attention to pollution of crop-
land or urban sewage systems. In any case, pollutant-containing waste, for 
example, from industry, should never be mixed with the energy-valuable 
biological material in urban refuse and sewage. The methane-forming bacte-
ria are more sensitive to changes in environment, such as temperature and 
acidity, than the acid-forming ones. 

 
 
 

 
 
 
 
 
 
 
 
 
 
 

 

Figure 22.4. Schematic 
view of New Zealand 
scheme for methane 
production and vehicle 
use (from Stewart, D. 
and McLeod, R., New 
Zealand Journal of Agri-
culture, Sept. 1980, 9-24. 
With permission). 
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The digestion process itself does not emit pollutants if it operates cor-
rectly, but gas cleaning, such as H2S removal, may lead to emissions. The 
methane gas itself shares many of the accident hazards of other gaseous 
fuels, being asphyxiating and explosive at certain concentrations in air 
(roughly 7−14% by volume). For rural cooking applications, the impacts may 
be compared with those of the fuels being replaced by biogas, notably wood 
burned in simple stoves. In these cases, as follows from the discussion in 
Chapter 21, the environment is dramatically improved by introducing bio-
gas digesters. 

An example of early biogas plants for use on a village scale in China, In-
dia and Pakistan is shown in Fig. 22.5. All the reactions take place in one 
compartment, which does not necessarily lead to optimum conversion effi-
ciency. The time required for the acid-forming step is less than 24 h, whereas 
the duration of the second step should be 10−30 days. The heating of the 
fermentation tank required for application in many climatic regions may be 
derived from solar collectors, which could form the top cover of the tank. 
Alternatively, the top cover may be an inflatable dome serving as a store of 
gas, which can smooth out a certain degree of load variation. Some installa-
tions obtain the highest efficiency by batch operation, i.e. by leaving one 
batch of biological material in the tank for the entire fermentation period. 
The one shown in Fig. 22.5 allows continuous operation, i.e. a fraction of the 
slurry is removed every day and replaced by fresh biological material. 

 

 
Figure 22.5. Single-chamber biogas plant (based on Chinese installations described by 
Appropriate Technology Development Organization, 1976). 
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Examples of predicted biogas production rates, for simple plants of the 
type shown in Fig. 22.5 and based on fluid manure from dairy cows, pigs or 
poultry, are shown in Table 22.2 and Fig. 22.6. Table 22.2 gives typical bio-
gas production rates, per day and per animal, while Fig. 22.6 gives the con-
version efficiencies measured, as functions of fermentation time (tank resi-
dence time), in a controlled experiment. The conversion efficiency is the 
ratio of the energy in the biogas (approximately 23 MJ m−3 of gas) and the 
energy in the manure, which would be released as heat by complete burning 
of the dry matter (some typical absolute values are given in Table 22.2). The 
highest efficiency is obtained with pigs’ slurry, but the high bacteriological 
activity in this case occasionally has the side-effect of favouring bacteria 
other than those helping to produce biogas, e.g. ammonia-producing bacte-
ria, the activity of which may destroy the possibility of further biogas pro-
duction (Olsen, 1975). 
 
Source Manure per day Biogas per day 
 kg wet weight MJ m3 MJ 
Cows 40 62 1.2 26 
Pigs 2.3 6.2 0.18 3.8 
Hens 0.19 0.9 0.011 0.26 

Table 2.2. Manure and potential biogas production for 
a typical animal per day (based on Taiganides, 1974). 
 
 

Figure 22.6. Measured conversion efficiencies (ratio be- 
tween energy in biogas gas produced and energy in the  
manure) for simple biogas plants (like Fig. 22.5). Some  
10−13 kg of fresh manure was added per day and per m3  
of tank volume (based on Gramms et al., 1971). 
 

As mentioned, the manure residue from biogas plants has a high value as 
fertiliser because the decomposition of organic material followed by hydro-
carbon conversion leaves plant nutrients (e.g. nitrogen that was originally 
bound in proteins) in a form suitable for uptake. Malignant bacteria and 
parasites are not removed to as high a degree as by composting, owing to 
the lower process temperature. 

Some city sewage plants produce biogas (by anaerobic fermentation of 
the sewage) as one step in the cleaning procedure, using the biogas as fuel 
for driving mechanical cleaning devices, etc. In this way it is in many cases 
possible to avoid any need for other energy inputs and in some cases to 
become a net energy producer (Danish Energy Agency, 1992). Figure 22.7 
shows the system layout for a 300 t of biomass per day biogas plant accept-
ing multiple types of feedstock and capable of delivering both power, proc-
ess and district heat, and fertiliser. Figure 22.8 gives the measured perform-
ance data for nine large prototype biogas plants in Denmark. 
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The average production of the large-size Danish biogas plants was 35.1 
m3 per m3 of biomass (at standard pressure, methane content in the biogas 
being on average 64%), or 806 MJ m−3 (the numbers are from 1992; Tafdrup, 
1993). In-plant energy use amounted to 90 MJ m−3 distributed on 28 MJ elec-
tricity and 50 MJ heat, all produced by the biogas plant itself. Fuel used in 
transporting manure to the plant totalled 35 MJ, and the fertiliser value of 
the returned residue was estimated at 30 MJ. Thus, the net outside energy 
requirement is 5 MJ for a production of 716 MJ, or 0.7%, corresponding to an 
energy payback time of 3 days. If the in-plant biogas use is added, the en-
ergy consumption in the process is 13%. To this should be added the energy 
for construction of the plant, which has not been estimated. However, the 
best plants roughly break even economically, indicating that the overall 
energy balance is acceptable. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 22.7. Lay-
out of Lintrup 
biogas plant 
(Danish Energy 
Agency, 1992). 
 
 
 

 
 

Greenhouse gas emissions 
Using, as in the energy balance section above, the average of large Danish 
plants as an example, the avoided CO2 emission from having the combined 
power and heat production use biomass instead of coal as a fuel is 68 kg per 
m3 of biomass converted. Added should be emissions from transportation of 
biomass, estimated at 3 kg, and the avoided emissions from conventional 
production of fertiliser replaced by biogas residue, estimated at 3 kg. Re-
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duced methane emissions, relative to the case of spreading manure directly 
on the fields, is of the order of 61 kg CO2 equivalent (Tafdrup, 1993). As 
regards nitrous oxide, there is a possible gain by avoiding denitrification in 
the soil, but high uncertainty has made an actual estimate fortuitous at the 
present. The overall CO2 reduction obtained by summing up the estimates 
given above is then 129 kg for each m3 of biomass converted to biogas. 

 
 
 
 
Figure 22.8. 
Annual average 
production effi-
ciency (m3 of 
biogas at stan-
dard pressure, 
denoted Nm3, 
per m3 of bio-
mass feedstock) 
for nine com-
munity-size 
biogas plants in 
Denmark (Dan-
ish Energy 
Agency, 1992). 
 
 

Other environmental effects 
Compared with the current mix of coal, oil or natural gas plants, biogas plants 
have a 2−3 times lower SO2 emission but a correspondingly higher NOx emis-
sion. Higher ammonia content in the digested residue calls for greater care in 
using fertiliser from biogas plants, in order to avoid loss of ammonia. This is 
also true as regards avoiding loss of nutrients from fertiliser to waterways. 
Compared to spreading manure not refined by the biogas production process, 
a marked gain in fertiliser quality has been noted, including a much better 
defined composition, which will contribute to assisting correct dosage and 
avoiding losses to the environment. The dissemination of biogas plants re-
moves the need for landfills, which is seen as an environmental improvement. 
Odour is moved from the fields (where manure and slurry would otherwise 
be spread) to the biogas plant, where it can be controlled by suitable measures 
(filters, etc.) (Tafdrup, 1993). 

 
Hydrogen-producing cultures  
Biochemical routes to fuel production include a number of schemes not 
presently developed to a technical or economic level of commercial interest. 
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Hydrogen is a fuel that may be produced directly by biological systems. 
Hydrogen enters in the process of photosynthesis, as it proceeds in green 
plants, where the net result of the process is 

 

2H2O + solar radiation →   4e- + 4H+ + O2. 
 
However, the electrons and protons do not combine directly to form hydro-
gen, 

  

4e- + 4H+  →  2H2,  
 

but instead transfer their energy to a more complex molecule (NADPH2; 
Sørensen, 2005), which is capable of driving the CO2 assimilation process. By 
this mechanism, the plants avoid recombination of oxygen and hydrogen 
from the two processes mentioned above. Membrane systems keep the 
would-be reactants apart, and thus the energy-rich compound may be trans-
ported to other areas of the plant, where it takes part in plant growth and 
respiration. 

Much thought has been given to modifications of plant material (e.g., by 
genetic engineering), in such a way that free hydrogen is produced on one 
side of a membrane and free oxygen on the other side (Berezin and Var-
folomeev, 1976; Calvin, 1974; Hall et al., 1979; Sørensen, 2005; 2006). 

While dissociation of water (by light) into hydrogen and oxygen 
(photolysis; cf. Chapter 34) does not require a biological system, it is possi-
ble that utilisation of the process on a realistic scale can be more easily 
achieved if the critical components of the system, notably the membrane and 
the electron transport system, are of biological origin. Still, a breakthrough is 
required before any thought can be given to practical application of direct 
biological hydrogen production cultures. 
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Anaerobic fermentation processes may be used not only to produce gases 
but also to produce liquid fuels from biological raw materials. An example 
is the ethanol production (22.4) from glucose, known as standard yeast fer-
mentation in the beer, wine and liquor industries. It has to take place in 
steps, such that the ethanol is removed (by distillation or dehydrator appli-
cation) whenever its concentration approaches a value (around 12%), which 
would impede reproduction of the yeast culture. 

In order to reduce the primary biological material (e.g. molasses, cellulose 
pulp or citrus fruit wastes) to glucose, the hydrolysis process (22.6) may be 
used. Some decomposition takes place in any acid solution, but in order to 
obtain complete hydrolysis, specific enzymes must usually be provided, 
either directly or by adding micro-organisms capable of forming such en-
zymes. The yeast fungi themselves contain enzymes capable of decompos-
ing polysaccharides into glucose. The theoretical maximum efficiency of 
glucose-to-ethanol conversion (described in more detail below) is 97%, and, 
according to Calvin (1977), the Brazilian alcohol industry already in 1974 
obtained 14% of the energy in the raw sugar input, in the form of ethanol 
produced by fermentation of just the molasses residues from sugar refining, 
i.e. in addition to the crystallised sugar produced. A more recent figure is 
25% (see Fig. 23.2) for an optimised plant design but including some indirect 
energy inputs (EC, 1994; energy for transportation of biomass from the place 
of production to the ethanol plant is still not included). 

Mechanical energy input, e.g. for stirring, could be covered by the fer-
mentation wastes if they were burned in a steam power plant. In the Euro-
pean example (EC, 1994), these inputs amount to about a third of the energy 
inputs through the sugar itself. 

Alternative fermentation processes based on molasses or other sugar-
containing materials produce acetone−butanol, acetone−ethanol or buta-
nol−isopropanol mixtures, when the proper bacteria are added. In addition, 
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carbon dioxide and small amounts of hydrogen are formed (see e.g. Beesch, 
1952; Keenan, 1977). 

Conversion of biomass into liquid fuels appears in the overview of Fig. 
22.1 showing the conversion routes open for biofuel generation. Also fossil 
biomass may sustain such conversion (e.g. from coal to oil; cf. Chapter 24). 
Among the non-food energy uses of biomass, there are several options lead-
ing to liquid fuels, which may serve as a substitute for oil products. As indi-
cated in Fig. 22.1, liquid end products appear as the result of either bio-
chemical conversion using fermentation bacteria or a thermochemical con-
version process involving gasification and, for example, further methanol 
synthesis. These processes, which convert biomass into liquid fuels that are 
easy to store, are discussed below, but first the possibility of direct produc-
tion of liquid fuels by photosynthesis is presented. 

 
Direct photosynthetic production of hydrocarbons  

Oil from the seeds of many plants, such as rape, olive, groundnut, corn, 
palm, soy bean, and sunflower, is used as food or in the preparation of food. 
Many of these oils will burn readily in diesel engines and can be used di-
rectly or mixed with diesel oil of fossil origin, as they are indeed in several 
pilot projects around the world. However, in most of these cases the oil does 
not constitute a major fraction of the total harvest yield, and any expansion 
of these crops to provide an excess of oil for fuel use would interfere with 
food production. A possible exception is palm oil, because inter-cropping of 
palm trees with other food crops may provide advantages such as retaining 
moisture and reducing wind erosion. 

Much interest is therefore concentrated on plants that yield hydrocarbons 
and that, at the same time, are capable of growing on land unsuited for food 
crops. Calvin (1977) first identified the Euphorbia family as an interesting 
possibility. The rubber tree, Hevea brasiliensis, is of this family, and its rubber 
is a hydrocarbon−water emulsion, the hydrocarbon of which (polyisoprene) 
has a large molecular weight, about a million, making it an elastomer. How-
ever, other plants of the genus Euphorbia yield latex of much lower molecu-
lar weight, which could be refined in much the same way as crude oil. In the 
tropical rainforests of Brazil, Calvin found a tree, Cobaifera langsdorfii, which 
annually yields some 30 litres of virtually pure diesel fuel (Maugh, 1979). 
Still, the interest centres on species that are likely to grow in arid areas such 
as the deserts of the southern United States, Mexico, Australia, and so on. 

Possibilities include Euphorbia lathyris (gopher plant), Simmondsia chin-
ensis (jojoba), Cucurdia foetidissima (buffalo gourd) and Parthenium argen-
tatum (guayule). The gopher plant has about 50% sterols (on a dry weight 
basis) in its latex, 3% polyisoprene (rubber), and a number of terpenes. The 
sterols are suited as feedstocks for replacing petroleum in chemical applica-
tions. Yields of first-generation plantation experiments in California are 15− 
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25 barrels of crude oil equivalent or some 144 GJ ha-1 (i.e., per 104 m2). In the 
case of Hevea, genetic and agronomic optimisation has increased yields by a 
factor of 2000 relative to those of wild plants, so quite high hydrocarbon 
production rates should be achievable after proper development (Calvin, 
1977; Johnson and Hinman, 1980; Tideman and Hawker, 1981). Other re-
searchers are less optimistic (Stewart et al., 1982; Ward, 1982). Currently, 
rapeseed-based bio-diesel oil is produced in several European countries, by 
simply squeezing the oil out of the seeds. The consumer cost of plant oils 
used for food (olive oil, sunflower oil, etc.) is currently some ten times 
higher than the cost of diesel oil, so the reason that rapeseed oil production 
is seen as profitable by European farmers is a subsidy given by the EU 
Commission for reducing food-production acreage. 

 
Alcohol fermentation  

The ability of yeast and bacteria such as Zymomonas mobilis to ferment sugar-
containing material to form alcohol is well known from beer, wine, and 
liquor manufacture. If the initial material is cane sugar, the fermentation 
reaction may be summarised as 

 C6H12O6 →  2C2H5OH + 2CO2.                (23.1) 
 

The energy content of ethanol is 30 MJ kg-1, and its octane rating is 89−100. 
With alternative fermentation bacteria, the sugar may be converted into 
butanol, C2H5(CH2)2OH. In Brazil, the cost of ethanol has recently come 
down to that of gasoline (Johansson, 2002), but with possible environmental 
externalities not accounted for. 

In most sugar-containing plant material, the glucose molecules exist in 
polymerised form such as starch or cellulose, of the general structure 
(C6H10O5)n. Starch or hemicellulose is degraded to glucose by hydrolysis (cf. 
Fig. 22.1), while lignocellulose resists degradation owing to its lignin con-
tent. Lignin glues the cellulosic material together to keep its structure rigid, 
whether it be crystalline or amorphous. Wood has high lignin content (about 
25%), and straw also has considerable amounts of lignin (13%), while potato 
or beet-starch contains very little lignin. 

Some of the lignin seals may be broken by pre-treatment, ranging from 
mechanical crushing to the introduction of swelling agents causing rupture 
(Ladisch et al., 1979). 

The hydrolysis process is given by (22.2). In earlier times, hydrolysis was 
always achieved by adding an acid to the cellulosic material. During both 
world wars, Germany produced ethanol from cellulosic material by acid 
hydrolysis, but at very high cost. Acid recycling is incomplete; with low acid 
concentration the lignocelluloses is not degraded, and with high acid con-
centration the sugar already formed from hemicellulose is destroyed. 
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Consequently, alternative methods of hydrolysis have been developed, 
based on enzymatic intervention. Bacterial (e.g., of the genus Trichoderma) or 
fungal (such as Sporotrichum pulverulentum) enzymes have proved capable of 
converting cellulosic material, at near ambient temperatures, to some 80% 
glucose and a remainder of cellodextrins (which could eventually be fer-
mented, but in a separate step with fermentation micro-organisms other 
than those responsible for the glucose fermentation) (Ladisch et al., 1979). 

The residue left behind after the fermentation process (23.1) can be 
washed and dried to give a solid product suitable as fertiliser or as animal 
feed. The composition depends on the original material, in particular with 
respect to lignin content (small for residues of molasses, beets, etc., high for 
straws and woody material, but with fibre structure broken as a result of the 
processes described above). If the lignin content is high, direct combustion 
of the residue is feasible, and it is often used to furnish process heat to the 
final distillation. 

The outcome of the fermentation process is a water−ethanol mixture. 
When the alcohol fraction exceeds about 10%, the fermentation process 
slows down and finally halts. Therefore, an essential step in obtaining fuel 
alcohol is to separate the ethanol from the water. Usually, this is done by 
distillation, a step that may make the overall energy balance of the ethanol 
production negative. The sum of agricultural energy inputs (fertiliser, vehi-
cles, machinery) and all process inputs (cutting, crushing, pre-treatment, 
enzyme recycling, heating for different process steps from hydrolysis to 
distillation), as well as energy for transport, is, in existing operations such as 
those of the Brazilian alcohol programme (Trinidade, 1980), around 1.5 
times the energy outputs (alcohol and fertiliser if it is utilised). However, if 
the inputs are domestic fuels, for example, combustion of residues from 
agriculture, and if the alcohol produced is used to displace imported oil 
products, the balance might still be quite acceptable from a national eco-
nomic point of view. 

If, further, the lignin-containing materials of the process are recovered 
and used for process heat generation (e.g. for distillation), then such energy 
should be counted not only as input but also as output, making the total 
input and output energy roughly balance. Furthermore, more sophisticated 
process design, with cascading heat usage and parallel distillation columns 
operating with a time displacement such that heat can be reused from col-
umn to column (Hartline, 1979), could reduce the overall energy inputs to 
55−65% of the outputs. 

Radically improved energy balances would emerge if distillation could be 
replaced by a less energy intensive separation method. Several such meth-
ods for separating water and ethanol have been demonstrated on a labora-
tory scale, including: drying with desiccants such as calcium hydroxide, 
cellulose, or starch (Ladisch and Dyck, 1979); gas chromatography using 
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rayon to retard water, while organic vapours pass through; solvent extrac-
tion using dibutyl phthalate, a water-immiscible solvent of alcohols; and 
passage through semipermeable membranes or selective zeolite absorbers 
(Hartline, 1979) and phase separation (APACE, 1982). The use of dry cellu-
lose or starch appears particularly attractive, because over 99% pure alcohol 
can be obtained with less than 10% energy input, relative to the combustion 
energy of the alcohol. Furthermore, the cellulosic material may be cost-free, 
if it can be taken from the input stream to the fermentation unit and re-
turned to it after having absorbed water (the fermentation reaction being 
“wet” anyway). The energy input of this scheme is for an initial distillation, 
bringing the ethanol fraction of the aqueous mixture from the initial 5−12% 
up to about 75%, at which point the desiccation process is started. As can be 
seen from Fig. 23.1, the distillation energy is modest up to an alcohol content 
of 90% and then starts to rise rapidly. The drying process thus substitutes 
for the most energy-expensive part of the distillation process. 

 
 
 
 
 
 
 
 

 

Figure 23.1. Distillation 
energy for ethanol−water 
mixture, as a function of 
ethanol content (assumed 
initial ethanol fraction 12%) 
(based on Ladisch and 
Dyck, 1979). 
 
 
 
 

 

The ethanol fuel can be stored and used in the transportation sector much 
the same way as gasoline. It can be mixed with gasoline or can fully replace 
gasoline in spark ignition engines with high compression ratios (around 11). 
The knock resistance and high octane number of ethanol make this possible, 
and with pre-heating of the alcohol (using combustion heat that is recycled), 
the conversion efficiency can be improved. Several countries presently use 
alcohol−gasoline blends with up to 10% ethanol. This does not require any 
engine modification. Altering the gasoline Otto engines may be inconven-
ient in a transition period, but if alcohol distribution networks are imple-
mented and existing gas stations modified, then the car engines could be 
optimised for alcohol fuels without regard to present requirements. A possi-
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ble alternative to spark ignition engines is compression ignition engines, 
where auto-ignition of the fuel under high compression (a ratio of 25) re-
places spark or glow plug ignition. With additives or chemical transforma-
tion into acetal, alcohol fuels could be used in this way (Bandel, 1981). Etha-
nol does not blend with diesel oil, so mixtures do require the use of special 
emulsifiers (Reeves et al., 1982). However, diesel oil can be mixed with other 
biofuels without problems, e.g. the plant oils (rapeseed oil, etc.) presently in 
use in Germany. 

A number of concerns with regard to the environmental impacts of the 
ethanol fermentation energy conversion chain must be considered. First of 
all, the biomass being used may have direct uses as food or may be grown in 
competition with production of food. The reason is, of course, that the easi-
est ethanol fermentation is obtained by starting with a raw material with as 
high a content of elementary sugar as possible, i.e. starting with sugar cane 
or cereal grain. Since sugar cane is likely to occupy prime agricultural land, 
and cereal production must increase with increasing world population, 
neither of these biomass resources should be used as fermentation inputs. 
However, residues from cereal production and from necessary sugar pro-
duction (present sugar consumption is in many regions of the world too 
high from a health and nutrition point of view) could be used for ethanol 
fermentation, together with urban refuse, extra crops on otherwise commit-
ted land, perhaps aquatic crops and forest renewable resources. Concerns 
about proper soil management, recycling nutrients, and covering topsoil to 
prevent erosion are very appropriate in connection with the enhanced tillage 
utilisation that characterises combined food and ethanol production 
schemes. 

The issues of competition with food and other (industry feedstock) uses 
of the biomass used for ethanol production could be reduced if only biomass 
residues were employed, and if nutrients were returned to the fields after 
energy extraction. This requires further enzyme additions for degradation of 
ligno-cellulosic components and may lead to slightly higher ethanol produc-
tion costs. On the other hand, the biomass resource potential is greatly 
enlarged, as some 90% of harvested biomass does not end up as food 
(Sørensen, 2002b). The enzymes and catalysts needed for producing ethanol 
from agricultural residues and household waste have already been devel-
oped (Ögren et al., 2007; Li et al., 2007). 

The hydrolysis process involves several potential environmental impacts. 
If acids are used, corrosion and accidents may occur, and substantial 
amounts of water would be required to clean the residues for reuse. Most 
acid would be recovered, but some would follow the sewage stream. Enzy-
matic hydrolysis would seem less cumbersome. Most of the enzymes would 
be recycled, but some might escape with wastewater or residues. Efforts 
should be made to ensure that they are made inactive before any release. 
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This is particularly important when, as envisaged, the fermentation residues 
are to be brought back to the fields or used as animal feed. A positive impact 
is the reduction of pathogenic organisms in residues after fermentation. 

Transport of biomass could involve dust emissions, and transport of 
ethanol might lead to spills (in insignificant amounts, as far as energy is 
concerned, but with possible local environmental effects), but overall the 
impacts from transport would be very small.  

Finally, the combustion of ethanol in engines or elsewhere leads to pol-
lutant emissions. Compared with gasoline combustion, emissions of carbon 
monoxide and hydrocarbons diminish, while those of nitrous oxides, aro-
matics, and aldehydes increase (Hespanhol, 1979), assuming that modified 
ignition engines are used. With special ethanol engines and exhaust con-
trols, critical emissions may be controlled. In any case, the lead pollution still 
associated with gasoline engines in some countries would be eliminated. 

 

Figure 23.2. Energy flows in the production of ethanol from sugar beets (EC, 1994). 
Energy inputs to biomass growth, harvesting and transport are not indicated. 

 
The energy balance of current ethanol production from biomass is not 

very favourable. A European study has estimated the energy flows for a 
number of feedstocks (EC, 1994). The highest yield of about 100 GJ ha−1 is 
found for sugar beets, shown in Fig. 23.2, but the process energy inputs and 
allotted life-cycle inputs into technical equipment are as large as the energy 
of the ethanol produced. A part of this may be supplied from biogas co-
produced with the ethanol, but the overall energy efficiency remains low. 
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OUS AND OTHER FUELS 
 
 

 
 
    Before discussing the conversion of fresh biomass, the gasification of coal 
is briefly discussed because of its potential importance for continued use of 
fossil biomass (coal being the largest such source) and also because of its 
similarity to processes relevant for other solid biomass. 

Inefficient conversion of coal to oil has historically been used by isolated 
coal-rich but oil-deficient nations (Germany during World War II, South 
Africa). Coal is gasified to carbon monoxide and hydrogen, which is then, 
by the Fischer−Tropsch process (passage through a reactor, e.g. a fluidised 
bed, with a nickel, cobalt, or iron catalyst), partially converted into hydro-
carbons. Sulphur compounds have to be removed as they would impede the 
function of the catalyst. The reactions involved are of the form 

 

(2n + 1)H2 + nCO →  CnH2n+2 + nH2O, 
(n + 1)H2 + 2nCO →  CnH2n+2 + nCO2  

 

and conversion efficiencies range from 21 to 55% (Robinson, 1980). Further 
separation of the hydrocarbons generated may then be performed, for in-
stance, gasoline corresponding to the range 4 ≤ n ≤ 10 in the above formulae. 

Alternative coal liquefaction processes involve direct hydrogenation of 
coal under suitable pressures and temperatures. Pilot plants have been op-
erating in the United States, producing up to 600 t a day (slightly different 
processes are named “solvent refining”, “H-coal process”, and “donor sol-
vent process”; cf. Hammond, 1976). From an energy storage point of view, 
either coal or the converted product may be stockpiled. 

For use in the transportation sector, production of liquid hydrocarbons 
such as methanol from natural gas could also be advantageous. In the long 
term, methanol is likely to be produced from renewable biomass sources as 
described in Section 24.2. 
    Conversion of fossil biomass such as coal into a gas is considered a way of 
reducing the negative environmental impacts of coal utilisation. However, 
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in some cases the impacts have only been moved but not eliminated. Con-
sider, for example, a coal-fired power plant with 99% particle removal from 
flue gases. If it were to be replaced by a synthetic gas-fired power plant with 
gas produced from coal, then sulphur could be removed at the gasification 
plant using dolomite-based scrubbers. This would practically eliminate the 
sulphur oxide emissions, but on the other hand, dust emissions from the 
dolomite processing would represent particle emissions twice as large as 
those avoided at the power plant by using gas instead of coal (Pigford, 
1974). Of course, the dust is emitted at a different location. 

This example, as well as the health impacts associated with coal mining, 
whether on the surface or in mines (although not identical), has sparked 
interest in methods of gasifying coal in situ. Two or more holes are drilled. 
Oxygen (or air) is injected through one, and a mixture of gases, including 
hydrogen and carbon oxides, emerges at the other hole. The establishment 
of proper communication between holes, and suitable underground contact 
surfaces, has proved difficult, and recovery rates are modest. 

The processes involved would include 
  

2C+ O2 →  2CO,                    (24.1) 
 

CO + H2O ↔  CO2 + H2.                  (24.2) 
 

The stoichiometric relation between CO and H2 can then be adjusted using 
the shift reaction (24.2), which may proceed in both directions, depending 
on steam temperature and catalysts. This opens the way for methane syn-
thesis through the reaction 

  

CO+ 3H2 →  CH4 + H2O.                  (24.3) 
 

At present, the emphasis is on improving gasifiers using coal already ex-
tracted. Traditional methods include the Lurgi fixed-bed gasifier (providing 
gas under pressure from non-caking coal at a conversion efficiency often as 
low as 55%) and the Koppers−Totzek gasifier (oxygen input, the produced 
gas unpressurised, also of low efficiency). 

Improved process schemes include the hy-gas process, requiring a hydro-
gen input; the bi-gas concept of brute force gasification at extremely high 
temperatures; and the slagging Lurgi process, capable of handling pow-
dered coal (Hammond, 1976). 

Promising, but still at an early stage of development, is catalytic gasifica-
tion (e.g. potassium catalyst), where all processes take place at a common, 
relatively low temperature, so that they can be combined in a single reactor 
(Fig. 24.1). The primary reaction here is 

  

C + H2O →  H2+CO                 (24.4) 
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(H2O being in the form of steam above 550°C), to be followed by (24.2) and 
(24.3). The catalyst allows all processes to take place at 700°C. Without cata-
lyst, the gasification would have to take place at 925°C and the shift reaction 
and methanation at 425°C, that is, in a separate reactor where excess hydro-
gen or carbon monoxide would be lost (Hirsch et al., 1982). 
 

 
 

Figure 24.1. Schematic diagram of catalytic gasification process (SNG is synthetic 
natural gas). (From Hirsch et al., 1982. Reprinted from Science, 215, 121-127, 8, Janu-
ary 1982, with permission. Copyright 1982 American Association for the Advance-
ment of Science.) 
 

In a coal gasification scheme, storage would be (of coal) before conver-
sion. Peat can be gasified in much the same way as coal, as can wood (with 
optional subsequent methanol conversion as described in Section 24.2). 

  
 

24.1 Thermochemical gasification of fresh biomass  

Gasification of biomass, and particularly wood and other lignin-containing 
cellulosic material, has a long history. The processes may be viewed as 
“combustion-like” conversion, but with less oxygen available than needed 
for burning. The ratio of oxygen available and the amount of oxygen that 
would allow complete burning is called the “equivalence ratio”. For equiva-
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lence ratios below 0.1 the process is called “pyrolysis”, and only a modest 
fraction of the biomass energy is found in the gaseous product — the rest 
being in char and oily residues. If the equivalence ratio is between 0.2 and 
0.4, the process is called a proper “gasification”. This is the region of maxi-
mum energy transfer to the gas (Desrosiers, 1981). 
 
Chemical reaction            Energy consumed (kJ g−1)a  Products / process 

C6H10O5 →  6C + 5H2 + 2.5 O2 5.94b Elements, dissociation 
C6H10O5 →  6C + 5H2O(g) −2.86 Charcoal, charring 
C6H10O5 →  0.8 C6H8O + 1.8 H2O(g) + 1.2 CO2  −2.07c oily residues, pyrolysis 
C6H10O5 →  2C2H4 + 2CO2 + H2O(g) 0.16 Ethylene, fast pyrolysis 
C6H10O5 + ½O2 →  6CO + 5H2 1.85 Synthesis gas, gasification 
C6H10O5 + 6H2 →  6”CH2” + 5 H2O(g) −4.86d Hydrocarbons, −genera-

tion 
C6H10O5 + 6O2 →  6CO2 + 5 H2O(g) −17.48 heat, combustion 
   

  

Table 24.1. Energy change for idealised cellulose thermal conversion reactions. 
(Source: T. Reed (1981), in Biomass Gasification (T. Reed, ed.), reproduced with per-
mission. Copyright 1981, Noyes Data Corporation, Park Ridge, NJ) 
a Specific reaction heat. 
b The negative of the conventional heat of formation calculated for cellulose from the 
heat of combustion of starch. 
c Calculated from the data for the idealised pyrolysis oil C6H8O (∆Hc = — 745.9 kcal 
mol−1, ∆Hf = 149.6 kcal g−1, where Hc = heat of combustion and Hf = heat of fusion). 
d Calculated for an idealised hydrocarbon with ∆Hc as above. H2 is consumed. 

 
 

 
 
 

 

Figure 24.2. Calculated 
energy content in gas and 
char produced by equilib-
rium processes between 
air (or oxygen) and bio-
mass, as a function of 
equivalence ratio. (From 
Reed, 1981. Reprinted 
from Biomass Gasification 
(T. Reed, ed.), with per-
mission. Copyright 1981, 
Noyes Data Corporation, 
Park Ridge, NJ). 
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The chemical processes involved in biomass gasification are similar to the 
reactions (24.1)−(24.4) for coal gasification. Table 24.1 lists a number of reac-
tions involving polysaccharidic material, including pyrolysis and gasifi-
cation. In addition to the chemical reaction formulae, the table gives en-
thalpy changes for idealised reactions (i.e., neglecting the heat required to 
bring the reactants to the appropriate reaction temperature). Figure 24.2 
gives the energy of the final products, gas and char, as a function of the 
equivalence ratio, still based on an idealised thermodynamical calculation. 
The specific heat of the material is 3 kJ g−1 of wood at the peak of energy in 
the gas, increasing to 21 kJ g−1 of wood for combustion at equivalence ratio 
equal to unity. Much of this sensible heat can be recovered from the gas, so 
that process heat inputs for gasification can be kept low. 

Figure 24.3 gives the equilibrium composition calculated as a function of 
the equivalence ratio. By equilibrium composition is understood the compo-
sition of reaction products occurring after the reaction rates and reaction 
temperature have stabilised adiabatically. The actual processes are not nec-
essarily adiabatic; in particular the low-temperature pyrolysis reactions are 
not. Still, the theoretical evaluations assuming equilibrium conditions serve 
as a useful guideline for evaluating the performance of actual gasifiers. 

 
 

 
 
 
 
 
 

 

Figure 24.3. Calcu-
lated gas composi-
tion resulting from 
equilibrium proc-
esses between air 
and biomass, as a 
function of equiva-
lence ratio. (From 
Reed, 1981. Re-
printed from Bio-
mass Gasification (T. 
Reed, ed.), with 
permission. Copy-
right 1981, Noyes 
Data Corporation, 
Park Ridge, NJ). 
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The idealised energy change calculation of Table 24.1 assumes a cellulosic 
composition such as the one given in (22.2). For wood, the average ratios of 
carbon, hydrogen and oxygen are 1:1.4:0.6 (Reed, 1981). 

 

 
Figure 24.4. Gasifier types: (a) updraft, (b) downdraft, and (c) fluidised bed. 

 
Figure 24.4 shows three examples of wood gasifiers: the updraft, the 

downdraft, and the fluidised bed types. The drawback of the updraft type is 
a high rate of oil, tar, and corrosive chemical formation in the pyrolysis 
zone. This problem is solved by the downdraft version, where such oils and 
other matter pass through a hot charcoal bed in the lower zone of the reactor 
and become cracked to simpler gases or char. The fluidised bed reactor may 
prove superior for large-scale operations, because passage time is smaller. 
The drawback of this is that ash and tars are carried along with the gas and 
have to be removed later in cyclones and scrubbers. Several variations on 
these gasifier types  have been suggested (Drift, 2002; Gøbel et al., 2002). 

The gas produced by gasification of biomass is a “medium-quality gas”, 
meaning a gas with burning value in the range 10−18 MJ m−3. This gas may 
be used directly in Otto or diesel engines, it may be used to drive heat pump 
compressors, or alternatively, it may by upgraded to pipeline-quality gas 
(about 30 MJ m-3) or converted to methanol, as discussed in Section 24.2. 

Environmental impacts derive from biomass production, collection (e.g. 
forestry work) and transport to gasification site, from the gasification and 
related processes, and finally from the use made of the gas. The gasification 
residues − ash, char, liquid waste water, and tar − have to be disposed of. 
Char may be recycled to the gasifier, while ash and tars could conceivably 
be utilised in the road or building construction industry. The alternative of 
landfill disposal would represent a recognised impact. Investigations of 
emissions from combustion of producer gas indicate low emissions of ni-
trous oxides and hydrocarbons, as compared with emissions from combus-
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tion of natural gas. In one case, carbon monoxide emissions were found to 
be higher than for natural gas burning, but it is believed that this problem 
can be rectified as more experience in adjusting air-to-fuel ratios is gained 
(Wang et al., 1982). 

 

24.2  Methanol from biomass   

There are various ways of producing methanol from biomass sources, as 
indicated in Fig. 22.1. Starting from wood or isolated lignin, the most direct 
routes are by liquefaction or by gasification. The pyrolysis alternative gives 
only a fraction of the energy in the form of a producer gas. 

By high-pressure hydrogenation, biomass may be transformed into a mix-
ture of liquid hydrocarbons suitable for further refining or synthesis of 
methanol (Chartier and Meriaux, 1980), but all methanol production 
schemes so far have used a synthesis gas, which may be derived from wood 
gasification or coal gasification. The low-quality “producer gas” resulting 
directly from the wood gasification (used in cars throughout Europe during 
World War II) is a mixture of carbon monoxide, hydrogen gas, carbon diox-
ide, and nitrogen gas. If air is used for gasification, the energy conversion 
efficiency is about 50%, and if pure oxygen is used instead, some 60% effi-
ciency is possible, and the gas produced has less nitrogen content (Robinson, 
1980). Gasification or pyrolysis could conceivably be performed with heat 
from (concentrating) solar collectors, for example, in a fluidised bed gasifier 
maintained at 500°C. 

The producer gas is cleaned, CO2 and N2 as well as impurities are re-
moved (the nitrogen by cryogenic separation), and methanol is generated at 
elevated pressure by the reaction 

  

2H2 + CO →  CH3OH.                     (24.5) 
 

The carbon monoxide and hydrogen gas (possibly with additional CO2) is 
called the “synthesis gas”, and it is usually necessary to use a catalyst in 
order to maintain the proper stoichiometric ratio between the reactants of 
(24.5) (Cheremisinoff et al., 1980). A schematic process diagram is shown in 
Fig. 24.5. 

An alternative is biogas production from the biomass (Chapter 22), fol-
lowed by the methane to methanol reaction, 

  

2CH4 + O2 →  2CH3OH,                 (24.6) 
 

also used in current methanol production from natural gas (Wise, 1981). 
Change of the H2/CO stoichiometric ratio for (24.5) is obtained by the “shift 
reaction” (24.2). Steam is added or removed in the presence of a catalyst 
(iron oxide, chromium oxide). 
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The conversion efficiency of the synthesis gas to methanol step is about 
85%, implying an overall wood to methanol energy efficiency of 40−45%. 
Improved catalytic gasification techniques raise the overall conversion effi-
ciency to some 55% (Faaij and Hamelinck, 2002). The currently achieved 
efficiency is about 50%, but not all life-cycle estimates of energy inputs have 
been included or performed (EC, 1994).  

The octane number of methanol is similar to that of ethanol, but the heat 
of combustion is less, amounting to 18 MJ kg-1. However, the engine effi-
ciency of methanol is higher than that of gasoline, by at least 20% for current 
motor car engines, so an “effective energy content” of 22.5 MJ kg-1 is some-
times quoted (EC, 1994). Methanol can be mixed with gasoline in standard 
engines, or used in specially designed Otto or diesel engines, such as a spark 
ignition engine run on vaporised methanol, with the vaporisation energy 
being recovered from the coolant flow (Perrin, 1981). Uses are similar to 
those of ethanol, but several differences exist in the assessment of environ-
mental impacts, from production to use (e.g. toxicity of fumes at filling sta-
tions). 

Figure 24.5. Schematic flow diagram for biomass to methanol conversion process 
(From Wan, Simmins, and Nguyen, 1981. Reprinted from Biomass Gasification (T. 
Reed, ed.), with permission. Copyright 1981, Noyes Data Corp., Park Ridge, NJ). 
 

The future cost of methanol fuel is expected to reach  US$ 8/GJ (Faaij and 
Hamelinck, 2002). The gasification can be made in closed environments, 
where all emissions are collected, as well as ash and slurry. Cleaning proc-
esses in the methanol formation steps will recover most catalysts in re-
usable form, but other impurities would have to be disposed of along with 
the gasification products. Precise schemes for waste disposal have not been 
formulated, but it seems unlikely that all nutrients could be recycled to agri- 
or silviculture as in the case of ethanol fermentation (SMAB, 1978). How-
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ever, the production of ammonia by a process similar to the one yielding 
methanol is an alternative use of the synthesis gas. Production of methanol 
from eucalyptus rather than from woody biomass has been studied in Brazil 
(Damen et al., 2002). More fundamental studies aiming to better understand 
the way in which methanol production relies on degradation of lignin are 
ongoing (Minami et al., 2002). 
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25.1  General remarks on transmission 

In the past, transport of energy has often been in the form of carrying fuels 
to the site needed. With regard to renewable energy resources, such trans-
port may be useful in connection with biomass-derived energy, either by 
transporting the biological materials themselves or by conversion into bio-
fuels, which may be more convenient to move. For most other types of re-
newable energy, the resource itself cannot be “moved” (possible exceptions 
may exist, such as diverting a river flow to the place of hydropower utilisa-
tion). Instead, an initial conversion process may be performed, and the 
emerging energy form may be transmitted to the load areas, where it may be 
used directly or subjected to a second conversion process before delivery to 
the actual users. 

Like fuels (which represent chemical energy), heat, mechanical and pos-
sibly electrical energy may be stored, and the storage “containers” may be 
transported. Alternatively, energy may be transmitted through a suitable 
transmission system, which may involve pipeline transmission (for heat, fu-
els and certain types of mechanical energy, e.g. pressure or kinetic energy of 
a gas or a fluid), electric transmission lines (for electricity) or radiant 
transmission (for heat or electricity). 

Energy transmission is used not only to deliver energy from convenient 
sites of generation (such as where the renewable resources are) to the domi-
nant sites of energy use, but also to deal with mismatch between the time 
distribution of (renewable) energy generation and time variations in de-
mand. As such, energy transmission and energy storage may supplement 
each other. Some demands may be displaceable, while others are time ur-
gent. The latter ones often have a systematic variation over the hours of the 
day and over the seasons. This may be taken advantage of by long-distance 
transmission of energy across time zones (east−west). 
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25.2 District heating lines  

Most heating systems involve the transport of sensible heat in a fluid or gas 
(such as water or air) through pipes or channels. Examples are the solar 
heating system illustrated in Fig. 16.9, the heat pump illustrated in Fig. 6.1 
and the geothermal heating plants illustrated in Fig. 7.1. Solar heating sys-
tems and heat pumps may be used in a decentralised manner, with an indi-
vidual system providing heat for a single building, but they may also be 
used on a community scale, with one installation providing heat for a build-
ing block, a factory complex, a whole village or a city of a certain size. Many 
combined heat and power (CHP) systems involve heat transmission through 
distances of 10−50 km (decentralised and centralised CHP plants). In some 
regions, pure heating plants are attached to a district heating grid. 

Assuming that a hot fluid or gas is produced at the central conversion 
plant, the transmission may be accomplished by pumping the fluid or gas 
through a pipeline to the load points. The pipeline may be placed under-
ground and the tubing insulated in order to reduce conduction and convec-
tion of heat away from the pipe. If the temperature of the surrounding me-
dium can be regarded as approximately constant, equal to Tref, the variation 
in fluid (or gas) temperature Tfluid(x) along the transmission line (with the 
path-length co-ordinate denoted x) can be evaluated by the same expression 
(6.1) used in the simple description of a heat exchanger in Chapter 6. Tem-
perature variations across the inside area of the pipe perpendicular to the 
stream-wise direction are not considered. 

The rate of heat loss from the pipe section between the distances x and 
(x+dx) is then of the form 

  

dE/dx = Jm Cp
fluid dTfluid(x)/dx = h’ (Tref — Tfluid(x)),    (25.1) 

 

where h’ for a cylindrical insulated pipe of inner and outer radii r1 and r2 is 
related to the heat transfer coefficient λpipe (describing conductivity plus con-
vection terms) by 

 

 h’ = 2π λpipe / log(r2/r1). 
 

Upon integration from the beginning of the transmission pipe, x = x1, 
(25.1) gives, in analogy to (6.1), 

 

 Tfluid(x) = Tref + (Tfluid(x1) — Tref) exp(−h’(x−x1) / Jm Cp
fluid),    (25.2) 

 

where Jm is the mass flow rate and Cp
fluid is the fluid (or gas) heat capacity. 

The total rate of heat loss due to the temperature gradient between the fluid 
in the pipe and the surroundings is obtained by integrating (25.1) from x1 to 
the end of the line, x2, 
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The relative loss of heat supplied to the pipeline, along the entire trans-
mission line, is then   
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provided that the heat entering the pipe, E, is measured relative to a reser-
voir of temperature Tref. 

The total transmission loss will be larger than (25.3) because of friction in 
the pipe. The distribution of flow velocity, v, over the pipe inside cross sec-
tion depends on the roughness of the inner walls (v being zero at the wall), 
and the velocity profile generally depends on the magnitude of the velocity 
(say at the centreline). Extensive literature exists on the flow in pipes (see 
e.g. Grimson, 1971). The net result is that additional energy must be pro-
vided in order to make up for the pipe losses. For an incompressible fluid 
moving in a horizontal pipe of constant dimensions, flow continuity de-
mands that the velocity field is constant along the pipeline, and the friction 
can in this case be described by a uniformly decreasing pressure in the 
stream-wise direction. A pump must provide the energy flux necessary to 
compensate for the pressure loss, 

 

 ∆Epump = - Av ∆P, 
 

where A is the area of the inner pipe cross section and ∆P is the total pres-
sure drop along the pipeline. 

Transmission lines presently in use for city district heating have average 
heat losses of 10−15%, depending on insulation thickness (see e.g. WEC, 
1991). The pump energy added is in the form of high-quality mechanical 
work, but with proper dimensioning of the tubes it may be kept to a small 
fraction of the heat energy transmitted. This energy is converted into heat by 
the frictional dissipation, and some of this heat may actually be credited to 
the heat transmission. Maximum heat transmission distances currently con-
sidered economic are around 30 km, with the possible exception of some 
geothermal installations. Figure 25.1 shows an integrated design that allows 
much easier installation than earlier pipes with separate insulation. In coun-
tries with a high penetration of combined heat and power production, such 
as Denmark, a heat storage facility holding some 10 h of heat load is some-
times added to each plant, in order that the (fuel-based) plant does not have 
to generate more electric power than needed, say, at night-time when the 
heating load is large (Danish Energy Agency, 1993). 
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Heat pipes 
A special heat transmission problem exists in cases where very large 
amounts of heat have to be delivered to or removed from a small region, for 
example, in connection with highly concentrating solar energy collectors. 
Such heat transfer may be accomplished by a heat pipe, a device described 
in Section 4.2 in relation to thermionic generators. 

 
 
 
 
 
 
 
 

 

Figure 25.1. Pre-insulated district heating 
pipe (Danish Energy Agency, 1993). 
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26.1  Normal conducting lines 

At present, electric current is transmitted in major utility grids, as well as 
distributed locally to each load site by means of conducting wires. Electricity 
use is dominated by alternating current (AC), as far as utility networks are 
concerned, and most transmission over distances up to a few hundred kilo-
metres is by AC. For transmission over longer distances (e.g. by ocean ca-
bles), conversion to direct current (DC) before transmission and back to AC 
after transmission is common. Cables are either buried in the ground (with 
appropriate electric insulation) or are overhead lines suspended in the air 
between masts, without electrical insulation around the wires. Insulating 
connections are provided at the tower fastening points, but otherwise the 
low electric conductivity of air is counted on. This implies that the losses 
will comprise conduction losses depending on the instantaneous state of the 
air (the “weather situation”), in addition to the ohmic losses connected with 
the resistance R of the wire itself, Eheat = RI2, with I being the current. The 
leak current between the elevated wire and the ground depends on the po-
tential difference as well as on the integrated resistivity, such that the larger 
the voltage, the further the wires must be placed from the ground. 

Averaged over different meteorological conditions, the losses in a stan-
dard AC overhead transmission line (138−400 kV, at an elevation of some 
15−40 m) are currently a little under 1% per 100 km of transmission 
(Hammond et al., 1973), but the overall transmission losses of utility net-
works, including the finely branched distribution networks in the load ar-
eas, may for many older, existing grids amount to some 12−15% of the 
power production, for a grid extending over a land area of about 104 km2 
(Blegaa et al., 1976). Losses are down to 5−6% for the best systems installed 
at present and are expected to decrease further to the level of 2−3% in the fu-
ture, when the currently best technologies penetrate further (Kuemmel et al., 
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1997). This loss is calculated relative to the total production of electricity at 
the power plants attached to the common grid, and thus includes certain in-
plant and transformer losses. The numbers also represent annual averages 
for a power utility system occasionally exchanging power with other utility 
systems through interconnecting transmission lines, which may involve 
transmission distances much longer than the linear extent of the load area 
being serviced by the single utility system in question. 

The trend is to replace overhead lines by underground cables, primarily 
for visual and environmental reasons. This has already happened for the 
distribution lines in most of Europe and is increasingly also being required 
for transmission lines. In Japan and the United States, overhead lines are still 
common. 

Underground transmission and distribution lines range from simple co-
axial cables to more sophisticated constructions insulated by a compressed 
gas. Several trans-ocean cables (up to 1000 km) have been installed in the 
Scandinavian region in order to bring the potentially large surpluses of hy-
dropower production to the European continent. The losses through these 
high-voltage (up to 1000 kV) DC lines are under 0.4% per 100 km, to which 
should be added the 1−2% transmission loss occurring at the thyristor con-
verters on shore that transform AC into DC and vice versa (Ch. 19 in IPCC, 
1996b). The cost of these low-loss lines is currently approaching that of con-
ventional AC underwater cables (about 2 euro kW−1 km−1; Meibom et al., 
1999; Wizelius, 1998). 

One factor influencing the performance of underground transmission 
lines is the slowness of heat transport in most soils. In order to maintain the 
temperature within the limits required by the materials used, active cooling 
of the cable could be introduced, particularly if large amounts of power 
have to be transmitted. For example, the cable may be cooled to 77 K (liquid 
nitrogen temperature) by means of refrigerators spaced at intervals of about 
10 km (cf. Hammond et al., 1973). This allows increased amounts of power to 
be transmitted in a given cable, but the overall losses are hardly reduced, 
since the reduced resistance in the conductors is probably outweighed by 
the energy spent on cooling. According to (3.1), the cooling efficiency is lim-
ited by a Carnot value of around 0.35, i.e. more than three units of work 
have to be supplied in order to remove one unit of heat at 77 K. 

 
Off-shore issues 
The power from an off-shore wind farm is transmitted to an on-shore distri-
bution hub by means of one or more undersea cables, the latter providing 
redundancy that in the case of large farms adds security against cable dis-
ruption or similar failures. Current off-shore wind farms use AC cables of 
up to 150 kV (Eltra, 2003). New installations use cables carrying all three 
leads plus control wiring. In the interest of loss minimisation for larger in-
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stallations, it is expected that future systems may accept the higher cost of 
DC−AC conversion (on shore, the need for AC−DC conversion at sea de-
pends on the generator type used), similar to the technology presently in use 
for many undersea cable connections between national grids (e.g. between 
Denmark and Norway or Sweden). Recent development of voltage source-
based high voltage direct current control systems to replace the earlier thy-
ristor-based technology promises better means of regulation of the interface 
of the DC link to the on-shore AC system (Ackermann, 2002). 

 

26.2  Superconducting lines 

For DC transmission, the ohmic losses may be completely eliminated by use 
of superconducting lines. A number of elements, alloys and compounds be-
come superconducting when cooled to a sufficiently low temperature. 
Physically, the onset of superconductivity is associated with the sudden ap-
pearance of an energy gap between the “ground state”, i.e. the overall state 
of the electrons, and any excited electron state (similar to the situation illus-
trated in Fig. 14.3, but for the entire system rather than for individual elec-
trons). A current, i.e. a collective displacement (flow) of electrons, will not be 
able to excite the system away from the “ground state” unless the interac-
tion is strong enough to overcome the energy gap. This implies that no 
mechanism is available for the transfer of energy from the current to other 
degrees of freedom, and thus the current will not lose any energy, which is 
equivalent to stating that the resistance is zero. In order that the electron sys-
tem remains in the ground state, the thermal energy spread must be smaller 
than the energy needed to cross the energy gap. This is the reason why su-
perconductivity occurs only below a certain temperature, which may be 
quite low (e.g. 9 K for niobium, 18 K for niobium−tin, Nb3Sn). However, 
there are other mechanisms that in more complex compounds can prevent 
instability, thereby explaining the findings in recent years of materials that 
exhibit superconductivity at temperatures approaching ambient (Pines, 
1994; Demler and Zhang, 1998). 

For AC transmission, a superconducting line will not be loss-free, owing 
to excitations caused by the time variations of the electromagnetic field (cf. 
Hein, 1974), but the losses will be much smaller than for normal lines. It is 
estimated that the amount of power that can be transmitted through a single 
cable is in the gigawatt range. This figure is based on suggested designs, in-
cluding the required refrigeration and thermal insulation components 
within overall dimensions of about 0.5 m (cable diameter). The power re-
quired for cooling, i.e. to compensate for heat flow into the cable, must be 
considered in order to calculate the total power losses in transmission. 

For transmission over longer distances it may, in any case, be an advan-
tage to use direct current, despite the losses in the AC−DC and DC−AC con-
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versions (a few per cent as discussed above). Future intercontinental trans-
mission using superconducting lines has been discussed, notably by Nielsen 
and Sørensen (1996), Sørensen and Meibom (2000), and Sørensen (2004). 
Motivation for such thoughts is of course the location of some very promis-
ing renewable energy sites far from the areas of load. Examples would be 
solar installations in the Sahara or other desert areas, or wind power instal-
lations at isolated rocky coastlines of northern Norway or in Siberian high-
lands. 

Finally, radiant transmission of electrical energy may be mentioned. The 
technique for transmitting radiation and re-collecting the energy (or some 
part of it) is well developed for wavelengths near or above visible light. Ex-
amples are laser beams (stimulated atomic emission) and microwave beams 
(produced by accelerating charges in suitable antennas), ranging from the 
infrared to the wavelengths used for radio and other data transmission (e.g. 
between satellites and ground-based receivers). Large-scale transmission of 
energy in the form of microwave radiation has been proposed in connection 
with satellite solar power generation, but is not currently considered practi-
cal. Short distance transmission of signals, e.g. between computers and pe-
ripheral units, do involve only minute transfers of energy and is already in 
widespread use. 
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Fuels such as natural gas, biogas, hydrogen and other energy-carrier gases 
may be transmitted through pipelines, at the expense of a fairly modest 
amount of pumping energy (at least for horizontal transfer). Pipeline oil 
transmission is also in abundant use. Alternatives used for sea transporta-
tion between continents are containers onboard ships for solid fuels, oil, 
compressed gases or liquefied gases. Similar containers are in use for shorter 
distance transport by rail or road. Higher energy densities may be obtained 
by some of the energy storage devices discussed in Part IX below, such as 
metal hydrides or carbon nanotubes, e.g. for hydrogen transport. Light con-
tainer materials are, of course, preferable in order to reduce the cost of mov-
ing fuels by vessel, whether on land or at sea. 

Current natural gas networks consist of plastic distribution lines oper-
ated at pressures of 0.103 to about 0.4 MPa and steel transmission lines op-
erated at pressures of 5-8 MPa. With some upgrading of valves, some mod-
ern natural gas pipelines could be used for the transmission of hydrogen 
(Sørensen et al., 2001; Sørensen, 2005). Certain steel types may become brittle 
with time, as a result of hydrogen penetration into the material, and cracks 
may develop. It is believed that H2S impurities in the hydrogen stream in-
creases the problem, but investigations of the steel types currently used for 
new pipelines indicate little probability of damage by hydrogen (Pöpperling 
et al., 1982; Kussmaul and Deimel, 1995). 

Mechanical devices have been used to transfer mechanical energy over 
short distances, but mechanical connections with moving parts are not prac-
tical for distances of transfer, which may be considered relevant for trans-
mission lines. However, mechanical energy in such forms as hydraulic 
pulses can be transmitted over longer distances in feasible ways, as, for ex-
ample, mentioned in connection with wave energy conversion devices 
placed in open oceans (Chapter 13). 
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HEAT CAPACITY    

STORAGE 
 

 
 

Storage of energy provides a way of adjusting to variations in the energy 
demand, i.e. a way of meeting a load with a time-dependence different from 
that of generation. For fuel-type energy, storage can help burn the fuel more 
efficiently, by avoiding those situations where demand variations would 
otherwise require regulation of combustion rates beyond what is technically 
feasible or economic. For renewable energy sources of a fluctuating nature, 
storage can help make energy systems including such sources as dependable 
as the conventional systems. 

Ideal requirements of energy storage include rapid access and versatility 
of the energy form in which energy from the store is delivered. Conversion 
of one type of stored energy into another form of stored energy could be ad-
vantageous. For example, the production of electricity in large fossil or nu-
clear power plants may involve long start-up times including additional 
costs when used for load levelling, while the use of pumped water storage 
allows delivery upon demand in less than a minute. The economic feasibility 
of such energy storage depends on the relative fixed and variable costs of 
the different converter types and on the cost and availability of different fu-
els. Another example is a fuel-driven automobile, which operates at or near 
peak power only during short intervals of acceleration. If short-term storage 
is provided, e.g. batteries, which can accumulate energy produced off-peak 
by the automobile engine and deliver the power for starting and accelera-
tion, then the capacity of the primary engine may be greatly reduced. 

In connection with renewable energy resources, of which many are in-
termittent and of a fluctuating power level, supplementing conversion by 
energy storage is essential if the actual demand is to be met at all times. The 
only alternative would seem to be fuel-based back-up conversion equipment 
(e.g. using renewable biofuels), but this, of course, is just a kind of energy 
storage, which in the long run may require fuels provided by conversion 
processes based on renewable primary energy sources. 
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28.1 Storage of heat 

Heat capacity, or “sensible heat” storage, is accomplished by changing the 
temperature of a material without changing its phase or chemical composi-
tion. The amount of energy stored by heating a piece of material of mass m 
from temperature T0 to temperature T1 at constant pressure is 

  

 ∫=
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T

T
P TcmE         (28.1) 

 

where  cP is the specific heat capacity at constant pressure. 
Energy storage at low temperatures is needed in renewable systems such 

as solar absorbers delivering space heating, hot water, and eventually heat 
for cooking (up to 100°C). The actual heat storage devices may be of modest 
size, aiming at delivering heat during the night after a sunny day, or they 
may be somewhat larger, capable of meeting the demand during a number 
of consecutive overcast days. Finally, the storage system may provide sea-
sonal storage of heat, as required at high latitudes where seasonal variations 
in solar radiation are large, and, furthermore, heat loads are to some extent 
inversely correlated with the length of the day. 

Another aspect of low-temperature heat storage (as well as of some other 
energy forms) is the amount of decentralisation. Many solar absorption sys-
tems are conveniently placed on existing rooftops, that is, in a highly decen-
tralised fashion. A sensible-energy heat store, however, typically loses heat 
from its container, insulated or not, in proportion to the surface area. The 
relative heat loss is smaller, the larger the store dimensions, and thus more 
centralised storage facilities, for example, of communal size, may prove su-
perior to individual installations. This depends on an economic balance be-
tween the size advantage and the cost of additional heat transmission lines 
for connecting individual buildings to a central storage facility. One should 
also consider other factors, such as the possible advantage in supply security 
offered by the common storage facility (which would be able to deliver heat, 
for instance, to a building with malfunctioning solar collectors). 
 
Water storage 
Heat energy intended for later use at temperatures below 100°C may con-
veniently be stored as hot water, owing to the high heat capacity of water 
(4180 J kg-1 K-1 or 4.18 × 106 J m-3 K-1 at standard temperature and pressure), 
combined with the fairly low thermal conductivity of water (0.56 J m-1 s-1 K-1 
at 0°C, rising to 0.68 J m-1 s-1 K-1 at 100°C). 

Most space heating and hot water systems of individual buildings in-
clude a water storage tank, usually in the form of an insulated steel con-
tainer with a capacity corresponding to less than a day’s hot water usage 
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and often only a small fraction of a cold winter day’s space heating load. For 
a one-family dwelling, a 0.1-m3 tank is typical in Europe and the United 
States. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 28.1. Water container for heat 
storage with possibility of temperature 
stratification (e.g. for use in connection 
with solar collectors) (Ellehauge, 1981). 
 
 

A steel hot water container may look like the one sketched in Fig. 28.1. It 
is cylindrical with a height greater than the diameter in order to make good 
temperature stratification possible, an important feature if the container is 
part of a solar heating system. A temperature difference of up to 50°C be-
tween the top and bottom water can be maintained, with substantial im-
provements (over 15%) in the performance of the solar collector heating sys-
tem, because the conversion efficiency of the collector declines (see Fig. 28.2) 
with the temperature difference between the water coming into the collector 
and the ambient outdoor temperature (Koppen et al., 1979). Thus, the water 
from the cold lower part of the storage tank would be used as input to the 
solar collector circuit, and the heated water leaving the solar absorber would 
be delivered to a higher-temperature region of the storage tank, normally 
the top layer. The take-out from the storage tank to load (directly or through 
a heat exchanger) is also from the top of the tank, because the solar system 
will, in this case, be able to cover load over a longer period of the year (and 
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possibly for the entire year). There is typically a minimum temperature re-
quired for the fluid carrying heat to the load areas, and during winter, the 
solar collector system may not always be able to raise the entire storage tank 
volume to a temperature above this threshold. Thus, temperature stratifica-
tion in storage containers is often a helpful feature. The minimum load-
input temperatures are around 45−50°C for space heating through water-
filled “radiators” and “convectors,” but only 25−30°C for water-filled floor 
heating systems and air-based heating and ventilation duct systems. 

For hot water provision for a single family, using solar collector systems 
with a few square meters of collectors (1 m2 in sunny climates, 3−5 m2 at 
high latitudes), a storage tank of around 0.3 m3 is sufficient for diurnal stor-
age, while a larger tank is needed if consecutive days of zero solar heat ab-
sorption can be expected. For complete hot water and space heating solar 
systems, storage requirements can be quite substantial if load is to be met at 
all times and the solar radiation has a pronounced seasonal variation. 

Most solar collector systems aiming at provision of both hot water and 
space heating for a single-family dwelling have a fairly small volume of 
storage and rely on auxiliary heat sources. This is the result of an economic 
trade-off due to the rapid reduction in solar collector gains with increasing 
coverage, that is, the energy supplied by the last square meter of collector 
added to the system becomes smaller and smaller as the total collector area 
increases. Of course, the gain is higher with increased storage for fixed col-
lector area over some range of system sizes, but this gain is very modest (cf. 
Sørensen, 2004). 

Figure 28.2. Efficiency curve for 
flat-plate solar collector as a 
function of the temperature dif-
ference between the average 
temperature of the fluid, which 
is removing heat from the collec-
tor, and the ambient, outside air 
temperature. The efficiency is the 
percentage of the absorbed solar 
radiation, which is transferred to 
the working fluid. The curve is 
based on measurements for a se-
lective-surface collector, tilted 
45° and receiving 800 W m−2 of 
solar radiation at incident angles 
below 30°. Wind speed along the 
front of the collector is 5 m s−1 
(Svendsen, 1980). 
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For this reason, many solar space-heating systems only have diurnal stor-
age, say, a hot water storage. In order to avoid boiling, when the solar 
radiation level is high for a given day, the circulation from storage tank to 
collector is disconnected whenever the storage temperature is above some 
specified value (e.g. 80°C), and the collector becomes stagnant. This is usu-
ally no problem for simple collectors with one layer of glazing and black 
paint absorber, but with multilayered cover or selective-surface coating of 
the absorber, the stagnation temperatures are often too high and materials 
would become damaged if these situations were allowed to occur. Instead, 
the storage size may be increased to such a value that continuous circulation 
of water from storage through collectors can be maintained during such 
sunny days, without violating maximum storage temperature requirements 
at any time during the year. If the solar collector is so efficient that it still has 
a net gain above 100°C (such as the one shown in Fig. 28.2), this heat gain 
must be balanced by heat losses from piping and from the storage itself, or 
the store must be large enough for the accumulated temperature rise during 
the most sunny periods of the year to be acceptable. In high-latitude climatic 
regions, this can be achieved with a few square metres of water storage, for 
collector areas up to about 50 m2. 

Larger amounts of storage may be useful if the winter is generally sunny, 
but a few consecutive days of poor solar radiation do occur from time to 
time. This, for example, is the situation for an experimental house in Regina, 
Saskatchewan (Besant et al., 1979). The house is super-insulated and is de-
signed to derive 33% of its heating load from passive gains of south-facing 
windows, 55% from activities in the house (body heat, electric appliances), 
and the remaining 12% from high-efficiency (evacuated tube) solar collec-
tors. The collector area is 18 m2 and there is a 13-m3 water-storage tank. On a 
January day with outdoor temperatures between —25°C (afternoon) and 
−30°C (early morning), about half the building heat loss is provided by indi-
rect gains. The other half (about 160 MJ d-1) must be drawn from the store, in 
order to maintain indoor temperatures of 21°C, allowed to drop to 17°C be-
tween midnight and 0700 h. On sunny January days, the amount of energy 
drawn from the storage reduces to about 70 MJ d-1. Since overcast periods of 
much over a week occur very rarely, the storage size is such that 100% cov-
erage can be expected, from indirect and direct solar sources, in most years. 

The situation is very different in, for instance, Denmark. Although the 
heating season has only 2700 Celsius degree days (due to Gulf Stream 
warming), as compared with 6000 degree days for Regina, there is very little 
solar gain (through windows or to a solar collector) during the months of 
November through February. A modest storage volume, even with a large 
solar collector area, is therefore unable to maintain full coverage during the 
winter period, as indicated by the variations in storage temperatures in a 
concrete case, shown in Fig. 28.3 (the water store is situated in the attic, los-



 28. HEAT CAPACITY STORAGE 

 VIII. HEAT STORAGE 239

ing heat to about ambient air temperatures; this explains why the storage 
temperatures approach freezing in January). 

In order to achieve near 100% coverage under conditions such as the 
Danish ones, very large water tanks would be required, featuring facilities 
to maintain stable temperature stratification and containing so much insula-
tion (over 1 m) that truly seasonal mismatch between heat production and 
use can be handled. This is still extremely difficult to achieve for a single 
house, but for a communal system for a number of reasonably close build-
ings and with the storage facility (and maybe also collectors) placed cen-
trally, 100% coverage should be possible (cf. simulations made in Sørensen, 
2004). 

  
Community-size storage facilities  
With increasing storage container size, the heat loss through the surface — 
for a given thickness of insulation — will decrease per unit of heat stored. 
There are two cases, depending on whether the medium surrounding the 
container (air, soil, etc.) is rapidly mixing. Consider first the case of a storage 
container surrounded by air. 

 
 
 
Figure 28.3. Measured 
average daily tempera-
ture in a 5.5-m3 water 
storage tank (having 
0.2 m of rock wool in-
sulation) fed by 50 m2 
of solar flat-plate col-
lector (two layers of 
glass cover, non-
selective absorber, tilt 
angle 38°). The solar 
system covers 12% of 
the building heat load 
(based on Jørgensen et 
al., 1980). 
 
 
 

 

The container may be cylindrical such as the one illustrated in Fig. 28.1. 
The rate of heat loss is assumed proportional to the surface area and to the 
temperature difference between inside and outside, with the proportionality 
constant being denoted U. It is sometimes approximated in the form 

 

 U = 1/(x/λ + µ), 
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where x is the thickness of insulation, λ is the thermal conductivity of the in-
sulating material (about 0.04 W m−1 per °C for mineral wool) and µ (around 
0.1 m2 W−1 per °C) is a parameter describing the heat transfer in the bound-
ary layer air [may be seen as a crude approximation to (16.12)]. 

The total heat loss rate is 
 

 Ploss = 2π R (R + L) U (Ts — Ta),      (28.2) 
 

where R and L are radius and height of the cylinder, Ts is the average tem-
perature of the water in the store, and Ta is the outside ambient air tempera-
ture. The fraction of the stored heat energy lost per unit time is  

 

 waterwater
P

sens

loss

cR

LRU

E
P

ρ
)/1(2 +

= ,       (28.3) 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 28.4. Fractional heat 
loss from a cylindrical stor-
age tank with different de-
grees of insulation, assum-
ing well-mixed conditions 
inside as well as outside the 
tank. 
 
 
 

that is, the loss is independent of the temperatures and inversely propor-
tional to a linear system dimension (cP is heat capacity and ρ  is density). 

Figure 28.4 shows, for L = 3R, the ratio of heat loss rate Ploss and stored 
energy Esens, according to (28.3), as a function of R and for different values of 
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the insulation thickness. This ratio is independent of the temperature differ-
ence, owing to the linear assumption for the heat loss rate. If the storage 
times required imply maximum fractional losses of 10−20%, uninsulated 
tanks in the size range 5 m ≤ R ≤ 20 m are adequate for a few days of stor-
age. If storage times around a month are required, some insulation must be 
added to tanks in the size range under consideration. If seasonal storage is 
needed, the smallest tank sizes will not work even with a metre of mineral 
or glass wool wrapping. Community-size tanks, however, may serve for 
seasonal storage, with a moderate amount of insulation (0.2 m in the specific 
example). 

A hot water tank with R = 11.5 m and L = 32 m has been used since 1978 
by a utility company in Odense, Denmark, in connection with combined 
production of electricity and heat for district heating (Jensen, 1981). The hot 
water store is capable of providing all necessary heating during winter elec-
tricity peak hours, during which the utility company wants a maximum 
electricity production. With a hot water store two or three times larger, the 
cogenerating power units could be allowed to follow the electricity demand, 
which is small relative to the heat demand during winter nights. 

A hot water store of similar magnitude, around 13 000 m3, may serve a 
solar-heated community system for 50−100 one-family houses, connected to 
the common storage facility by district heating lines. The solar collectors 
may still be on individual rooftops, or they may be placed centrally, for ex-
ample, in connection with the store. In the first case, more piping and labour 
are required for installation, but in the second case, land area normally has 
to be dedicated to the collectors. Performance is also different for the two 
systems, as long as the coverage by solar energy is substantially less than 
100%, and the auxiliary heat source feeds into the district heating lines. The 
reason is that when storage temperature is below the minimum required, 
the central solar collector will perform at high efficiency (Fig. 28.2), whereas 
individual solar collectors will receive input temperatures already raised by 
the ancillary heat source and thus not perform as well. Alternatively, auxil-
iary heat should be added by individual installations on the load side of the 
system, but, unless the auxiliary heat is electrically generated, this is incon-
venient if the houses do not already possess a fuel-based heating system. 

Most cost estimates speak against storage containers placed in air. If the 
container is buried underground (possibly with its top facing the atmos-
phere), the heat escaping the container surface will not be rapidly mixed 
into the surrounding soil or rock. Instead, the region closest to the container 
will reach a higher temperature, and a temperature gradient through the soil 
or rock will slowly be built up. An exception is soil with ground water 
infiltration. Here the moving water helps to mix the heat from the container 
into the surroundings. However, if a site can be found with no ground water 
(or at least no ground water in motion), then the heat loss from the store will 
be greatly reduced, and the surrounding soil or rock can be said to function 
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greatly reduced, and the surrounding soil or rock can be said to function as 
an extension of the storage volume. 

As an example, let us consider a spherical water tank embedded in ho-
mogeneous soil. The tank radius is denoted R, the water temperature is Ts 
and the soil temperature far away from the water tank is T0. If the transport 
of heat can be described by a diffusion equation, then the temperature dis-
tribution as a function of distance from the centre of the storage container 
may be written (Shelton, 1975) 

 

 T(r) = T0 + (Ts — T0) R/r,       (28.4) 
 

where the distance r from the centre must be larger than the tank radius R in 
order for the expression to be valid. The corresponding heat loss is 

  

 Psens = ∫sphere λ ∂ T(r)/∂ r dA = −λ (Ts — T0) 4π R,    (28.5) 
 

where λ is the heat conductivity of the soil and (28.5) gives the heat flux out 
of any sphere around the store, of radius r ≥ R. The flux is independent of r. 
The loss relative to the heat stored in the tank itself is 

 

 Ploss / Esens = −3λ / (R2 cP
water ρwater).      (28.6) 

 

Compared to (28.3), it is seen that the relative loss from the earth-buried 
store is declining more rapidly with increasing storage size than the loss 
from a water store in air or other well-mixed surroundings. The fractional 
loss goes as R-2 rather than as R-1. 

Practical considerations in building an underground or partly under-
ground water store suggest an upside-down obelisk shape and a depth 
around 10 m for a 20 000-m2 storage volume. The obelisk is characterised by 
tilting sides, with a slope as steep as feasible for the soil type encountered. 
The top of the obelisk (the largest area end) would be at ground level or 
slightly above it, and the sides and bottom would be lined with plastic foil 
not penetrable by water. Insulation between lining and ground can be made 
with mineral wool foundation elements or similar materials. As a top cover, 
a sailcloth held in bubble shape by slight overpressure is believed to be the 
least expensive solution. Top insulation of the water in the store can be float-
ing foam material. If the bubble cloth is impermeable to light, algae growth 
in the water can be avoided (Danish Department of Energy, 1979). 

Two community-size seasonal hot water stores placed underground are 
operating in Sweden. They are both shaped as cut cones. One is in Studsvik. 
Its volume is 610 m3, and 120 m2 of concentrating solar collectors float on the 
top insulation, which can be turned to face the sun. Heat is provided for an 
office building of 500-m2 floor area. The other system is in the Lambohov 
district of Linköping. It serves 55 semidetached one-family houses having a 
total of 2600-m2 flat-plate solar collectors on their roofs. The storage is 10 000 
m3 and situated in solid rock (excavated by blasting). Both installations have 



 28. HEAT CAPACITY STORAGE 

 VIII. HEAT STORAGE 243

operated since 1979, and they furnish a large part of the heat loads of the re-
spective buildings. Figure 28.5 gives the temperature changes by season for 
the Studsvik project (Andreen and Schedin, 1980; Margen, 1980; Roseen, 
1978). 

Another possibility is to use existing ponds or lake sections for hot water 
storage. Top insulation would normally be required, and, in the case of lakes 
used only in part, an insulating curtain should separate the hot and the cold 
water. 
    A numerical integration of the equations for the spread of temperature 
anomalies in geological formations [cf. Chapter 3 of Sørensen (2004)] will 
add information about the time required for reaching the steady-state situa-
tion. According to calculations such as Shelton’s (1975), this may be about 
one year for typical large heat store cases. 

The assumption of a constant temperature throughout the storage tank 
may not be valid, particularly not for large tanks, owing to natural stratifica-
tion that leaves the colder water at the bottom and the warmer water at the 
top. Artificial mixing by mechanical stirring is, of course, possible, but for 
many applications temperature stratification would be preferable. This 
could be used to advantage, for example, with storage tanks in a solar heat-
ing system (see Fig. 16.9), by feeding the collector with the colder water 
from the lower part of the storage and thus improving the efficiency (16.23) 
of the solar collector. 

 

 
 

Figure 28.5. Temperature profiles in the Studsvik hot water store, monthly during 
(right) charging period March (M) to August (A) and during (left) discharging period 
from August (A) to March (M) (based on Roseen, 1978). 

 
An alternative would be to divide the tank into physically separated sub-

units (cf. Duffie and Beckman, 1974), but this requires a more elaborate con-
trol system to introduce and remove heat from the different units in an op-
timised way, and if the storage has to be insulated the sub-units should at 
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least be placed with common boundaries (tolerating some heat transfer 
among the units) in order to keep the total insulation requirement down. 

Multi-unit storage systems may be most appropriate for uninsulated 
storage in the ground, owing to the participation of the soil between the 
storage units. Figure 28.6 shows a possible arrangement (Brüel et al., 1976) 
based on cylindrical heat exchangers placed in one or more circles around a 
central heat exchanger cylinder in the soil. If no active aquifers are travers-
ing the soil region, a steady-state temperature distribution with a high cen-
tral temperature can be built up. Used in connection with, for example, a 
flat-plate solar collector, it is possible to choose to take the fluid going to the 
collector circuit from a low temperature and to deliver the return fluid from 
the solar collector to successive heat exchangers of diminishing tempera-
tures in order to maximise the collector efficiency as well as the amount of 
heat transferred to the storage. Dynamic simulations of storage systems of 
this type, with definite boundary conditions and source terms, have been 
performed by Zlatev and Thomsen (1976). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 28.6. Uninsulated heat 
storage in soil based on ar-
rangements of cylindrical 
holes (e.g. drilled with use of 
water flushing-type drills) 
(based on Brüel et al., 1976).  
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Use of other materials, such as gravel, rock or soil, has been considered 

in connection with heating systems at temperatures similar to those relevant 
for water. Despite volume penalties of a factor 2−3 (depending on void vol-
ume), these materials may be more convenient than water for some applica-
tions. The main problem is to establish a suitable heat transfer surface for 
the transfer of heat to and from the storage. For this reason, gravel and rock 
stores have been mostly used with air, large volumes of which can be blown 
through the porous material, as a transfer fluid. 

For applications in other temperature ranges, other materials may be pre-
ferred. Iron (e.g. scrap material) is suitable for temperatures extending to 
several hundred degrees Celsius. In addition, for rock-based materials the 
temperatures would not be limited to the boiling point of water. 

 
 
 
 
 
 
 
Figure 28.7. Temperature profiles for solar 
salt gradient pond in Miamisburg, Ohio, 
for the months of October and February 
(maximum and minimum temperature in 
convective layer). The continuation of the 
profiles in the soil beneath the pond is 
also included. (From Wittenberg and Har-
ris, 1979. Reprinted with permission from 
Proceedings of 14th Intersociety Energy Con-
version Engineering Conference. Copyright 
1979 American Chemical Society.) 

 
 

Solar ponds and aquifer storage 
A solar pond is a natural or artificial hot water storage system much like the 
ones described above, but with the top water surface exposed to solar radia-
tion and operating like a solar collector. In order to achieve both collection 
and storage in the same medium, layers from top to bottom have to be “in-
versely stratified”, that is, stratified with the hottest zone at the bottom and 
the coldest one at the top. This implies that thermal lift must be opposed, ei-
ther by physical means such as placing horizontal plastic barriers to separate 
the layers or by creating a density gradient in the pond, which provides 
gravitational forces to overcome the buoyancy forces. This can be done by 
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adding certain salts to the pond, taking advantage of the higher density of 
the more salty water (Rabl and Nielsen, 1975). 

An example of a solar pond of obelisk shape is the 5200-m3 pond in-
stalled at Miamisburg, Ohio. Its depth is 3 m, and the upper half is a salt 
gradient layer of NaCl, varying from 0% at the top to 18.5% at a 1.5-m depth. 
This gradient layer opposes upward heat transport and thus functions as a 
top insulation without impeding the penetration of solar radiation. The bot-
tom layer has a fixed salt concentration (18.5%) and contains heat exchang-
ers for withdrawing energy. In this layer, convection may take place without 
problems. Most of the absorption of solar radiation takes place at the bottom 
surface (this is why the pond should be shallow), and the heat is subse-
quently released to the convective layer. At the very top, however, some ab-
sorption of infrared solar radiation may destroy the gradient of temperature. 

Figure 28.7 shows temperature gradients for the Miamisburg pond dur-
ing its initial loading period (no load connected). From the start of operation 
in late August the first temperature maximum occurred in October, and the 
subsequent minimum occurred in February. The two situations are shown in 
Fig. 28.7. The temperature in the ground just below the pond was also 
measured. In October, the top layer disturbance can be seen, but in Febru-
ary, it is absent, due to ice cover on the top of the pond. 

Numerical treatment of seasonal storage in large top-insulated or solar 
ponds may be by time simulation, or by a simple approximation, in which 
solar radiation and pond temperature are taken as sine functions of time, 
with only the amplitude and phase as parameters to be determined. This is a 
fairly good approximation because of the slow response of a large seasonal 
store, which tends to be insensitive to rapid fluctuations in radiation or air 
temperature. However, when heat is extracted from the store, it must be 
checked that disturbance of the pond’s temperature gradient will not occur, 
say, on a particularly cold winter day, where the heat extraction is large. 
Still, heat extraction can, in many cases, also be modelled by sine functions, 
and if the gradient structure of the pond remains stable, such a calculation 
gives largely realistic results. 

In Israel, solar ponds are being operated for electricity generation by use 
of Rankine cycle engines with organic working fluids in order to be able to 
accept the small temperature difference available. A correspondingly low 
thermodynamic efficiency must be accepted (Winsberg, 1981). 

Truly underground storage of heat may also take place in geological for-
mations capable of accepting and storing water, such as rock caverns and 
aquifers. In the aquifer case, it is important that water transport be modest, 
that is, that hot water injected at a given location stay approximately there 
and exchange heat with the surroundings only by conduction and diffusion 
processes. In such cases, it is estimated that high cycle efficiencies (85% at a 
temperature of the hot water some 200°C above the undisturbed aquifer 



 28. HEAT CAPACITY STORAGE 

 VIII. HEAT STORAGE 247

temperature — the water being under high pressure) can be attained after 
breaking the system in, that is, after having established stable temperature 
gradients in the surroundings of the main storage region (Tsang et al., 1979). 

 
Medium- and high-temperature storage 
In relation to industrial processes, temperature regimes are often defined as 
medium in the interval from 100 to 500°C and high above 500°C. These defi-
nitions may also be used in relation to thermal storage of energy, but it may 
be useful to single out also the lower medium temperature range from 100°C 
to about 300°C, as the discussion below indicates. 

Materials suitable for heat storage should have a large heat capacity, they 
must be stable in the temperature interval of interest, and it should be con-
venient to add heat to or withdraw heat from them. 

 
Material Temperature 

interval (°C) 
Mass spec. heat 

(kJ kg-1 °C-1) 
Volume spec. heat 

(MJ m-3 °C-1) 
Heat conductiv-
ity (W m-1 °C-1) 

Solids 
Sodium chloride
Iron (cast) 
Rock (granite) 
Bricks 
Earth (dry) 
 

 
< 800 
< 1500 
< 1700 

 
0.92 
0.46 
0.79 
0.84 
0.79 

 
2.0 
3.6 
2.2 
1.4 
1.0 

 
9a, b 

70b−34c 
2.7b 
0.6 
1.0 

Liquids 
Water 
Oil (“thermal”) 
Sodium 
Diethylene       
glycol 

 

 
0−100 

−50 to 330 
 98 to 880 
−10 to 240 

 
4.2 
2.4 
1.3 
2.8 

 
4.2 
1.9 
1.3 
2.9 

 
0.6 
0.1 

85b−60c 

Table 28.1 Heat capacities of various materials (Kaye and Laby, 1959; Kreider, 1979; 
Meinel and Meinel, 1976). All quantities have some temperature dependence. Stan-
dard atmospheric pressure has been assumed; that is, all heat capacities are cP’s. 
a Less for granulates with air-filled voids.   
b At 1000°C.   
c At 700°C. 
 

The last of these requirements can be fulfilled in different ways. Either 
the material itself should possess good heat conductivity, as do metals, for 
example, or it should be easy to establish heat transfer surfaces between the 
material and some other suitable medium. If the transfer medium is a liquid 
or a gas, it could be passed along the transfer surface at a velocity sufficient 
for the desired heat transfer, even if the conductivities of the transfer fluid 
and the receiving or delivering material are small. If the storage material is 
arranged in a finite geometry, such that insufficient transfer is obtained by a 
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single pass, then the transfer fluid may be passed along the surface several 
times. This is particularly relevant for transfer media such as air, which has 
very low heat conductivity, and when air is used as a transfer fluid, it is im-
portant that the effective transfer surface be large. This may be achieved for 
storage materials of granular form such as pebble or rock beds, where the 
nodule size and packing arrangement can be such that air can be forced 
through and reach most of the internal surfaces with as small an expendi-
ture of compression energy as possible. 

These considerations lie behind the approaches to sensible heat storage, 
which are exemplified by the range of potential storage materials listed in 
Table 28.1. Some are solid metals, where transfer has to be by conduction 
through the material. Others are solids that may exist in granular form for 
blowing by air or another gas through the packed material. They exhibit 
more modest heat conductivity. The third group comprises liquids, which 
may serve as both heat storage materials and transfer fluids. The dominat-
ing path of heat transfer may be conduction, advection (moving the entire 
fluid), or convection (turbulent transport). For highly conducting materials 
such as liquid sodium, little transfer surface is required, but for the other 
materials listed substantial heat exchanger surfaces may be necessary. 

Solid metals, such as cast iron, have been used for high-temperature 
storage in industry. Heat delivery and extraction may be by passing a fluid 
through channels drilled into the metal. For the medium- to high-
temperature interval the properties of liquid sodium (cf. Table 28.1) make 
this a widely used material for heat storage and transport, despite the seri-
ous safety problems (sodium reacts explosively with water). It is used in nu-
clear breeder reactors and in concentrating solar collector systems, for stor-
age at temperatures between 275 and 530°C in connection with generation of 
steam for industrial processes or electricity generation. The physics of heat 
transfer to and from metal blocks and of fluid behaviour in pipes is a stan-
dard subject covered in several textbooks (see e.g. Grimson, 1971). 

 
 

Figure 28.8. Rock bed 
sensible heat store. Air 
of density ρa and veloc-
ity va may be blown 
through the bed cross-
section A, travelling the 
length L of the bed. 

 
Fixed beds of rock or granulate can be used for energy storage at both 

low and high temperatures, normally using air blown through the bed to 
transfer heat to and from the store. The pressure drop ∆P across a rock bed 
of length L, such as the one illustrated in Fig. 28.8 where air is blown 
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through the entire cross-sectional area A, may be estimated as (Handley and 
Heggs, 1968) 

 

 ∆P ≈ ρava
2 L ds

-1 ms
2 (368 + 1.24 Re/ms)/(Re(1 — ms)3),   (28.7) 

  
where ρa and va are density and velocity of the air passing through the bed 
in a steady-state situation, ds is the equivalent spherical diameter of the rock 
particles, and m, their mixing ratio, is one minus the air fraction in the vol-
ume L×A. Re is the Reynolds number describing the ratio between “inertial” 
and “viscous” forces on the air passing between the rock particles. Re may 
be estimated as ρavada/µ, where µ is the dynamic viscosity of air. If the rock 
particles are not spherical, the equivalent diameter may be taken as 

  

 ds = (6ALms /n)1/3, 
 

where n is the number of particles in the entire bed volume. The estimate 
(28.7) assumes the bed to be uniform and the situation stationary. The total 
surface area of the particles in the bed is given by 
 

 As = 6ms AL/ds = nπds
2. 

 

Optimal storage requires that the temperature gradient between the particle 
surfaces and their interior be small and that the pressure drop (28.7) also be 
small, leading to optimum particle diameters of a few centimetres and a 
void fraction of about 0.5 (implying that ms is also about 0.5). 

Organic materials such as diethylene glycol or special oil products (Table 
28.1) are suitable for heat storage between 200 and 300°C and have been 
used in concentrating solar collector test facilities (Grasse, 1981). Above 
300°C, the oil decomposes. 

Despite low volume heat capacities, gaseous heat storage materials could 
also be considered, such as steam (water vapour), which is often stored un-
der pressure, in cases where steam is the form of heat energy to be used later 
(in industrial processes, power plants, etc.). 



BENT SØRENSEN 

                                            250

 
 
 
 

LATENT HEAT AND 

CHEMICAL TRANS-

FORMATION STORAGE 
 
 

 
Energy associated with structural or phase change 
The energy associated with a change of phase for a given material can be 
used to store energy. The phase change may be one of melting or evaporat-
ing, or it may be associated with a structural change, e.g. in lattice form or 
content of crystal-bound water. When heat is added or removed from a 
given material, a number of changes may take place successively, or in some 
cases simultaneously, involving phase changes as well as energy storage in 
thermal motion of molecules (i.e. both latent and sensible heat). The total 
energy change, which can serve as energy storage, is given by the change in 
enthalpy. 

Solid−solid phase transitions are observed in one-component, binary, 
and ternary systems, as well as in single elements. An example of the latter 
is solid sulphur, which occurs in two different crystalline forms, a low-
temperature orthorhombic form and a high-temperature monoclinic form 
(cf. Moore, 1972). However, the elementary sulphur system has been studied 
merely out of academic interest in contrast to the one-component systems 
listed in Table 29.1. Of these systems, which have been studied in relation to 
practical energy storage, Li2SO4 exhibits both the highest transition tempera-
ture Tt and the highest latent heat for the solid−solid phase change ∆Hss. 
Pure Li2SO4 has a transition from a monoclinic to a face-centred cubic struc-
ture with a latent heat of 214 KJ kg-1 at 578°C. This is much higher than the 
heat of melting (−67 KJ kg-1 at 860°C). Another one-component material 
listed in Table 29.1 is Na2SO4, which has two transitions at 201 and 247°C, 
with the total latent heat of both transitions being ∼ 80 KJ kg-1. 

Recently, mixtures of Li2SO4 with Na2SO4, K2SO4 and ZnSO have been 
studied. Also, some ternary mixtures containing these and other sulphates 
were included in a Swedish investigation (cf. Sjoblom, 1981). Two binary 
systems (Li2SO4−Na2SO4, 50 mol% each, Tt = 518°C; and 60% Li2SO4−40% 
ZnSO4, Tt = 459°C) have high values of latent heat, ∼190 KJ kg-1, but they ex-

 
CHAPTER 

29 



29. LATENT HEAT AND CHEMICAL STORAGE 

 VIII. HEAT STORAGE 251

hibit a strong tendency for deformation during thermal cycling. A number 
of ternary salt mixtures based on the most successful binary compositions 
have been studied experimentally, but there is a lack of knowledge of both 
phase diagrams, structures, and re-crystallisation processes that lead to de-
formation in these systems. 

 
Material Transition temperature Tt (°C) Latent heat ∆Hss (kJ kg-1) 

V2O2 
FeS 

KHF2 
Na2SO4 
Li2SO4 

72 
138 
196 

210, 247 
578 

50 
50 
135 
80 
214 

Table 29.1. Solid−solid transition enthalpies ∆Hss (Fittipaldi, 1981). 
 
Salt hydrates 
The possibility of energy storage by use of incongruently melting salt hy-
drates has been intensely investigated, starting with the work of Telkes 
(Telkes, 1952, 1976). The molten salt consists of a saturated solution and ad-
ditionally some undissolved anhydrous salt because of its insufficient solu-
bility at the melting temperature, considering the amount of released crystal 
water available. Sedimentation will develop, and a solid crust may form at 
the interface between layers. In response to this, stirring is applied, for ex-
ample, by keeping the material in rotating cylinders (Herrick, 1982), and ad-
ditives are administered in order to control agglomeration and crystal size 
(Marks, 1983). 

An alternative is to add extra water to prevent phase separation. This has 
led to a number of stable heat of fusion storage systems (Biswas, 1977; 
Furbo, 1982). Some melting points and latent heats of salt hydrates are listed 
in Table 29.2. Here we use as an example Glauber salt (Na2SO4 ⋅ 10H2O), the 
storage capacity of which is illustrated in Fig. 29.1, both for the pure hydrate 
and for a 33% water mixture used in actual experiments. Long-term verifica-
tion of this and other systems in connection with solar collector installations 
has been carried out by the Commission of the European Union. For hot wa-
ter systems the advantage over sensible heat water stores is minimal, but 
this may change when space heating is included, because of the seasonal 
storage need (Furbo, 1982). 

Salt hydrates release water when heated and release heat when they are 
formed. The temperatures at which the reaction occurs vary for different 
compounds, ranging from 30 to 80°C; this makes possible a choice of storage 
systems for a variety of water-based heating systems such as solar, central, 
and district heating. Table 29.2 shows the temperatures Tm of incongruent 
melting and the associated quasi-latent heat Q (or ∆H) for some hydrates 
that have been studied extensively in heat storage system operation. The 
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practical use of salt hydrates faces physicochemical and thermal problems 
such as super-cooling, non-congruent melting, and heat transfer difficulties 
imposed by locally low heat conductivities (cf., e.g. Achard et al., 1981). 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 29.1. Heat storage ca-
pacity as a function of tem-
perature for ideally melting 
Glauber salt, for Glauber salt 
plus extra water, and for pure 
water (Furbo, 1982).  

 

 
Generally, storage in a chemical system with two separated components, 

of which one draws low-temperature heat from the environment and the 
other absorbs or delivers heat at fairly low (30−100°C) or medium (100− 
200°C) temperature, is referred to as a chemical heat pump (McBride, 1981). 
Simply stated, the chemical heat pump principle consists in keeping a sub-
stance in one of two containers, although it would prefer to be in the other 
one. In a classical example, the substances are water vapour and sulphuric 
acid. Because the pressure over sulphuric acid is much lower than over liq-
uid water (see Fig. 29.2), the water vapour will prefer to move from the wa-
ter surface to the H2SO4 surface and become absorbed there, with a heat gain 
deriving in part from the mixing process and in part from the heat of evapo-
ration. The temperature of the mixture is then above what is needed at the 
water source. Heat is stored when the temperature of the sulphuric 
acid/water container is made still higher, so that the equilibrium pressure of 
vapour above the acid surface at this temperature becomes higher than that 
above the water surface at its temperature. The pressure gradient will in this 
situation move water vapour back to the water surface for condensation. 
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Hydrate 

 
 
CaCl2 ⋅  6H2O 
Na2SO4 ⋅  10H2O 
Na2CO3 ⋅  10H2O 
Na2HPO4 ⋅  12H2O 
Na2HPO4 ⋅  7H2O 
Na2S2O3 ⋅  5H2O 
Ba(OH)2 ⋅  8H2O 

Incongruent melting point, Tm (°C)
 
 

29 
32 
33 
35 
48 
48 
78 

Specific latent heat ∆H 
(MJ m-3) 

 
281 
342 
360 
205 
302 
346 
655 

 

Table 29.2. Characteristics of salt hydrates. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 29.2. Equilibrium pres-
sure of water vapour over 
sulphuric acid/water mix-
tures as a function of tem-
perature and percentage of 
water in the mixture (Chris-
tensen, 1981). 

 
 
 

 

A similar system, but with the water being attached as crystal water in a 
salt (i.e., salt hydration), is the Na2S/water system developed and tested in 
Sweden but not really having made it in the marketplace (“System 
Tepidus”; Bakken, 1981). Figure 29.3 shows this chemical heat pump, which 
is charged by the reaction 
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Na2S + 5H2O (vapour)   →  Na2S ⋅ 5H2O + 312 kJ mol-1.   (29.1) 
 

The heat for the evaporation is taken from a reservoir of about 5°C, that 
is, a pipe extending through the soil at a depth of a few metres (as in com-
mercial electric heat pumps with the evaporator buried in the lawn), corre-
sponding to roughly 10°C in the water container (B in Fig. 29.3) owing to 
heat exchanger losses. The water vapour flows to the Na2S container (A in 
Fig. 29.3) through a connecting pipe that has been evacuated of all gases 
other than water vapour and where the water vapour pressure is of the or-
der of 1% of atmospheric pressure. During charging, the temperature in the 
sodium sulphide rises to 65—70°C, owing to the heat formed in the process 
(29.1). When the temperatures in containers A and B and the equilibrium 
pressures of the water vapour are such that they correspond to each other by 
a horizontal line in the pressure−temperature diagram shown in Fig. 29.4, 
the flow stops and the container A has been charged. 

Figure 29.3. Schematic picture of a chemical heat pump operating between a sodium 
sulphide and a water container and based on the formation of the salt hydrate Na2S ⋅ 
5H2O. Typical temperatures are indicated. There is a low-temperature heat source 
connected to the water container and a high-temperature heat source (a solar collec-
tor) connected to the salt container, along with the heat demand (load). A switch al-
lows either load or solar collector to be connected. 

 

To release the energy, a load area of temperature lower than the con-
tainer A is connected to it, and heat is transferred through a heat exchanger. 
Lowering the temperature in A causes a pressure gradient to form in the 
connecting pipe, and new energy is drawn from B to A. In order to prevent 
the heat reservoir (the soil) from cooling significantly, new heat must be 



29. LATENT HEAT AND CHEMICAL STORAGE 

 VIII. HEAT STORAGE 255

added to compensate for the heat withdrawn. This takes place continuously 
by transfer processes in the soil (solar radiation absorbed at the soil surface 
is conducted to the subsurface location of the evaporator pipes). However, 
in the long term a lower temperature would develop in the soil environment 
if no active makeup heat were supplied. This is done by leading surplus 
heat from a solar collector to the sodium sulphide container when the solar 
heat is not directly required in the load area. When the temperature of con-
tainer A is raised in this way, the pressure gradient above the salt will be in 
the direction of driving water vapour to container B, thereby removing some 
of the crystallisation water from the salt. 

 
 

 

 
 
 
 
 
 
 
 
 
 
 
 
Figure 29.4. Equilibrium pressure of 
water vapour over water and over 
sodium sulphide as a function of 
temperature. For a given pressure 
(dashed line), the equilibrium tem-
peratures in the water and the salt 
containers will differ by roughly 
55°C. 

 
 

 

The two actual installations of this type of chemical heat pump are a one-
family dwelling with a storage capacity of 7000 kWh (starting operation in 
1979) and an industrial building (Swedish Telecommunications Administra-
tion) with 30 000 kWh worth of storage, operated from 1980. Future applica-
tions may comprise transportable heat stores, since container A may be de-
tached (after closing the valve indicated in Fig. 29.3) and carried to another 
site. Once the container is detached, the sensible heat is lost, as the container 
cools from its 60°C to ambient temperatures, but this only amounts to 3−4% 
of the energy stored in the Na2S ⋅ 5H2O (Bakken, 1981). 
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It should be mentioned that a similar loss will occur during use of the 
storage unit in connection with a solar heating system. This is because of the 
intermittent call upon the store. Every time it is needed, its temperature in-
creases to 60°C (i.e. every time the valve is opened), using energy to supply 
the sensible heat, and every time the need starts to decrease, there is a heat 
loss associated either with making up for the heat transfer to the surround-
ings (depending on the insulation of the container) to keep the container 
temperature at 60°C or, if the valve has been closed, with the heat required 
to re-heat the container to its working temperature. These losses could be 
minimised by using a modular system, where only one module at a time is 
kept at operating temperature, ready to supply heat if the solar collector is 
not providing enough. The other modules would then be at ambient tem-
peratures except when they are called upon to become re-charged or to re-
place the unit at standby. 

The prototype systems were not economically viable, but the developers 
estimate that the system cost in regular production may reach 4−5 euro per 
kWh of heat supplied for a 15-m3 storage system for a detached house, with 
half the cost taken up by the solar collector system and the other half by the 
store. For transport, container sizes equivalent to 4500 kWh of 60°C heat are 
envisaged. However, the charge-rate capacity of roughly 1 W kg-1 may be 
insufficient for most applications. 

Although the application of the chemical heat pump considered above is 
for heating, the concept is equally useful for cooling applications. Here the 
load would simply be connected to the cold container. Several projects are 
underway to study various chemical reactions of the gas/liquid or gas/solid 
type based on pressure differences, either for cooling alone or for both heat-
ing and cooling. The materials are chosen on the basis of temperature re-
quirements and long-term stability while allowing many storage cycles. For 
example, NaI−NH3 systems have been considered for air conditioning pur-
poses (Fujiwara et al., 1981). A number of ammoniated salts that react on 
heat exchange could be contemplated. 
 
Chemical reactions 
The use of high-temperature chemical heat reactions in thermal storage sys-
tems is fairly new and to some extent related to attempts to utilise high-
temperature waste heat and to improve the performance of steam power 
plants (cf. Golibersuch et al., 1976). The chemical reactions that are used to 
store the heat allow, in addition, upgrading of heat from a lower tempera-
ture level to a higher temperature level, a property that is not associated 
with phase transition or heat capacity methods. 

Conventional combustion of fuel is a chemical reaction in which the fuel 
is combined with an oxidant to form reaction products and surplus heat. 
This type of chemical reaction is normally irreversible, and there is no easy 
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way that the reverse reaction can be used to store thermal energy. The proc-
ess of burning fuel is a chemical reaction whereby energy in one form (che-
mical energy) is transformed into another form (heat) accompanied by an 
increase in entropy. In order to use such a chemical reaction for storage of 
heat, it would, for example, in the case of hydrocarbon, require a reverse 
process whereby the fuel (hydrocarbon) could be obtained by adding heat to 
the reaction products carbon dioxide and water. So, use of chemical heat re-
actions for thermal energy storage requires suitable reversible reactions. 

The change in bond energy for a reversible chemical reaction may be 
used to store heat, but although a great variety of reversible reactions are 
known, only a few have so far been identified as being technically and eco-
nomically acceptable candidates. The technical constraints include tempera-
ture, pressure, energy densities, power densities, and thermal efficiency. In 
general, a chemical heat reaction is a process whereby a chemical compound 
is dissociated by heat absorption, and later, when the reaction products are 
recombined, the absorbed heat is again released. Reversible chemical heat 
reactions can be divided into two groups: thermal dissociation reactions and 
catalytic reactions. The thermal dissociation reaction may be described as
  

 AB (+∆H at T1 and p1) ↔ A + B (−∆H at T2 and p2),   (29.2) 
 

indicating that the dissociation takes place by addition of heat ∆H to AB at 
temperature T1 and pressure p1, whereas the heat is released (−∆H) at the re-
verse reaction at temperature T2 and pressure p2. The reciprocal reaction 
(from right to left) occurs spontaneously if the equilibrium is disturbed, that 
is, if T2 < T1 and p2 > p1. To avoid uncontrolled reverse reaction, the reaction 
products must therefore be separated and stored in different containers. 
This separation of the reaction products is not necessary in catalytic reaction 
systems where both reactions (left to right and right to left) require a catalyst 
in order to obtain acceptable high reaction velocities. If the catalyst is re-
moved, neither of the reactions will take place even when considerable 
changes in temperature and pressure occur. This fact leads to an important 
advantage, namely, that the intrinsic storage time is, in practice, very large 
and, in principle, infinite. Another advantage of closed-loop heat storage 
systems employing chemical reactions is that the compounds involved are 
not consumed, and because of the high energy densities (in the order of 
magnitude: 1 MWh m-3 compared to that of the sensible heat of water at ∆T 
= 50 K, which is 0.06 MWh m-3), a variety of chemical compounds are eco-
nomically acceptable. 

The interest in high-temperature chemical reactions is derived from the 
work of German investigators on the methane reaction 

  

Q+ CH4 + H2O   ↔  CO+ 3H2,      (29.3) 
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(Q being heat added) which was studied in relation to long-distance trans-
mission of high-temperature heat from nuclear gas reactors (cf. Schulten et 
al., 1974). The transmission system called “EVA-ADAM”, an abbreviation of 
the German Einzelrorhrversuchsanlage und Anlage zur dreistufigen adiabatischen 
Methanisierung, is being further developed at the nuclear research centre at 
Jülich, Germany. It consists of steam reforming at the nuclear reactor site, 
transport over long distances of the reformed gas (CO + 3H2), and methana-
tion at the consumer site where heat for electricity and district heating is 
provided (cf. e.g. Harth et al., 1981). 
 
Closed loop system 

 
 

CH4 + H2O ↔ CO+ 3H2 
CH4 + CO2 ↔ 2CO+ 2H2 
CH4 + 2H2O ↔ CO2 + 4H2 
C6H12 ↔ C6H6 + 3H2 
C7H14 ↔ C7H8 + 3H2 
C10H18 ↔ C10H8 + 5H2 

Enthalpya 
∆H0 (kJ mol -1) 

 

206 (250)b 
247 
165 
207 
213 
314 

Temperature 
range (K) 

 

700−1200 
700−1200 
500−700 
500−750 
450−700 
450−700 

 

Table 29.3. High-temperature closed-loop chemical C-H-O reactions (Hanneman et 
al., 1974; Harth et al., 1981).  
a Standard enthalpy for complete reaction.  
b Including heat of evaporation of water. 
 

The reaction in (29.3) is a suitable candidate for energy storage that can 
be accomplished as follows: heat is absorbed in the endothermic reformer 
where the previously stored low-enthalpy reactants (methane and water) are 
converted into high-enthalpy products (carbon monoxide and hydrogen). 
After heat exchange with the incoming reactants, the products are then 
stored in a separate vessel at ambient temperature conditions, and although 
the reverse reaction is thermodynamically favoured, it will not occur at 
these low temperatures and in the absence of a catalyst. When the heat is 
needed, the products are recovered from storage and the reverse, exother-
mic reaction (methanation) is run (cf. Golibersuch et al., 1976). Enthalpies 
and temperature ranges for some high-temperature closed-loop C-H-O sys-
tems, including the reaction (29.3), are given in Table 29.3. The performance 
of the cyclohexane to benzene and hydrogen system (listed fourth in Table 
29.3) has been studied in detail by Italian workers, and an assessment of a 
design storage plant has been made (cf. Cacciola et al., 1981). The complete 
design storage plant consists of hydrogenation and dehydrogenation multi-
stage adiabatic reactors, storage tanks, separators, heat exchangers, and mul-
tistage compressors. Thermodynamic requirements are assured by inde-
pendent closed-loop systems circulating nitrogen in the dehydrogenation 
and hydrogen in the hydrogenation units. 
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A number of ammoniated salts are known to dissociate and release am-
monia at different temperatures, including some in the high-temperature 
range (cf. Yoneda et al., 1980). The advantages of solid−gas reactions in gen-
eral are high heats of reaction and short reaction times. This implies, in prin-
ciple, high energy and power densities. However, poor heat and mass trans-
fer characteristics in many practical systems, together with problems of sag-
ging and swelling of the solid materials, lead to reduced densities of the to-
tal storage system. 

Metal hydride systems are primarily considered as stores of hydrogen, as 
will be discussed later. However, they have also been contemplated for heat 
storage, and in any case the heat-related process is integral in getting the 
hydrogen into and out of the hydride. The formation of a hydride MeHx 
(metal plus hydrogen) is usually a spontaneous exothermic reaction: 

 

Me + ½ x H2  →  MeHx + Q,      (29.4) 
 

which can be reversed easily by applying the amount of heat Q, 
 

MeHx + Q   →   Me + ½ x H2.      (29.5) 
 

Thus, a closed-loop system, where hydrogen is not consumed but is 
pumped between separate hydride units, may be used as a heat store. High-
temperature hydrides such as MgH2, Mg2NiH2 and TiH2 have, owing to 
their high formation enthalpies (e.g. for MgH2, ∆H ≥ 80 kJ per mol of H2; for 
TiH2, ∆H > 160 KJ per mol of H2), heat densities of up to 3 MJ kg-1 or 6 GJ m-3 
in a temperature range extending from 100 to 600°C (cf. Buchner, 1980). 
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STORAGE 
 

 

30.1.  Overview of the storage of high-quality energy 

A number of storage systems may be particularly suitable for the storage of 
“high-quality” energy, such as mechanical energy or electric energy. If the 
energy to be stored is derived from a primary conversion delivering electric-
ity, for example, then one needs an energy storage system, which will allow 
the regeneration of electricity with a high cycle efficiency, i.e. with a large 
fraction of the electricity input recovered in the form of electricity. Thermal 
stores, such as the options mentioned in the previous section, may even at T 
= 800−1500°C (metals, etc.) not achieve this, because of the Carnot limit to 
the efficiency of electricity regeneration, combined with energy losses from 
storage walls. Thermal stores fed via a heat pump drawing from a suitable 
reference reservoir may reach tolerable cycle efficiencies more easily. 

Table 30.1 gives an indication of the actual or estimated energy densities 
and cycle efficiencies of various storage systems. The theoretical maximum 
of energy density is, in some cases, considerably higher than the values 
quoted. For comparison, energy densities of thermal stores and a number of 
fuels are also given. Some of the fuels (methanol, wood and hydrogen) may 
be produced by conversion based on renewable energy sources (without 
having to wait for fossilisation processes to occur). The cycle efficiency is de-
fined with the assumption that the initial energy form is electricity or an-
other high-quality energy form, and the value quoted for hydrogen is based 
on electrolysis of water as the first step in the storage cycle. Methanol may 
also be reversibly transformed into hydrogen and carbon oxide to play the 
role of a closed storage cycle (Prengle and Sun, 1976). The most striking fea-
ture is the low-volume energy density of nearly all the reversible storage 
concepts considered, relative to that of solid or liquid fossil fuels. 

The magnitudes of stores that in practice may be associated with renew-
able energy use are discussed in Sørensen (2004) for various future energy 
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systems. For comparison, reservoirs of fossil fuels may be found in Chapter 
21, Table 21.1. 

 
Storage form                Energy density    Cycle efficiency 

 kJ kg-1 MJ m-3  

Conventional fuels  
Crude oil 

  
42 000 

  
37 000 

 
 

Coal 
Dry wood 

32 000 
12 500a 

42 000 
10 000  

Synthetic fuels 
Hydrogen, gas 
Hydrogen, liquid 
Hydrogen, metal hydride 
Methanol 
Ethanol 

 
120 000 
120 000 

2 000−9 000
21 000 
28 000 

 
10 

8 700 
5 000−15 000

17 000 
22 000 

 
0.4−0.6 

 
 
 
 

Thermal — low quality  
Water, 100°C →  40°C 
Rocks, 100°C  → 40°C  
Iron, 100°C  → 40°C 

 
250 

40−50 
∼30 

 
 250 

100−140 
∼230 

 

Thermal — high quality 
Rocks, e.g. 400°C → 200°C 
Iron, e.g. 400°C → 200°C 
Inorganic salts, heat of fusion > 300°C 

 
∼160 
∼100 
> 300 

 
∼430 
∼800  
> 300 

 

Mechanical 
Pumped hydro, 100 m head 
Compressed air 
Flywheels, steel 
Flywheels, advanced 

 
1 
 

30−120 
> 200 

 
1 

∼15 
240−950 

> 100 

 
0.65−0.8 
0.4−0.5 

 
∼0.95 

Electrochemical 
Lead−acid 
Nickel−cadmium 
Lithium ion (other advanced batteries) 
Superconducting 

 
40−140 
∼350 

700 (> 400) 
 

 
100−900 

∼350  
1400 (> 300)

∼100 

 
0.7−0.8 
varying 

0.7 (> 0.8) 
∼0.85 

 

Table 30.1. Energy density by weight and volume for various storage forms, based on 
measured data or expectations for practical applications. For the storage forms aimed 
at storing and regenerating high-quality energy (electricity), cycle efficiencies are also 
indicated. Hydrogen gas density is quoted at ambient pressure and temperature. For 
compressed air energy storage, both electricity and heat inputs are included on equal 
terms in estimating the cycle efficiency (with use of Jensen and Sørensen, 1984).    
a Oven-dry wood may reach values up to 20 000 kJ kg-1. 

 

30.2 Pumped hydro storage 

The total exploitable hydro potential is of the order of 1012 W on average 
over the year (Sørensen, 2004), and only the fraction of this associated with 
reservoirs can be considered relevant for energy storage. Those river flows 
that have to be tapped as they come may be interesting as energy sources, 
but not as energy storage options. 
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The hydro reservoirs feeding into turbine power plants may be utilised 
for storage of electric energy generated by non-hydropower plants (e.g. 
wind or photovoltaic energy converters), provided that all the power plants 
are connected by a common grid, and provided that transmission capacity is 
sufficient to accommodate the extra burden of load-levelling storage-type 
operation of the system. The storage function in a system of this kind is pri-
marily obtained by displacement of load. This means that the hydropower 
units are serving as backup for the non-hydro generators by providing 
power when non-hydropower production falls short of load. The small start-
up time for hydro turbines (½−3 minutes) makes this mode of operation 
convenient. When there is a surplus power generation from the non-hydro 
units, then the hydro generation is decreased, and non-hydro produced 
power is transmitted to the load areas otherwise served by hydropower 
(Sørensen, 1981; Meibom et al., 1999). In this way, there is no need to pump 
water up into the hydro reservoirs, as long as the non-hydropower genera-
tion stays below the combined load of hydro and non-hydro load areas. To 
fulfil this condition, the relative sizes of the different types of generating 
units must be chosen carefully. 

When the surplus energy to be stored exceeds the amounts that can be 
handled in the displacement mode described above, then upward pumping 
of water into the hydro reservoirs may be considered by use of two-way 
turbines, so that the energy can be stored and recovered by the same instal-
lation. Alternatively, pumped storage may utilise natural or artificially con-
structed reservoirs not associated with any exploitable hydropower. 

Figure 30.1 shows an example of the layout of a pumped storage facility. 
Installations where reservoirs are not part of a hydro flow system are typi-
cally intended for short-term storage. They may be used for load-levelling 
purposes, providing a few hours of peak load electric power per day, based 
on nighttime pumping. In terms of average load covered, the storage capaci-
ties of these installations are below 24 h. On the other hand, some of the 
natural reservoirs associated with hydro schemes have storage capacities 
corresponding to one or more years of average load (e.g. the Norwegian hy-
dro system; cf. Sørensen, 1981; Meibom et al., 1999). Pumping schemes for 
such reservoirs could serve for long-term storage of energy. 

If no natural elevated reservoirs are present, pumped storage schemes 
may be based on underground lower reservoirs and surface level upper res-
ervoirs. The upper reservoirs may be lakes or oceans. The lower ones should 
be excavated or should make use of natural cavities in the underground. If 
excavation is necessary, a network of horizontal mine shafts, such as the one 
illustrated in Fig. 30.2, may be employed in order to maintain structural sta-
bility against collapse (Blomquist et al., 1979; Hambraeus, 1975). 

The choice of equipment is determined primarily by the size of head, that 
is, the vertical drop available between the upper and the lower reservoir. 
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Figure 30.1 (above). Layout 
of pumped hydro storage 
system at Cruachan in Scot-
land. 
 

 
 
 
 

 

Figure 30.2 (left). Schematic 
layout of underground 
pumped hydro storage sys-
tem. From Blomquist et al., 
1979. Reprinted with per-
mission from the Proceedings 
of the 14th Intersociety Energy 
Conversion Engineering Con-
ference. Copyright 1979 
American Chemical Society. 
 
 

 

Figure 11.1 shows in a schematic form the three most common types of 
hydro turbines. The Kaplan turbine (called a Nagler turbine if the position 
of the rotor blades cannot be varied) is most suited for low heads, down to a 
few metres. Its rotor has the shape of a propeller, and the efficiency of con-
verting gravitational energy into shaft power is high (over 0.9) for the design 
water velocity, but lower for other water speeds. The efficiency drop away 
from the design water velocity is rapid for the Nagler turbine, less so for the 
Kaplan version. These turbines are inefficient for upward pumping, al-
though they can be made to accept water flow from either side (André, 
1976). A displacement pump may be used in a “tandem arrangement” (i.e. 
separate turbine and pump). The electric generator is easily made reversible, 
so that it may serve either as generator or as motor. 

For larger heads, the Francis and Pelton turbines may be used. Francis 
turbines have a set of fixed guiding blades leading the water onto the rotat-
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ing blades (the “runner”) at optimum incident angle. It can be used with wa-
ter heads up to about 600 m in the simple version illustrated in Fig. 11.1b, 
but multistage versions have been considered, guiding the water through a 
number of runners (five for an actual French installation; cf. Blomquist et al., 
1979). In this way, heads above 1000 m can be accepted, and the arrange-
ment may be completely reversible, with very modest losses. For either 
pumping or generating, the turbine efficiency at design water flow may be 
over 0.95, but for decreasing flow the efficiency drops. Typical overall effi-
ciencies of the storage cycle (pumping water up by use of surplus electric 
power, regenerating electric power based on downward flow through tur-
bines) are around 0.8 for existing one-stage Francis turbine installations. 
Shifting from pumping to generating takes about 1 min (Hambraeus, 1975). 
The total cycle efficiency of the multistage Francis turbines for heads of 
1000−1500 m is about 0.7 (Blomquist et al., 1979). 

If the head is larger than the limit for single-stage, reversible Francis tur-
bines, an alternative to the multistage Francis turbines is offered by the tan-
dem units consisting of separate impulse turbines and pumps. The pump 
units for pumping upward over height differences exceeding 1000 m are 
usually multistage pumps (six stages for an actual installation in Italy), with 
efficiency over 0.9 being achieved. The impulse turbine part is of Pelton type 
(see Fig. 11.1a), consisting of a bucket-wheel being driven by the impulse of 
one or more water jets created by passing the water through nozzles. The 
power for this process is the pressure force created by the column of water, 
from the turbine placed at the lower reservoir level to the upper reservoir 
level. The pressure energy can be converted partially or fully into linear ki-
netic energy according to the requirements of the different turbine types, 

 

 mg ∆z = Wpot
initial = m’ ½u2 + (m — m’) P ρ-1 = Wkin + H. 

 

Here the initial potential energy associated with the head ∆z is trans-
formed into a kinetic energy part associated with partial mass m' moving 
with velocity u and a pressure energy part with the enthalpy H given by the 
pressure P over the density of water ρ, times the remaining mass m−m’. The 
conversion efficiency of Pelton turbines is about 0.9 over a wide range of 
power levels, and the tandem arrangement of separate turbine and pump 
(but generator/motor, turbine, and pump all mounted on a common shaft) 
allows quick shifts between generating and pumping or vice versa. 

 The losses in conversion are associated in part with “leakage”, that is, 
with water that passes round the turbine without contributing to power, and 
in part with energy dissipation in the form of heat, for example, due to fric-
tion (cf. Angrist, 1976). Further losses are associated with evaporation of wa-
ter, especially from solar-exposed upper reservoirs. 

Excavation for underground storage limits the application to short-term 
storage (up to about 24 h of average load) because the cost scales approxi-
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mately linearly with storage capacity. For large natural reservoirs, seasonal 
energy storage can be considered, since the cost has a large component de-
termined by the maximum load requirement and therefore becomes fairly 
independent of storage capacity beyond a certain point, as long as the reser-
voir is available. 
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FLYWHEELS 
 

 
  
Mechanical energy may be stored in the form of rotational motion under 
conditions of low frictional losses. A flywheel is such a rotating structure, 
capable of receiving and delivering power through its shaft of rotation. Fric-
tion is diminished by use of high-performance bearings, and the entire rotat-
ing structure may be enclosed in a space with partial vacuum or filled with 
an inert gas. 

The amount of energy stored in a body of mass distribution ρ (x) rotating 
about a fixed axis with angular velocity ω is 

  

W = ½ I ω 2,         (31.1) 
  

with the moment of inertia I given by    

I = ∫ ρ (x) r2 dx.  
 

It would appear from these expressions that high angular velocity and a ma-
jority of the mass situated at large distance r from the axis of rotation would 
lead to high amounts of energy stored. The relevant question to ask, how-
ever, is how to obtain the highest energy density, given material of a certain 
strength. 

The strength of materials is quantified as the tensile strength, defined as 
the highest stress not leading to a permanent deformation or breaking of the 
material. If the material is inhomogeneous, the breaking stresses, and hence 
the tensile strengths, are different in different directions. For fibrous materi-
als, there are characteristic tensile strengths in the direction of the fibres and 
perpendicular to the direction of the fibres, the former in some cases being 
orders of magnitude larger than the latter ones. 

The components in x-, y-, and z-directions of the force per unit volume, f, 
are related to the stress tensor τij by 

 

fi = Σj ∂ τij /∂xj,          (31.2) 
 

 
CHAPTER 
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and the tensile strength σI in a direction specified by i is  
  

σI  =  max (Σj τij nj ),       (31.3) 
 

where n is a unit vector normal to the “cut” in the material (see Fig. 31.1) 
and the maximum sustainable stress in the direction i is to be found by vary-
ing the direction of n, that is, varying the angle of slicing. In other words, the 
angle of the cut is varied until the stress in the direction i is maximum, and 
the highest value of this maximum stress not leading to irreversible damage 
defines the tensile strength. If the material is isotropic, the tensile strength is 
independent of direction and may be denoted σ. 

  
 

 

Figure 31.1. Definition of internal stress 
force (Jensen and Sørensen, 1984). 

 
 

Consider now a flywheel such as the one illustrated in Fig. 31.2, rotating 
with angular velocity ω about a fixed axis. The mass distribution is symmet-
ric around the axis of rotation, that is, invariant with respect to rotations 
through any angle θ about the rotational axis. It is further assumed that the 
material is homogeneous, so that the mass distribution is fully determined 
by the mass density ρ and the variation of disk width b(r) as a function of 
radial distance r from the axis, for a shape symmetric about the midway 
plane normal to the axis of rotation. 

The internal stress forces (31.2) plus any external forces fext determine the 
acceleration of a small volume of the flywheel situated at the position x: 
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which is the Newtonian equation of motion. Integrated over some volume 
V, the force becomes 
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where in the last line the volume integral over V has been transformed into a 
surface integral over the surface A enclosing the volume V, with n being a 
unit vector normal to the surface. 
 

The constant-stress disk 
For uniform rotation with constant angular velocity ω, the acceleration on 
the left-hand side of (31.4) is radial and given by rω2 at the distance r from 
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the axis. Disregarding gravitational forces, the centrifugal force alone must 
be balanced by the internal stresses, and one may proceed to find the condi-
tions under which all parts of the material experience the same stress τ. If τ 
equals the tensile strength σ or a specified fraction of it (in order to have a 
safety margin, as one always would in practice), then the material is utilised 
optimally, and the energy stored is the maximum that can be achieved using 
the given material properties. 

 

 
 

Figure 31.2. Co-ordinates and other quantities used in the description of flywheels. 
The lower part of the figure illustrates the half-torus shape, confined between radii r 
and r + dr, used in the evaluation of stresses in the direction perpendicular to the cut 
(Jensen and Sørensen, 1984). 

 
Taking the volume V as that enclosed between the radius r and r + dr 

and between the centre angle θ = — x/2 and θ = x/2, with the full widths be-
ing b(r) and b(r+dr), the balance between the centrifugal force and the inter-
nal stresses is obtained from (31.4) and (31.5), 

 

2ρ rω 2 b(r) r dr = 2τ ((r + dr) b(r + dr) — r b(r) — b(r) dr).   (31.6) 
 



BENT SØRENSEN 

                                            270

The factors of 2 come from the angular integrals over cosθ. The first two 
terms on the right-hand side of (31.6) are derived from the radial stresses, 
while the last term represents the tangential stresses on the cuts halving the 
torus shape considered (cf. Fig. 31.1). To first order in dr, (31.6) may be re-
written as 

 

 ρ r2ω 2 b(r) = τ r db(r) / dr,       (31.7) 
 

from which the disc thickness leading to constant stress is found as  
 

b(r) = b0 exp (−½ ρ r2ω 2/τ).      (31.8) 
 
The optimum shape is seen to be an infinitely extending disc of exponen-

tially declining thickness. 
 

Other flywheel shapes 
The approach used above may be generalised. Instead of assuming constant 
stress, one may assume the shape of the flywheel to be known [i.e., b(r) is 
known, the material still being homogeneous and the shape symmetrical 
around the axis of rotation as well as upon reflection in the midway plane 
perpendicular to the axis]. Then the stresses will have to be calculated as a 
function of rotational speed ω. Owing to the assumptions made, there are 
only two radially varying stress functions to consider, the radial stress τr(r) 
and the tangential stress τt(r), both depending only on the distance r from 
the axis of rotation. Stress components parallel to the axis of rotations are 
considered absent. Considering again a half-torus shape (see Fig. 31.2), the 
forces perpendicular to the cut plane may be written in a generalisation of 
(31.6): 

 

 2ρ r2ω 2b(r) dr = 2(τr ((r + dr) b(r + dr) (r + dr) — r τr(r) b(r)) — τt(r) b(r) dr.  
(31.9) 

 

To first order in dr, this gives, after rearrangement,  
 

τt(r) = ρ r2 ω 2 + τr(r) + dτt(r)/dr + rτr(r) db(r) / (b(r) dr).          (31.10) 
 

This is one equation relating radial and tangential stresses. In order to de-
termine the stresses, a second relation must be established. This is the rela-
tion between stresses and strains, corresponding to Hooke’s law in the the-
ory of elasticity. Introduce deformation parameters εt and εr for tangential 
and radial stretching by the relations 

  

2π∆r = 2πεt,                 (31.11) 
 

d(∆r)/dr = εr = εt + r dεt/dr,              (31.12) 
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where the first equation gives the tangential elongation of the half-torus con-
fined between r and r + dr (see Fig. 31.2), and (31.12) gives the implied ra-
dial stretching. Then the stress−strain relations may be written 

  

 εt(r) = Y-1(τt(r) − µ τr(r)),               (31.13) 
 

εr(r) = Y-1(τr(r) − µ τt(r)),               (31.14) 
 

where the strength of compression Y is called Young’s module and µ is Pois-
son’s ratio, being the ratio between Y and the corresponding quantity Z 
measuring the strength of expansion in directions perpendicular to the com-
pression (Shigley, 1972). Eliminating the deformations from (31.12)−(31.14), 
one obtains a new relation between the stresses: 

  

 (1 + µ) (τ r (r) − τ t (r)) = r dτ t (r) / dr − rµ dτ r (r) / dr.           (31.15) 
 

Inserting (31.10) into (31.15) results in a second-order differential equa-
tion for the determination of τr(r). The solution depends on materials proper-
ties through ρ, Y and µ and on the state of rotation through ω. Once the ra-
dial stress is determined, the tangential one can be evaluated from (31.10).  

As an example, consider a plane disc of radius rmax, with a centre hole of 
radius rmin. In this case, the derivatives of b(r) vanish, and the solution to 
(31.15) and (31.10) is 

 

 τ r (r) = (3 + µ)ρ ω2 (r2
min + r2

max — r2
min r

2
max / r

2 — r2) /8 
                         (31.16) 
 τ t (r) = (3 + µ)ρ ω2 (r2

min + r2
max + r2

min r
2
max / r

2 — (1 + 3µ) r2 / (3 + µ)) /8. 
 

The radial stress rises from zero at the inner rim, reaches a maximum at r = 
(rminrmax)1/2, and then declines to zero again at the outer rim. The tangential 
stress is maximum at the inner rim and declines outwards. Its maximum 
value exceeds the maximum value of the radial stress for most relevant val-
ues of the parameters (µ is typically around 0.3). 

Comparing (31.10) with (31.1) and the expression for I, it is seen that the 
energy density W in (31.1) can be obtained by isolating the term propor-
tional to ω 2 in (31.10), multiplying it by ½r, and integrating over r. The inte-
gral of the remaining terms is over a stress component times a shape-
dependent expression, and it is customary to use an expression of the form 

  

 W / M = σ Km / ρ,                (31.17) 
 

where M = ∫ρb(r)r dθ dr is the total flywheel mass and σ  is the maximum 
stress [cf. (31.3)]. Km is called the shape factor. It depends only on geometry, 
if all stresses are equal as in the “constant stress disc”, but as the example of 
a flat disc has indicated [see (31.16)], the material properties and the geome-
try cannot generally be factorised. Still, the maximum stress occurring in the 
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flywheel may be taken out as in (31.17), in order to leave a dimensionless 
quantity Km to describe details of the flywheel construction (also, the factor ρ 
has to be there to balance ρ in the mass M, in order to make Km dimen-
sionless). The expression (31.17) may now be read in the following way: 
given a maximum acceptable stress σ, there is a maximum energy storage 
density given by (31.17). It does not depend on ω, and it is largest for light 
materials and for large design stresses σ. The design stress is typically cho-
sen as a given fraction (“safety factor”) of the tensile strength. If the tensile 
strength itself is used in (31.17), the physical upper limit for energy storage 
is obtained, and using (31.1), the expression gives the maximum value of ω 
for which the flywheel will not fail by deforming permanently or by disinte-
grating. 
 
Flywheel performance 
Some examples of flywheel shapes and the corresponding calculated shape 
factors Km are given in Table 31.1. The infinitely extending disc of constant 
stress has a theoretical shape factor of unity, but for a practical version with 
finite truncation, Km of about 0.8 can be expected. A flat, solid disc has a 
shape factor of 0.6, but if a hole is pierced in the middle, the value reduces to 
about 0.3. An infinitely thin rim has a shape factor of 0.5 and a finite one of 
about 0.4, and a radial rod or a circular brush (cf. Fig. 31.3) has Km equal to 
one-third. 

 

Shape Km 
Constant stress disc 1 
Flat, solid disc (µ = 0.3) 0.606 
Flat disc with centre hole  ∼0.3 
Thin rim 0.5 
Radial rod 1/3 
Circular brush 1/3 

 

     Table 31.1. Flywheel shape factors. 
 
According to (31.17), the other factors determining the maximum energy 

density are the maximum stress and the inverse density, in the case of a ho-
mogeneous material. Table 31.2 gives tensile strengths and/or design 
stresses with a safety factor included and gives densities for some materials 
contemplated for flywheel design. 

For automotive purposes, the materials with the highest σ /ρ values may 
be contemplated, although they are also generally the most expensive. For 
stationary applications, weight and volume are less decisive, and low mate-
rial cost becomes a key factor. This is the reason for considering cellulosic 
materials (Hagen et al., 1979). One example is plywood discs, where the disc 
is assembled from layers of unidirectional plies, each with different orienta-
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tion. Using (31.17) with the unidirectional strengths, the shape factor should 
be reduced by almost a factor of 3. Another example in this category is pa-
per roll flywheels, that is, hollow, cylindrically wound shapes, for which the 
shape factor is Km = (1 + (rmin/rmax)2)/4 (Hagen et al., 1979). The specific energy 
density would be about 15 kJ kg-1 for the plywood-construction and some 27 
kJ kg-1 for “super-paper” hollow torus shapes. 
 

Material Density 
(kg m-3) 

Tensile strength 
(106 N m-2) 

Design stress 
(106 N m-2) 

Birch plywood 
“Super-paper” 
Aluminium alloy 
Mild steel 
Maraging steel 
Titanium alloy 
Carbon fibre (40% epoxy) 
E-glass fibre (40% epoxy) 
S-glass fibre (40% epoxy) 
Kevlar fibre (40% epoxy) 

700 
1100 
2700 
7800 
8000 
4500 
1550 
1900 
1900 
1400 

125 
335 
500 

 
2700 

 
1500 
1100 
1750 
1800 

30 
 
 

300 
900 
650 
750 
250 
350 
1000 

 

Table 31.2. Properties of materials considered for flywheels (Davidson et al., 1980; 
Hagen et al., 1979). 

 

Unidirectional materials may be used in configurations such as the fly-
wheel illustrated in Fig. 31.3b, where tangential (or “hoop”) stresses are ab-
sent. Volume efficiency is low (Rabenhorst, 1976). Generally, flywheels 
made from filament have an advantage in terms of high safety, because dis-
integration into a large number of individual threads makes a failure easily 
contained. Solid flywheels may fail by expelling large fragments, and for 
safety such flywheels are not proper in vehicles, but may be placed under-
ground for stationary uses. 

Approximately constant stress shapes (cf. Fig. 31.3a) are not as volume 
efficient as flat discs. Therefore, composite flywheels of the kind shown in 
Fig. 31.3c have been contemplated (Post and Post, 1973). Concentric flat 
rings (e.g. made of Kevlar) are separated by elastomers that can eliminate 
breaking stresses when the rotation creates differential expansion of adja-
cent rings. Each ring must be made of a different material in order to keep 
the variations in stress within a small interval. The stress distribution inside 
each ring can be derived from the expressions in (31.16), assuming that the 
elastomers fully take care of any interaction between rings. Alternatively, 
the elastomers can be treated as additional rings, and the proper boundary 
conditions can be applied (see e.g. Toland, 1975). 

Flywheels of the types described above may attain energy densities up to 
200 kJ kg-1. The problem is to protect this energy against frictional losses. Ro-
tational speeds would typically be 3−5 revolutions per second. The com-
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monly chosen solution is to operate the flywheel in near vacuum and to 
avoid any kind of mechanical bearings. Magnetic suspension has recently 
become feasible for units of up to about 200 t, using permanent magnets 
made from rare-earth cobalt compounds and electromagnetic stabilisers 
(Millner, 1979). In order to achieve power input and output, a motor genera-
tor is inserted between the magnetic bearing suspension and the flywheel 
rotor. If the motor is placed inside the vacuum, a brush-less type is prefer-
able. 

 

 
 

Figure 31.3. Different flywheel concepts. The upper line gives side views, and the 
lower line gives top views. 
 

For stationary applications, the weight limitations may be circumvented. 
The flywheel could consist of a horizontally rotating rim wheel of large di-
mensions and weight, supported by rollers along the rim or by magnetic 
suspension (Russell and Chew, 1981; Schlieben, 1975). Energy densities 
about 3000 kJ kg-1 could, in principle, be achieved by using fused silica com-
posites (cf. fibres of Table 31.2), if the installations were placed underground 
in order to allow reduced safety margins. Unit sizes would be up to 105 kg. 
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Gases tend to be much more compressible than solids or fluids, and investi-
gations of energy storage applications of elastic energy on a larger scale 
have therefore concentrated on the use of gaseous storage media. 

Storage on a smaller scale may make use of steel containers, such as the 
ones common for compressed air used in mobile construction work. In this 
case the volume is fixed and the amount of energy stored in the volume is 
determined by temperature and pressure. If air is treated as an ideal gas, the 
(thermodynamic) pressure P and temperature T are related by the equation 
of state 

  

PV = ν R T,         (32.1) 
 

where V is the volume occupied by the air, ν is the number of moles in the 
volume, and  R = 8.315 J K-1 mol-1. The pressure P corresponds to the stress 
in the direction of compression for an elastic cube, except that the sign is re-
versed (in general, the stress equals −P plus viscosity-dependent terms). The 
container may be thought of as a cylinder with a piston, enclosing a given 
number of moles of gas, say, air, and the compressed air is formed by com-
pressing the enclosed air from standard pressure at the temperature of the 
surroundings, that is, increasing the force fx applied to the piston, while the 
volume decreases from V0 to V. The amount of energy stored is 
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where A is the cylinder cross-sectional area, x and x0 are the piston positions 
corresponding to V and V0, and P is the pressure of the enclosed air. 

For large-scale storage applications, underground cavities have been con-
sidered. The three possibilities investigated until now are salt domes, 
cavities in solid rock formations, and aquifers. 
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Cavities in salt deposits may be formed by flushing water through the 
salt. The process has, in practical cases, been extended over a few years, in 
which case the energy spent (and cost) has been very low (Weber, 1975). Salt 
domes are salt deposits extruding upward toward the surface, therefore al-
lowing cavities to be formed at modest depths. 

Rock cavities may be either natural or excavated, and the walls are prop-
erly sealed to ensure air-tightness. If excavated, they are much more expen-
sive to make than salt caverns. 

Aquifers are layers of high permeability, permitting underground water 
flows along the layer. In order to confine the water stream to the aquifer, 
there have to be encapsulating layers of little or no permeability above and 
below the water-carrying layer. The aquifers usually do not stay at a fixed 
depth, and thus, there will be slightly elevated regions where a certain 
amount of air can become trapped without impeding the flow of water. This 
possibility of air storage (under the elevated pressure corresponding to the 
depth involved) is illustrated in Fig. 32.1c. 

 

 
 

Figure 32.1. Types of underground compressed air storage: (a) storage in salt cavity, 
(b) rock storage with compensating surface reservoir, and (c) aquifer storage. 

 
Figure 32.1 illustrates the forms of underground air storage mentioned: 

salt, rock, and aquifer storage. In all cases, the site selection and preparation 
process is fairly delicate. Although the general geology of the area consid-
ered is known, the detailed properties of the cavity will not become fully 
disclosed until the installation is complete. The ability of the salt cavern to 
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keep an elevated pressure may not live up to expectations based on sample 
analysis and pressure tests at partial excavation. The stability of a natural 
rock cave, or of a fractured zone created by explosion or hydraulic methods, 
is also uncertain until actual full-scale pressure tests have been conducted. 
For the aquifers, the decisive measurements of permeability can only be 
made at a finite number of places, so that surprises are possible due to rapid 
permeability change over small distances of displacement (cf. Adolfson et 
al., 1979). 

The stability of a given cavern during operation of a compressed air stor-
age system is influenced by two design features: the temperature variations 
and the pressure variations. It is possible to keep the cavern wall tempera-
ture nearly constant, either by cooling the compressed air before letting it 
down into the cavern or by performing the compression so slowly that the 
temperature only rises to the level prevailing on the cavern walls. The latter 
possibility (isothermal compression) is impractical for most applications, be-
cause excess power must be converted at the rate at which it comes. Most 
systems therefore include one or more cooling steps. With respect to the 
problem of pressure variations, when different amounts of energy are 
stored, the solution may be to store the compressed air at constant pressure 
but variable volume. In this case either the storage volume itself should be 
variable, as it is by aquifer storage (when variable amounts of water are dis-
placed), or the underground cavern should be connected to an open reser-
voir (Fig. 32.1b), so that a variable water column may take care of the vari-
able amounts of air stored at the constant equilibrium pressure prevailing at 
the depth of the cavern. This kind of compressed energy storage system may 
alternatively be viewed as a pumped hydro storage system, with extraction 
taking place through air-driven turbines rather than through water-driven 
turbines. 

 
Adiabatic storage 
Consider now the operation of a variable-pressure type of system. The com-
pression of ambient air takes place approximately as an adiabatic process, 
that is, without heat exchange with the surroundings. Denoting by γ  the ra-
tio between the partial derivatives of pressure with respect to volume at con-
stant entropy and at constant temperature, 

 

(∂ P / ∂ V)S = γ (∂ P / ∂ V)T,                 (32.3) 
 

the ideal gas law (5.33) gives  (∂ P / ∂ V)T = — P/V, so that for constant γ, 
 

PVγ = P0V0
γ.                   (32.4) 

 

The constant on the right-hand side is here expressed in terms of the 
pressure P0 and volume V0 at a given time. For air at ambient pressure and 
temperature, γ = 1.40. The value decreases with increasing temperature and 
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increases with increasing pressure, so (32.4) is not entirely valid for air. 
However, in the temperature and pressure intervals relevant for practical 
application of compressed air storage, the value of γ  varies less than ±10% 
from its average value. 

Inserting (32.4) into (32.2) we get the amount of energy stored, 
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or, alternatively, 
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More precisely, this is the work required for the adiabatic compression of 
the initial volume of air. This process heats the air from its initial tempera-
ture T0 to a temperature T, which can be found by rewriting (32.1) in the 
form 

 

T / T0 = PV / (P0V0)  
 

and combining it with the adiabatic condition (32.4), 
 

T = T0 (P / P0) (γ -1)/γ .       (32.7) 
 

Since desirable pressure ratios in practical applications may be up to 
about P/P0 = 70, maximum temperatures exceeding 1000 K can be expected. 
Such temperature changes would be unacceptable for most types of cavities 
considered, and the air is therefore cooled before transmission to the cavity. 
Surrounding temperatures for underground storage are typically about 300 
K for salt domes and somewhat higher for storage in deeper geological for-
mations. Denoting this temperature Ts, the heat removed if the air is cooled 
to Ts at constant pressure amounts to 

  

H = cP(T — Ts),        (32.8) 
 

where cP is the heat capacity at constant pressure. Ideally, the heat removed 
would be kept in a well-insulated thermal energy store, so that it can be 
used to re-heat the air when it is taken up from the cavity to perform work 
by expansion in a turbine, with the associated pressure drop back to ambient 
pressure P0. Viewed as a thermodynamic process in a temperature−entropy 
(T, S)-diagram, the storage and retrieval processes in the ideal case look as 
indicated in Fig. 32.2. The process leads back to its point of departure, indi-
cating that the storage cycle is loss-free under the idealised conditions as-
sumed so far. 

In practice, the compressor has a loss (of maybe 5−10%), meaning that 
not all the energy input (electricity, mechanical energy) is used to perform 
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compression work on the air. Some is lost as friction heat and so on. Further, 
not all the heat removed by the cooling process can be delivered to re-heat 
the air. Heat exchangers have finite temperature gradients, and there may be 
losses from the thermal energy store during the time interval between cool-
ing and re-heating. Finally, the exhaust air from actual turbines has tem-
peratures and pressures above ambient. Typical loss fractions in the turbine 
may be around 20% of the energy input, at the pressure considered above 
(70 times ambient) (Davidson et al., 1980). If under 10% thermal losses could 
be achieved, the overall storage cycle efficiency would be about 65%. 

 
 

Figure 32.2. Idealised operation of adiabatic com-
pressed air storage system. The charging steps are 
l-2 adiabatic compression and 2-3 isobaric cooling 
to cavern temperature. The unloading steps are 3-
4 isobaric heating and 4-5 adiabatic expansion 
through turbine. The diagram follows a given 
amount of air, whereas an eventual thermal en-
ergy store is external to the “system” considered. 
T0 is surface ambient temperature, T1 is tempera-
ture after compression, and Ts is the cavern tem-
perature. 
 

 

Figure 32.3. Operation of com-
pressed air storage systems 
with finite losses. The solid 
path corresponds to a scheme 
with two compression and two 
cooling stages, temperature ad-
justment of the stored air, re-
heating, and a single turbine 
stage with reject air injected in 
the atmosphere (open cycle 1-
8). As an alternative, the path 
from step 7 to step 12 exhibits 
two heating and expansion 
steps, corresponding to the op-
erating plant at Huntorf, Ger-
many. See text for further de-
tails. 

 
The real process may look as indicated in Fig. 32.3 in terms of tempera-

ture and entropy changes. The compressor loss in the initial process 1-2 
modifies the vertical line to include an entropy increase. Further, the com-
pression has been divided into two steps (1-2 and 3-4) in order to reduce the 
maximum temperatures. Correspondingly, there are two cooling steps (2-3 
and 4-5), followed by a slight final cooling performed by the cavity sur-
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roundings (5-6). The work retrieval process involves in this case a single 
step 6-7 of re-heating by use of heat stored from the cooling processes (in 
some cases more than one re-heating step is employed). Finally, 7-8 is the 
turbine stage, which leaves the cycle open by not having the air reach the 
initial temperature (and pressure) before it leaves the turbine and mixes into 
the ambient atmosphere. Also, this expansion step shows deviations from 
adiabaticity, seen in Fig. 32.3 as an entropy increase.  

There are currently a number of operating installations. The earliest full-
scale compressed storage facility has operated since 1978 at Huntorf in 
Germany. It is rated at 290 MW and has about 3 × 105 m3 storage volume 
(Lehmann, 1981). It does not have any heat recuperation, but it has two fuel-
based turbine stages, implying that the final expansion takes place from a 
temperature higher than any of those involved in the compression stages 
(and also at higher pressure). This is indicated in Fig. 32.3 as 7-9-10-11-12, 
where steps 7-9 and 10-11 represent additional heating based on fuel, while 
steps 9-10 and 11-12 indicate expansion through turbines. If heat recupera-
tion is added, as it has been in the 110-MW plant operated by the Alabama 
Electric Corp. (USA) since 1991, this will move point 7 upward towards 
point 9, and point 8 will move in the direction of 12, altogether representing 
an increased turbine output (Linden, 2003). 

Figure 32.4. Layout of the Huntorf compressed air storage facility. Compressors are 
denoted C, turbines are T, and burners are B. The subscripts H/L stand for high/low 
pressure. 
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The efficiency calculation is changed in the case of additional fuel com-
bustion. The additional heat input may be described by (32.8) with appro-
priate temperatures substituted, and the primary enthalpy input H0 is ob-
tained by dividing H by the fuel to heat conversion efficiency. The input 
work Win to the compressor changes in the case of a finite compressor effi-
ciency ηc from (32.6) to 

 

.1
1

)/()1(

0

00
⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛
−⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
−

=
− c

P
PVP

Win

γηγ

γ
      (32.9) 

 

The work delivered by the turbine receiving air of pressure P1 and volume 
V1, and exhausting it at P2 and V2, with a finite turbine efficiency ηt, is 
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which except for the appearance of ηt is just (32.6) rewritten for the appro-
priate pressures and volume. 

Now, in case there is only a single compressor and a single turbine stage, 
the overall cycle efficiency is given by 

   

 η = Wout /(Win + H0).               (32.11) 
 

For the German compressed air storage installation mentioned above, η 
is 0.41. Of course, if the work input to the compressor is derived from fuel 
(directly or through electricity), Win may be replaced by the fuel input W0 
and a fuel efficiency defined as 

 

ηfuel = Wout / (W0 + H0)               (32.12) 
 

If Win /W0 is taken as 0.36, ηfuel for the example becomes 0.25, which is 71% of 
the conversion efficiency for electric power production without going 
through the store. The German installation is used for providing peak power 
on weekdays, charging during nights and weekends. 

Figure 32.4 shows the physical layout of the German plant, and Fig. 32.5 
shows the layout of a more advanced installation with no fuel input, corre-
sponding to the two paths illustrated in Fig. 32.3. 
 
Aquifer Storage 
The aquifer storage system shown in Fig. 32.1c would have an approxi-
mately constant working pressure, corresponding to the average hydraulic 
pressure at the depth of the air-filled part of the aquifer. According to (32.2) 
the stored energy in this case simply equals the pressure P times the volume 
of air displacing water in the aquifer. This volume equals the physical vol-
ume V times the porosity p, that is, the fractional void volume accessible to 
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intruding air (there may be additional voids that the incoming air cannot 
reach), so the energy stored may be written 
 

W = pVP.                 (32.13) 
 

 
 
 
 
 
 
 
 
 
 

Figure 32.5. Layout of an 
“advanced” compressed 
air storage facility, with 
heat recuperation and 
no fuel input (symbols 
are explained in legend 
to Fig. 32.4). 

 
   

Typical values are p = 0.2 and P around 6 × 106 N m-2 at depths of some 600 
m, with useful volumes of 109 to 1010 m3 for each site. Several such sites have 
been investigated with the idea of storing natural gas. 

An important feature of an energy storage aquifer is the time required for 
charging and emptying. This time is determined by the permeability of the 
aquifer. The permeability is basically the proportionality factor between the 
flow velocity of a fluid or gas through the sediment and the pressure gradi-
ent causing the flow. The linear relationship assumed may be written 

  

v = − K (ηρ)-1∂ P/∂ s,                (32.14) 
 

where v is the flow velocity, η is the viscosity of the fluid or gas, ρ is its den-
sity, P is the pressure, and s is the path length in the downward direction. K 
is the permeability, being defined by (32.14). In metric (SI) units, the perme-
ability has the dimension of m2. The unit of viscosity is m2 s-1. Another com-
monly used unit of permeability is the darcy. One darcy equals 1.013 × 1012 
m2. If filling and emptying of the aquifer storage are to take place in a matter 
of hours rather than days, the permeability has to exceed 1011 m2. Sediments 
such as sandstone are found with permeabilities ranging from 1010 to 3 × 1012 
m2, often with considerable variation over short distances. 

In actual installations, losses occur. The cap-rock bordering the aquifer 
region may not have negligible permeability, implying a possible leakage 
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loss. Friction in the pipes leading to and from the aquifer may cause a loss of 
pressure, as may losses in the compressor and turbine. Typically, losses of 
about 15% are expected in addition to those of the power machinery. Large 
aquifer stores for natural gas are in operation, e.g. at Stenlille, Denmark: 109 
m3 total volume, from which 3.5 × 108 m3 of gas (at atmospheric pressure 0.1 
MPa) can be extracted. The actual storage pressure is 17 MPa (Energinet, 
2007). The Danish grid-company further operates an excavated salt dome 
gas storage at Lille Thorup of slightly smaller volume, but allowing 4.2 × 108 
m3 of natural gas to be extracted at at 0.1 MPa (storage pressure 23 MPa). 
 
Hydrogen storage 
Hydrogen can be stored like other gases, compressed in suitable containers 
capable of taking care of the high diffusivity of hydrogen, as well as sustain-
ing the pressures required to bring the energy density up to useful levels. 
However, the low energy density of gaseous hydrogen has brought alterna-
tive storage forms into the focus of investigation, such as liquid hydrogen 
and hydrogen trapped inside metal hydride structures or inside carbon-
based or other types of nanotubes (cf. Sørensen, 2005). 

Hydrogen is an energy carrier, not a primary energy form. The storage 
cycle therefore involves both the production of hydrogen from primary en-
ergy sources and the retrieval of the energy form demanded by a second 
conversion process. 

 
Hydrogen production 
Conventional hydrogen production is by catalytic steam reforming of meth-
ane (natural gas) or gasoline with water vapour. The process, which typi-
cally takes place at 850°C and 2.5 MPa, is 
 

 CnHm + n H2O → n CO + (n+m/2) H2,              (32.15) 
 

followed by the catalytic shift reaction 
 

 CO + H2O → CO2 + H2.               (32.16) 
 

Finally, CO2 is removed by absorption or membrane separation. The heat 
produced by (32.16) often cannot be directly used for (32.15). For heavy 
hydrocarbons, including coal dust, a partial oxidation process is currently in 
use (Zittel and Wurster, 1996). An emerging technology is high-temperature 
plasma-arc gasification, on the basis of which a pilot plant operates on natu-
ral gas at 1600°C in Norway (at Kvaerner Engineering). The advantage of 
this process is the pureness of the resulting products (in energy terms, 48% 
hydrogen, 40% carbon and 10% water vapour) and therefore low environ-
mental impacts. Since all three main products are useful energy carriers, the 
conversion efficiency may be said to be 98% minus the energy needed for 
the process. However, conversion of natural gas to carbon is not normally 
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desirable, and the steam can be used only locally, so a 48% efficiency is more 
meaningful. 

Production of hydrogen from biomass may be achieved by biological 
fermentation or by high-temperature gasification similar to that of coal. 
These processes were described in more detail in Chapter 22. Production of 
hydrogen from (wind- or solar-produced) electricity may be achieved by 
conventional electrolysis (as first demonstrated by Faraday in 1820 and 
widely used since about 1890) or by reversible fuel cells, with current effi-
ciencies of about 70% and over 90% (in the laboratory), respectively. 

Electrolysis conventionally uses an aqueous alkaline electrolyte, with the 
anode and cathode areas separated by a microporous polymer diaphragm 
(replacing earlier asbestos diaphragms), 

  

H2O → H2 + ½ O2,                (32.17) 
 

 ∆H = ∆G + T ∆S.                (32.18) 
 

At 25°C, the change in free energy, ∆G, is 236 kJ mol-1, and the electrolysis 
would require a minimum amount of electric energy of 236 kJ mol-1, while 
the difference between enthalpy and free energy changes, ∆H − ∆G, in the-
ory could be heat from the surroundings. The energy content of hydrogen 
(equal to ∆H) is 242 kJ mol-1 (lower heating value), so the T ∆S could exceed 
100%. However, if heat at 25°C is used, the process is exceedingly slow. 
Temperatures used in actual installations are so high that the heat balance is 
positive and cooling has to be applied. This is largely a consequence of elec-
trode overvoltage mainly stemming from polarisation effects. The cell po-
tential V for water electrolysis may be expressed by 

  

V = Vr + Va + Vc + Rj,               (32.19) 
 

where Vr is the reversible cell potential. The overvoltage has been divided 
into the anodic and cathodic parts Va and Vc. The current is j, and R is the in-
ternal resistance of the cell. The three last terms in (32.19) represent the elec-
trical losses, and the voltage efficiency ηV of an electrolyser operating at a 
current j is given by 

  

ηV  = Vr / V,                 (32.20) 
 

while the thermal efficiency is   
  

 ηt = ∆H /∆G = |∆H / (n F  V)|,              (32.21) 
 

with the Faraday constant being  F  = 96493 coulombs mol-1 and n being the 
number of moles transferred in the course of the overall electrochemical re-
action to which ∆G relates. 

Efforts are being made to increase the efficiency above the current 50 to 
80% (for small to large electrolysers) by increasing operating temperature 
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and optimising electrode materials and cell design; in that case the addi-
tional costs should be less than for the emerging solid-state electrolysers, 
which are essentially fuel cells operated in reverse fashion, i.e. using electric 
power to produce hydrogen and oxygen from water in an arrangement and 
with reaction schemes formally the same as those of fuel cells described in 
Chapter 19. If the same fuel cell allows operation in both directions, it is 
called a reversible fuel cell. 

A third route contemplated for hydrogen production from water is ther-
mal decomposition of water. As the direct thermal decomposition of the wa-
ter molecule requires temperatures exceeding 3000 K, which is not possible 
with presently available materials, attempts have been made to achieve de-
composition below 800°C by an indirect route using cyclic chemical pro-
cesses. Such thermochemical or water-splitting cycles were originally de-
signed to reduce the required temperature to the low values attained in nu-
clear reactors, but could, of course, be used with other technologies generat-
ing heat at around 400°C. An example of the processes studied (Marchetti, 
1973) is the three-stage reaction 

 

6FeCl2 + 8H2O → 2Fe3O4 + 12HCl + 2H2  (850°C) 
2Fe3O4 + 3Cl2 + 12HCl → 6FeCl3 + 6H2O + O2  (200°C) 
6FeCl3  →  6FeCl2 + 3Cl2  (420°C). 

 

The first of these reactions still requires a high temperature, implying a 
need for energy to be supplied, in addition to the problem of the corrosive 
substances involved. The research is still a long way from having created a 
practical technology. 

The process of water photodissociation by light has received some atten-
tion (Sørensen, 2005). There have been attempts to imitate the natural photo-
synthetic process, using semiconductor materials and membranes to sepa-
rate the hydrogen and oxygen formed by application of light (Calvin, 1974; 
Wrighton et al., 1977). So far no viable reaction scheme has been found, ei-
ther for artificial photodissociation or for hybrid processes using heat and 
chemical reactions in side processes (Hagenmuller, 1977). 

Processing of the hydrogen produced involves removal of dust and sul-
phur, plus other impurities depending on the source material (e.g. CO2 if 
biogas is the source). 

 
Hydrogen storage forms 
The storage forms relevant for hydrogen are connected with the physical 
properties of hydrogen, such as the energy density shown in Table 30.1 for 
hydrogen in various forms. Combustion and safety-related properties are 
shown in Table 32.1 and compared with those of methane, propane and 
gasoline. The high diffusivity has implications for container structure, to-
gether with the large range of flammability/explosivity for all applications. 
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Property Unit Hydrogen Methane Propane Gasoline 

Minimum energy for ignition 10-3 J 0.02 0.29  0.24 
Flame temperature °C 2045 1875  2200 
Auto-ignition temperature in air °C 585 540 510 230−500 
Maximum flame velocity m s-1 3.46 0.43 0.47  
Range of flammability in air vol.% 4−75 5−15 2.5−9.3 1.0−7.6 
Range of explosivity in air vol.% 13−65 6.3−13.5  1.1−3.3 
Diffusion coefficient in air 10-4 m2 s-1 0.61 0.16  0.05 
 

Table 32.1. Safety-related properties of hydrogen and other fuels (with use of Zittel 
and Wurster, 1996). 
 
Compressed storage in gaseous form. The low-volume density of hydrogen at 
ambient pressure (Table 30.1) makes compression necessary for energy stor-
age applications. Commercial hydrogen containers presently use pressures 
of 20−30 × 106 Pa, with corresponding energy densities of 1900−2700 × 106 J 
m-3, which is still less than 10% of that of oil. Research is in progress for in-
creasing pressures to about 70 MPa, using high-strength composite materi-
als such as Kevlar fibres. Inside liners of carbon fibres (earlier 
glass/aluminium) are required to reduce permeability. Compression energy 
requirements influence storage cycle efficiencies and involve long transfer 
times. The work required for isothermal compression from pressure p1 to p2 
is of the form 
 

 W = A T log (p2/p1), 
 

where A is the hydrogen gas constant 4124 J K-1 kg-1 times an empirical, 
pressure-dependent correction (Zittel and Wurster, 1996). To achieve the 
compression, a motor rated at Bm must be used, where m is the maximum 
power throughput and B, depending on engine efficiency, is around 2. 
 
Liquid hydrogen stores. Because the liquefaction temperature of hydrogen is 
20 K (−253°C), the infrastructure and liquefaction energy requirements are 
substantial (containers and transfer pipes must be super-insulated). On the 
other hand, transfer times are low (currently 3 min to charge a passenger 
car). The energy density is still 4−5 times lower than for conventional fuels 
(see Table 30.1). The liquefaction process requires very clean hydrogen, as 
well as several cycles of compression, liquid nitrogen cooling, and expan-
sion. 
 

Metal hydride storage. Hydrogen diffused into appropriate metal alloys can 
achieve storage at volume densities over two times that of liquid hydrogen. 
However, the mass storage densities are still less than 10% of those of con-
ventional fuels (Table 30.1), making this concept doubtful for mobile appli-
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cations, despite the positive aspects of near loss-free storage at ambient pres-
sures (0−6 MPa) and transfer accomplished by adding or withdrawing mod-
est amounts of heat (plus high safety in operation), according to 
 

 Me + ½ xH2 ↔ MeHx,               (32.22) 
 

where the hydride may be body-centred cubic lattice structures with about 6 
× 1028 atoms per m3 (such as LaNi5H6, FeTiH2). The highest density currently 
achieved is for metal alloys absorbing two hydrogen atoms per metal atom 
(Toyota, 1996). The lattice absorption cycle also performs a cleaning of the 
gas, because impurities in the hydrogen gas are too large to enter the lattice. 
 
Methanol storage. Some prototype hydrogen-fuelled vehicles have used 
methanol as storage, even if the desired form is hydrogen (because the car 
uses a hydrogen fuel cell to generate electricity for its electric motor; Daim-
ler-Chrysler-Ballard, 1998). The motivation for this design has been to ex-
ploit the simplicity of methanol storage and filling infrastructure. In the long 
run, transformation of hydrogen to methanol and back seems too inefficient, 
and it is likely that the methanol concept will be combined with methanol 
fuel cells (cf. Chapter 19), while hydrogen-fuelled vehicles must find simpler 
storage alternatives. 
 
Graphite nanofibre stores. Current development of nanofibres has suggested 
wide engineering possibilities, regarding both electric and structural adapta-
tion, including the storage of foreign atoms inside “balls” or “tubes” of large 
carbon structures (Zhang et al., 1998). Suggestions have been made that hy-
drogen may be stored in nanotubes in quantities exceeding those of metal 
hydrides, and at a lower weight penalty (Service, 1998), but experiments 
seem to rule out such possibilities (Zhou et al., 2004): Hydrogen seems to at-
tach to the inside of nanotubes only in a monolayer, implying that densities 
are lower than for attachment on any suitable plane surface. 
 
Regeneration of power from hydrogen  
Retrieval of energy from stored hydrogen may be by conventional low-
efficiency combustion in Otto engines or gas turbines, or it may be through 
fuel cells at a considerably higher efficiency, as described in Chapter 19 and 
in Sørensen (2005). 
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BATTERY STORAGE 

 
 

 

Batteries may be described as fuel cells where the fuels are stored inside the 
cell rather than outside it. Historically, batteries were the first controlled 
source of electricity, with important designs being developed in the early 
19th century by Galvani, Volta and Daniell, before Grove’s discovery of the 
fuel cell and Planté’s construction of the lead−acid battery. Today, available 
batteries use a wide range of electrode materials and electrolytes, but de-
spite considerable development efforts aimed at the electric utility sector, 
battery storage is still in practice restricted to small-scale use (consumer 
electronics, motor cars, etc.). 

Efforts are being made to find systems of better performance than the 
long-employed lead−acid batteries, which are restricted by a low energy-
density (see Table 30.1) and a limited life. Alkaline batteries such as nickel− 
cadmium cells, proposed around 1900 but first commercialised during the 
1970s, are the second largest market for use in consumer electronics equip-
ment and recently for electric vehicles. Despite high cost, lithium-ion batter-
ies have made a rapid impact since their introduction in 1991 (see below). 
They allow charge topping (i.e. charging before complete discharge) and 
have a high energy-density, suitable for small-scale portable electronic 
equipment. Uses at larger scale seem to be forthcoming. 

Rechargeable batteries are called accumulators or secondary batteries, 
whereas use-once-only piles are termed primary batteries. Table 33.1 gives 
some important characteristics of various battery types. It is seen that the re-
search goals set in 1977 for high-power batteries have been reached in com-
mercially available products, but not quite the goals for high-energy density 
cells. One reason for the continued high market share of lead−acid batteries 
is the perfection of the technology that has taken place over the last decades. 

An electrochemical storage battery has properties determined by cell 
voltage, current and time constants. The two electrodes delivering or receiv-
ing power to or from the outside are called en and ep (negative and positive 
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electrode). The conventional names anode and cathode are confusing in the 
case of rechargeable batteries. Within the battery, ions are transported be-
tween the negative and positive electrodes through an electrolyte. This as 
well as the electrodes may be solid, liquid or, in theory, gaseous. The elec-
tromotive force Eo is the difference between the electrode potentials for an 
open external circuit, 

 

 Eo = Eep − Een,         (33.1) 
 

 
Type        Elec-    Energy    Energy      Power-densities    Cycle      Operating 
          tro-      effici-      density      Peak   Sustained     life         tempera- 
           lyte      ency (%) (Wh kg-1)  (W kg-1) (W kg-1)  (cycles)     tures (°C) 
  

Commercial:        
Lead−acid H2SO4 75 20−35 120 25 200−2000 −20 to 60 

Nickel−cadmium KOH 60 40−60 300 140 500-2000 −40 to 60 
Ni-metal-hydride KOH 50 60−80 440 220 <3000   10 to 50 
Lithium-ion LiPF6 70 100−200 720 360 500−2000 −20 to 60 
        

Under development:        
Sodium−sulphur β-Al2O3 70 120 240 120 2000 300 to 400 

Lithium-sulphide AlN 75 130 200 140 200 430 to 500 

Zinc−chlorine ZnCl2 65 120 100   0 

Lithium−polymer Li-β-Alu 70 200   >1200 −20 to 60 
        

1977 goal cells:        
High energy  65 265  55-100 2500  
High power  70 60 280 140 1000  

  

Table 33.1. Characteristics of selected batteries (Jensen and Sørensen, 1984; Cultu, 
1989a; Scrosati, 1995; Buchmann, 1998) and comparison with 1977 development goals 
(Weiner, 1977). 
 
where it is customary to measure all potentials relative to some reference 
state. The description of the open cell behaviour uses standard steady-state 
chemical reaction kinetics. However, when current flows to or from the cell, 
equilibrium thermodynamics is no longer applicable, and the cell voltage Vc 
is often parametrised in the form 
 

 Vc = E0 −η IR,        (33.2) 
 

where I is the current at a given time, R is the internal resistance of the cell, 
and η is a “polarisation factor” receiving contributions from the possibly 
very complex processes taking place in the transition layer separating each 
electrode from the electrolyte. Figure 33.1 illustrates in a highly schematic 
form the different potential levels across the cell for open and closed exter-
nal circuit (cf. e.g. Bockris and Reddy, 1973). 
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The lead−acid battery 
In the electrolyte (aqueous solution of sulphuric acid) of a lead−acid battery, 
three reactions are at work, 
 

 H2O ↔ H+ + OH-, 
 H2SO4 ↔ 2H+ + SO4

2-,       (33.3) 
H2SO4 ↔ H+ + HSO4

-, 
 

and at the (lead and lead oxide) electrodes, the reactions are 
 

 negative electrode:  Pb + SO4
2- ↔ PbSO4 + 2e-, 

 positive electrode:  PbO2 + SO4
2- + 4H+ + 2e- ↔ PbSO4 + 2H2O. (33.4) 

 

 
 
 
 
 
 
 
 

Figure 33.1. Po-
tential distribu-
tion through an 
electrochemical 
cell: solid line, 
open external 
circuit; dashed 
line, load con-
nected (Jensen 
and Sørensen, 
1984). 
 
 
 
 

The electrolyte reactions involve ionisation of water and either single or 
double ionisation of sulphuric acid. At both electrodes, lead sulphate is 
formed, from lead oxide at the positive electrode and from lead itself at the 
negative electrode. Developments have included sealed casing, thin-tube 
electrode structure and electrolyte circulation. As a result, the internal resis-
tance has been reduced, and the battery has become practically mainte-
nance-free throughout its life. The energy density of the lead−acid battery 
increases with temperature and decreases with discharge rate (by about 25% 
when going from 10 to 1 h discharge, and by about 75% when going from 1 
h to 5 min discharge; cf. Jensen and Sørensen, 1984). The figures given in 
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Table 33.1 correspond to an average discharge rate and an 80% depth of dis-
charge. 

While flat-plate electrode grid designs are still in use for automobile 
starter batteries, tubular-plate designs have a highly increased cycle life and 
are used for electric vehicles and increasingly for other purposes. The 
claimed life is about 30 years, according to enhanced test cycling. Charging 
procedures for lead−acid batteries influence battery life. 

 
Alkaline electrolyte batteries 
Among the alkaline electrolyte batteries, nickel−cadmium batteries have 
been used since about 1910, based upon Jungner’s investigations during the 
1890s. Their advantage is a long lifetime (up to about 2000 cycles) and with 
careful use a nearly constant performance, independent of discharge rate 
and age (Jensen and Sørensen, 1984). However, they do not allow drip 
charging and easily drop to low capacity if proper procedures are not fol-
lowed. During the period 1970−90, they experienced an expanding penetra-
tion in applications for powering consumer products, such as video cam-
eras, cellular phones, portable players and portable computers, but have 
now lost most of these markets to the more expensive lithium-ion batteries. 

Iron−nickel oxide batteries, which were used extensively in the early part 
of the 20th century, in electric motorcars, are inferior as regards cell effi-
ciency and peaking capability, owing to low cell voltage and high internal 
resistance, which also increases the tendency for self-discharge. Alternatives 
such as nickel−zinc batteries are hampered by low cycle life. 

The overall reaction may be summarised as 
 

 2NiOOH + 2H2O + Cd ↔ 2Ni(OH)2 + Cd(OH)2.   (33.5) 
 

The range of cycle lives indicated in Table 33.1 reflects the sensitivity of 
NiCd batteries to proper maintenance, including frequent deep discharge. 
For some applications, it is not practical to have to run the battery down to 
zero output before recharging. 

An alternative considered is nickel−metal hydride batteries, which ex-
hibit a slightly higher energy density but so far with a lower cycle life. 

 
High-temperature batteries 
Research on high-temperature batteries for electric utility use (cf. Table 33.1) 
has been ongoing during several decades, without decisive breakthroughs. 
Their advantage would be fast, reversible chemistry, allowing for high cur-
rent density without excess heat generation. Drawbacks include serious cor-
rosion problems, which have persisted and curtailed the otherwise promis-
ing development of, for example, the sodium−sulphur battery. This battery 
has molten electrodes and a solid electrolyte, usually of tubular shape and 
made from ceramic beta-alumina materials. Similar containment problems 
have faced zinc−chlorine and lithium−sulphur batteries.  
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Lithium-ion batteries 
Lithium metal electrode batteries attracted attention several decades ago 
(Murphy and Christian, 1979), owing to the potentially very high energy-
density. However, explosion risks stood in the way of commercial applica-
tions up until the development of the current lithium-ion concept by Sony in 
Japan (Nagaura, 1990). Its electrode materials are LiCoO2 and LixC6 (carbon 
or graphite), respectively, with an electrolyte of lithium hexafluorophos-
phate dissolved in a mixture of ethylene carbonate and dimenthyl carbonate 
(Scrosati, 1995). The battery is built from alternating layers of electrode ma-
terials, between which the Li-ions oscillate cyclically (Fig. 33.2). The cell po-
tential is high, 3.6 or 7.2 V. Li-ion batteries do not accept overcharge, and a 
safety device is usually integrated in the design to provide automatic vent-
ing in case of emergency. Owing to its high power-density (by weight or 
volume) and easy charging (topping up is possible without loss of perform-
ance), the resulting concept has rapidly penetrated to the high-end portable 
equipment sector. The safety record is excellent, justifying abandoning the 
lithium metal electrode despite some loss of power. The remaining envi-
ronmental concern is mainly due to use of the very toxic cobalt, which re-
quires an extremely high degree of recycling to be acceptable. 

Ongoing research aims at bringing the price down and avoiding the use 
of toxic cobalt, while maintaining the high level of safety and possibly im-
proving performance. The preferred concept uses an all solid-state structure 
with lithium−beta−alumina forming a layered electrolyte and LiMn2O4 or 
LiMnO2 as the positive electrode material (Armstrong and Bruce, 1996), se-
lected from the family of intercalation reactions (Ceder et al., 1998), 

 

 Lix1MO2 + (x2−x1)Li → Lix2MO2. 
 

 
 

 
 
 
 
 
 
 
 
 
 
 
Figure 33.2. Layout of com-
mercial lithium-ion recharge-
able battery. 
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The aim is to reduce the cost of these lithium−polymer batteries to about 
20% of the Li-ion battery costs, opening up use not just in small-scale port-
able equipment but also in electric vehicles. Currently, the ionic conductivity 
of solid polymer materials is too low to allow ambient temperature opera-
tion, but operating temperatures of around 80°C should be acceptable for 
non-portable applications (Tarascon and Armand, 2001). 

Mandatory recycling of batteries has already been introduced in several 
countries and is clearly a must for some of the recently emerged concepts. 

If batteries ever get to the point of being suitable for use in the grid-based 
electricity supply sector, it is likely to be for short-term and medium-term 
storage. Batteries have already been extensively incorporated into off-grid 
systems, such as rural power systems (whether based upon renewable en-
ergy or diesel sets) and stand-alone systems such as security back-up facili-
ties. Utility battery systems could serve as load-levelling devices and emer-
gency units, as well as back-up units in connection with variable primary 
supplies from variable renewable sources. 

The small-scale battery options currently extremely popular in the con-
sumer sector carry one very promising possibility, namely, that of creating a 
de-coupling between production and load in the sector of electricity supply, 
which traditionally has been strongly focused upon a rigid expectation that 
any demand will be instantaneously met. If many of the household appli-
ances become battery operated, the stringent requirements placed upon the 
electricity system to meet peak loads may become less of a burden. A con-
siderable off-peak demand for charging rechargeable batteries could pro-
vide precisely the load (as seen from the utility end) control desired, 
whether it be nearly a constant load pattern or a load following the varia-
tions in renewable energy supplies. The same goes for batteries serving the 
transportation sector (electric vehicles). Freedom from having to always be 
near an electric plug to use power equipment is seen as a substantial con-
sumer benefit, which many people are willing to pay a premium price for. 

 
Reversible fuel cells (flow batteries) 
As mentioned above, fuel cells in reverse operation may replace alkaline 
electrolysis for hydrogen production, and if fuel cells are operated in both 
directions, they constitute an energy storage facility. Obvious candidates are 
further developments of current PEM fuel cells with hydrogen or methanol 
as the main storage medium. Presently, prototypes of hydrogen/oxygen or 
hydrogen/air reversible PEM fuel cells suffer from the inability of currently 
used membranes to provide high efficiency both ways. Whereas a 50% effi-
ciency is acceptable for electricity production, only the same 50% efficiency 
is achieved for hydrogen production, i.e. lower than conventional electroly-
sis (Proton Energy Systems, 2003). Fuel cells operated in reverse mode has 
reached near 100% hydrogen production efficiency, using a few, very large 
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membranes (0.25 m2), but such cells are not effective for power production 
(Yamaguchi et al., 2000). In the laboratory, a high efficiency for both hydro-
gen production (around 90%) and power production (around 50%) has been 
demonstrated (Ioroi et al., 2002; 2004). 

Early development of reversible fuel cells, sometimes called flow batter-
ies and then referred to as redox flow batteries, used the several ionisation 
stages of vanadium as a basis for stored chemical energy. The reactions at 
the two electrodes would typically involve 

 

V4+ → V5+ (positive terminal) and V3+ → V2+ (negative terminal). 
 

The electrode material would be carbon fibre, and an ion exchange mem-
brane placed between the electrodes would ensure the charge separation. 
Specific energy storage would be about 100 kJ kg−1. It has recently been pro-
posed (Skyllas-Kazacos, 2003) to replace the positive electrode process by a 
halide ion reaction such as 
 

Br− + 2Cl−  ←  BrCl− + 2e− 
 

in order to increase the storage density. Other developments go in the direc-
tion of replacing expensive vanadium by cheaper sodium compounds, using 
reactions such as 
 

3NaBr  →  NaBr3 + 2Na+ + 2e− 
2e− + 2Na+ + Na2S4  → 2Na2S2 

 

and the reverse reactions. A 120-MWh store with a maximum discharge rate 
of 15 MW, based upon these reactions, has been installed at Little Barford in 
the UK. A similar plant is under construction by the Tennessee Valley Au-
thority in the United States (Anonymous, 2002). Physically, the fuel cell hall 
and the cylindrical reactant stores take up about equal spaces. The cost is es-
timated at 190 euro per kWh stored or 1500 euro per kW rating (Marsh, 
2002). 

In the longer range, reversible fuel cell stores are likely to be based on 
hydrogen, as this storage medium offers the further advantage of being use-
ful as a fuel throughout the energy sector. A scenario exploring this possibil-
ity in detail may be found in Sørensen (2005). 
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34.1  Direct storage of light 

Energy storage by photochemical means is essential for green plants, but at-
tempts to copy their technique have proved difficult, because of the nature 
of the basic ingredient: the membrane formed by suitably engineered double 
layers, which prevents recombination of the storable reactants formed by the 
solar-induced, photochemical process. Artificial membranes with similar 
properties are difficult to produce at scales beyond that of the laboratory. 
Also, there are significant losses in the processes, which are acceptable in the 
natural systems, but which would negatively affect the economy of 
man-made systems. 

The interesting chemical reactions for energy storage applications accept-
ing direct solar radiation as input use a storing reaction and an energy re-
trieval reaction of the form 

  

A + hν →  B,  
B →  A + useful energy.  

 

An example would be the absorption of one solar radiation quanta for 
the purpose of fixing atmospheric carbon dioxide to a metal complex, for 
example, a complex ruthenium compound. By adding water and heating, 
methanol can be produced, 

 

[M]CO2 + 2H2O + 713 kJ mol-1 →  [M] + CH3OH + 1.5O2. 
 
The metal complex has been denoted [M] in this schematic reaction equa-

tion. The solar radiation is used to recycle the metal compound by reforming 
the CO2-containing complex. The reaction products formed by a photo-
chemical reaction are likely to back-react if they are not prevented from do-
ing so. This is because they are necessarily formed at close spatial separation 

 
CHAPTER 

34 



BENT SØRENSEN 

                                            296

distances, and the reverse reaction is energetically favoured as it is always of 
a nature similar to the reactions by which it is contemplated to regain the 
stored energy. 

One solution to this problem is to copy the processes in green plants by 
having the reactants with a preference for recombination form on opposite 
sides of a membrane. The membranes could be formed by use of surface-
active molecules. The artificial systems consist of a carbohydrate chain con-
taining some 5−20 atoms and in one end a molecule that associates easily 
with water (“hydrophilic group”). A double layer of such cells, with the hy-
drophilic groups facing in opposite directions, makes a membrane. If it is 
closed, for example, forming a shell (Fig. 34.1), it is called a micelle. 

 
 
 
 
 
 
 

Figure 34.1. Double-shell type of 
micelle. The water-accepting 
compounds are illustrated by 
small circles, and the hydrocar-
bon chain molecules are illus-
trated by short lines. 

 
 
 

Consider now the photochemical reaction bringing A to an excited state 
A*, followed by ionisation, 

  

A + hν → A*  
A* + B → A+ + B-. 

 

Under normal circumstances, the two ions would have a high probability 
of recombining, and the storage process would not be very efficient. But if 
A+ can be made to form in a negatively charged micelle, the expelled elec-
tron would react with B to form B- outside the micelle, and B- would not be 
able to react with A+. The hope is, in this way, to be able to separate macro-
scopic quantities of the reactants, which would be equivalent to storing 
meaningful amounts of energy for later use (see Calvin, 1974), but efficien-
cies of artificial photosynthetic processes have remained low (Steinberg-
Yfrach et al., 1998). Recently, a number of matrix structures have been identi-
fied which delay the back-reaction by hours or more, but as yet the retrieval 
of the stored energy is made correspondingly more difficult. The materials 
are layered viologen compounds [such as N,N’-dimethyl-4,4’-bipyridinium 
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chloride, methyl viologen (Slama-Schwok et al., 1992), or zirconium phos-
phate−viologen compounds with Cl and Br inserts (Vermeulen and Thomp-
son, 1992)]. 

The research on photochemical storage of energy is at a very early stage 
and certainly is not close to commercialisation. If the research is successful, a 
new set of storage options will become available. However, it should be 
stressed that storage cycle efficiencies will not be very high. For photo-
induced processes the same limitations exist as for photovoltaic cells, for ex-
ample, only part of the solar spectrum being useful and losses associated 
with having to go through definite atomic and molecular energy states. Fur-
ther losses are involved in transforming the stored chemicals to the energy 
form demanded. 

 

34.2  Superconducting storage 

A magnetic field represents energy stored. When a magnet is charged by a 
superconducting coil (e.g. a solenoid), the heat losses in the coil may become 
practically zero, and the system constitutes an electromagnetic energy store 
with rapid access time for discharging. The maintenance of the coil materials 
(type II superconductors such as NbTi) near the absolute zero temperature 
requires cryogenic refrigeration by liquid helium, for example. Owing to the 
cost of structural support as well as protection against high magnetic flux 
densities around the plant, underground installation is envisaged. A storage 
level of 1 GJ is found in the scientific installation from the mid-1970s at the 
European physics laboratory CERN at Geneva (aimed at preserving magne-
tic energy across intervals between the accelerator experiments performed at 
the laboratory). A 100-GJ superconducting store has been constructed in the 
United States by the Department of Defense, which wants to exploit the fact 
that superconducting stores can accumulate energy at modest rates but re-
lease it during very short times, as required in certain anti-missile defence 
concepts (Cultu, 1989b). This is still a prototype development. Economic vi-
ability is believed to require storage ratings of 10−100 TJ, and one may hope 
to be able to employ high-temperature superconductors in order to reduce 
the cooling requirements (however, limited success has been achieved in 
raising the critical temperature; cf. Locquet et al., 1998). 

Only “type II” superconductors are useful for energy storage purposes, 
since the superconducting property at a given temperature T (below the 
critical temperature which determines the transition between normal and 
superconducting phase) disappears if the magnetic field exceeds a critical 
value, Bc(T) (“magnetic field” will here be taken to mean “magnetic flux 
density”, a quantity that may be measured in units of tesla = V s m-2). Type 
II superconductors are characterised by high Bc(T), in contrast to type I su-
perconductors. 
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A magnetic field represents a store of energy, with the energy density w 
related to the magnetic flux density (sometimes called “magnetic induc-
tion”) B by 

 

w = B2 / (2µ0), 
 

where µ0 (= 1 26 × 10-6 henry m-1) is the vacuum permeability. On connecting 
the superconducting coil to a power source, the induced magnetic field rep-
resents a practically loss-free transfer of energy to the magnetic storage. By a 
suitable switch, the power source may be disconnected and energy could 
later be retrieved by connecting the coil to a load circuit. Cycle efficiencies 
will not be 100%, owing to the energy required for refrigerating the storage. 
Since the magnetic field must be kept below the critical value, increased ca-
pacity involves building larger magnets. 

Conventional circuit components such as capacitors also represent an en-
ergy store, as do ordinary magnets. Such devices may be very useful to 
smooth out short-term variations in electrical energy flows from source to 
user, but are unlikely to find practical uses as bulk storage devices. 
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1 
Find out what kinds of hourly and seasonal variations one can expect for the 
power production of a photovoltaic array mounted on an inclined rooftop in 
the area where you are living. 

You will need some solar radiation data for your local region. Satellite 
sources usually only contain data for horizontal surfaces, so it is better to 
find locally measured data for inclined surfaces suitable for solar panels. If 
such data are difficult to find, perhaps you can find separate solar radiation 
data for the direct and scattered parts (or for the direct and for the total ra-
diation, from which you can derive the scattered radiation, at least if you as-
sume it to be identical for any direction within a hemisphere). Such datasets 
are contained in the so-called reference-year data, which architects and con-
sulting engineers use for design of buildings. They exist for one or more city 
location in most countries of the world and allow you to calculate the total 
solar radiation falling on a particular inclined surface at a particular time of 
the day and the year (translating into a particular direction to the Sun, so 
that manipulating direct radiation becomes a simple geometric transforma-
tion.  If you need help to do this, look in Chapter 3 of Sørensen, 2004). 

Further, you will have to make assumptions on the functioning of the so-
lar photovoltaic system. Assume as a beginning that it has a fixed efficiency 
for all the light from the Sun. If you want to go further, you could include 
wavelength-dependence of the panel efficiency, but in that case you would 
need to know the frequency composition of the incoming radiation, which is 
more likely to be available from the satellite data that may be found on the 
Internet. 
 

2 
Discuss the production of heat of the temperature TL from an amount of heat 
available, of temperature T above TL, and access to a large reservoir of tem-
perature Tref below TL. 

Quantities of heat with temperatures T and Tref may be simply mixed in 
order to obtain heat of the desired temperature. 

Alternatively, a thermodynamic cycle may be used between the tempera-
tures T and Tref to produce a certain amount of mechanical or electrical en-
ergy, which then is used to power the compressor of a heat pump, lifting 
heat from Tref to the desired temperature TL. 

As a variant, use a thermodynamic cycle between the temperatures T and 
TL, producing less work but on the other hand providing reject heat at the 
desired temperature. Again, a heat pump is used to provide more heat of 
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temperature TL on the basis of the work output from the thermodynamic cy-
cle. 

What are the simple and the second law efficiencies in the individual 
cases? 

 

3  
Discuss design aspects of a propeller-type wind energy converter for which 
no possibility of changing the overall pitch angle θ0 is to be provided. 

Consider, for instance, a design similar to the one underlying Figs. 9.3-
9.8, but which is required to be self-starting at a wind speed of 2 m s-1 and to 
have its maximum power coefficient at the wind speed of 4 m s-1. Find the 
tip-speed ratio corresponding to this situation for a suitable overall pitch 
angle θ0 and for given assumptions on the internal torque Q0(Ω), e.g. that Q0 
is independent of the angular velocity Ω, but proportional to the third 
power of the blade radius R, with the proportionality factor being given by 

 

Q0 = 10-3 πρR3u2
cut-in, 

 

with ucut-in = 2 m s-1. 
Compare the power produced per square metre swept at a wind speed of 

4, 6 and 10 m s-1 to that which could be derived from a solar cell array of the 
same area. 

For an actual design of wind energy converters, the blade shape and 
twist would not be given in advance, and one would, for a device with fixed 
angular velocity, first decide on this angular velocity (e.g. from generator 
and gearbox considerations) and then choose a design wind speed and op-
timise the blade shape c(r) and blade twist θ(r), in order to obtain a large 
power coefficient at the design speed and possibly to avoid a rapid decrease 
in the power coefficient away from the design point. 

The blade shape c(r), of course, depends on blade number B, but to low-
est order, the performance is independent of changes, which leave the prod-
uct of c(r) for the individual blades and B unchanged. Name some other 
considerations that could be of importance in deciding on the blade number. 

 

4 
In Section 8.2, a maximum power coefficient Cp far above unity is suggested 
for certain cases of sail-driven propulsion on friction-free surfaces. Is this not 
a contradiction, like taking more power out than there is in the wind? 

(Hint: Cp is defined relative to the wind power per unit area, which is of 
immediate relevance for rotors sweeping a fixed area. But what is the area 
seen by a sail-ship moving with velocity U?). 
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5 
Based, for example, on local data such as those suggested in problem 1, 
what is the ratio between the daily amount of solar radiation, which on a 
clear day at different seasons intercepts a fully tracking collector system, 
and that reaching a flat plate of fixed, south-facing orientation and a certain 
tilt angle s? 

What is the relative importance of east−west tracking alone and solar 
height tracking alone? 

 

6  
Discuss shore-based wave energy converters, e.g. based on letting the wave 
trains ascend an inclined (and maybe narrowing) ramp, such that the kinetic 
energy is converted into potential energy of elevation, which may be used to 
drive a turbine. 

The simple solutions for gravity waves in a deep ocean, which were con-
sidered in the beginning of Chapter 13, cannot be used directly for waves 
approaching the shallow coastal waters. However, it may be assumed that 
the wave period remains unchanged, but that the amplitude a of the wave 
surface increases in such a way that the total power remains constant as the 
velocity potential becomes altered due to the boundary condition of no mo-
tion at the sea bottom. This assumption implies the neglect of frictional dis-
sipation at the sea floor. 

There is a maximum ramp height that will permit a wave to reach the top 
and cross it into an elevated reservoir. If the turbine used requires a larger 
height to function well, a narrowing ramp construction may be used to give 
some fraction of the water mass the desired elevation. 

 
 

7 
Combine biomass productivity data (a global map may be found in B. 
Sørensen: Biomass for energy: how much is sustainable?, which can be 
downloaded from the download-section at http://energy.ruc.dk; otherwise 
assume 1-2% of incoming solar radiation converted into biomass) with esti-
mated efficiencies of fuel production by anaerobic fermentation processes 
(Chapter 22) to give overall conversion efficiencies of bioconversion of solar 
energy into fuels. 
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Compare this to other methods of converting solar radiation into me-
chanical or electrical work, and discuss relative virtues other than conver-
sion efficiency. 
 

8 
Estimate the magnitude of and seasonal variation in energy contained in 
stored food, separately for standing crops on the field, for livestock to be 
used for food, and for actually stored food (in grain stores, supermarkets, 
freezers, etc.). Compare food energy stored to the energy value of emer-
gency stores of oil and natural gas, for example, for your own country. 

Hint: Data will have to be found at many different places. Some are in 
Chapter 6 of Sørensen (2004). You could estimate energy stored in super-
markets by your own spot checks of the declarations on typical food prod-
ucts, which should include their energy content. 

 

9  
Estimate the potential world production of equivalent crude oil from Eu-
phorbia plants, assuming only arid land to be utilised and annual harvest 
yields of 40 MJ m-2. Areas of different types of land, including arid land, 
may be found on the Internet. 

 

10 
Consider a continuous operation biogas digester for a one-family farm. The 
digester feedstock is pig slurry (collected daily) and straw (stored). The bio-
gas is used for cooking, for hot water, and for space heating. Estimate the 
load curves for different seasons and calculate the volume of uncompressed 
gas storage required, if load is to be met at any time during the year. 

 

11 
Consider pure methanol- and pure ethanol-driven cars, and for comparison 
a gasoline-driven car, weighing 800 kg and going on average 18 km per litre 
of gasoline and 500 km on a full tank. Calculate the mass penalties for 
methanol and ethanol fuel tanks, if the same operation range is required. 
Assume that the fuel usage varies linearly with total mass of the car. 
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12 
Consider a thermal storage of temperature T (say, 200°C) aimed at receiving 
electric energy through a heat pump (with access to a reservoir of tempera-
ture Tref) and delivering electrical energy by means of a thermodynamic en-
gine cycle (available coolant also of temperature Tref). What is the theoretical 
maximum cycle efficiency, and what can be expected in practice? 
 

13 
Discuss energy and power levels for the following “natural hydro energy” 
concept. Behind a seashore mountain chain there are a number of elevated 
water reservoirs (e.g. 200 m above sea-level). The sea is characterised by a 
high evaporation rate (using solar energy), and the prevailing winds carry 
the evaporated water towards the coast, where a high percentage of the wa-
ter returns as rain over the mountain region reservoirs (or imagine that pre-
cipitation is stimulated by seeding the clouds with some kind of condensa-
tion nuclei). Sample evaporation and precipitation rates may be found in 
meteorological tables or may be extracted from Chapter 2 of Sørensen 
(2004). 

The water is returned from reservoirs to the sea through hydropower 
plants. In a refined model, storage losses from the reservoirs due to evapora-
tion should be included. 
 

14 
On the basis of time sequences of data for an automobile (e.g. your own), try 
to construct a load-duration curve for the entire period. Based on this, esti-
mate a suitable level of rated power, if the engine should only cover average 
load, and specify the amount of storage needed for operating a hybrid car 
with a fuel-based engine rated at the average power needed, a battery store 
and an electric motor capable of delivering the maximum power required. 
The electric motor can to a good approximation be considered loss-free. 

Hint: A load-duration curve shows the fraction of time during which 
power demand exceeds a given value as a function of that power value. 
 

15 
Construct the load-duration curve for space heating of a dwelling at your 
geographical location. Assume that this load is to be covered by an energy 
converter providing constant power year round and that loss-free heat stor-
age is available. Determine the magnitude of the constant converter output 
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that, through use of the storage, will suffice to cover the load at all times. 
Further, determine the minimum storage size needed. Compare the constant 
converter output to the range of power provided by currently used heating 
systems. Use estimated losses for actual storage systems that may be rele-
vant to assess what the required storage capacity would be in case the stor-
age involved realistic losses. 
 

16 
A steam turbine power plant with a steam temperature of 700 K and a con-
denser temperature of 350 K has an efficiency of 0.36 (electric output energy 
divided by input steam energy), and the turbine efficiency is 20% less than 
the Carnot efficiency (εmax). Calculate the efficiency of the electric generator. 
 

17 
An electric vehicle of mass 1000 kg excluding the battery is designed for a 
50-km range in a city driving cycle. The vehicle is equipped with a new 500-
kg battery, and the average energy consumption is measured to be 0.3 kWh 
km-1 (from the battery). At a speed of 36 km h-1 the required acceleration is 
2.0 m s-2, and the power required to overcome the frictional losses is one-
third of the total power required. Do the same calculation for an acceleration 
a = 1.5 m s-2. 
-  Calculate the required average energy density of the new battery. 
-  Calculate the required power density of the new battery. 
-  What type of battery could fulfil these requirements (alone or in combina-

tion as a hybrid system such as the one considered in problem 14)? 
 

18 
Estimate the total hydro resource available for storage applications for a 
country or region. Characterise the natural reservoirs in terms of water vol-
ume and feasible turbine head, and identify the geological formations that 
could be considered for underground reservoir construction. In this way ar-
rive at rough storage capacities for short- and long-term storage separately. 
This may be repeated for different regions and results compared. 
 

19 
Use (32.7) to express the compressed storage energy (32.6) in terms of the 
temperature difference T — T0 rather than in terms of the pressure P. 
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20 
Compare the energy needed to compress a certain amount of air by an adia-
batic process with that required for an isothermal and an isobaric process. 
 

21 
Calculate the shape factor for a thin-rim-type flywheel, as well as mass and 
volume specific energy density, assuming the material to be steel. Do the 
same calculation numerically for some of the flywheel types shown in Fig. 
31.3 (using data from Tables 31.1 and 31.2) and compare the properties. Dis-
cuss priorities for various types of application. 
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A       
Absorber, see Collector, Solar energy 

conversion       
Absorptance, 140-141    
Absorption,       
   of light in solar cell, 103-108    
   of ocean waves, 90      
Absorption cooling cycle, 163-164     
Acceptor level, 98    
Airfoil theory, 38-42     
Alternating current transmission, 228-

229      
Amorphous solar cells, 116-118     
Anaerobic process, 196-200     
Anode losses, 172-173     
Aquifer storage, 276, 281-182    
Aquifers, 30  
Axial interference factor, 37      
       
B       
Batteries, 169-172, 262, 288-294  
Bernoulli's theorem, 10      
Betz limit, 38, 67-68 
Bias, of semiconductor junction, 103      
Bio-energy, see Biological energy con-

version and storage       
Biogas, 195-205     
Biological energy conversion and stor-

age, 195-213 
   efficiency of conversion, 188, 204, 210, 

213, 221    
   gaseous fuel production, 195     
   heat production, 188      
   liquid fuel production, 207      
Biomass energy, see Biological energy 

conversion       
Blade-element theory of wind convert-

ers, 43-48    
Boltzmann distribution, 102      
Booster mirrors, 155     
Brayton cycle, 14-15    
Brine screw, 30     
Burning, 186      
       
 

C       
Carnot cycle, 5-6     
   efficiency of, 6      
Cathode losses, 171-172    
Characteristic of solar cell, 104 107     
Chemical potential, 7    
Coefficient of performance (COP), 15     
Cogeneration, 22      
Collector, solar, 137 , see also Solar en-

ergy conversion     
Combined cycle, see Cogeneration       
Composting, 191     
Compressed air storage, 262, 275     
Concentrating solar collectors, 120      
Concentration ratio of solar collector, 

120-126     
Conduction band, 96      
Conductor, 98      
Coning, 56      
Convective energy transport, 145      
Conversion of energy, see Energy con-

version       
Cooling cycle, 15, 163     
Cross-wind converters, 64      
Currents,       
   conversion of energy in, see Turbines       
Cusp collectors, 155      
Cyclic processes, 5, 14     
       
D       
Darcy, 282     
Darrieus rotor, 64     
Dialytic battery, 182      
Diesel cycle, 14      
Direct current transmission, 228      
Direct energy conversion, see Energy 

conversion processes, principles of       
Dissipation of energy, 7 , see also Fric-

tional dissipation, Attenuation, etc.     
District heating, 225 , see also Commu-

nity-size heating systems     
Donor level, 98     
Doping of semiconductor material, 98      
Drag forces, 38-42     
Driven cell, 169      



SUBJECT INDEX 
 

 
 
324

Drying, by sun, 188      
Ducted rotors, 69 , see also Turbines     
       
E       
Effective mass of electron in semicon-

ductor, 100        
Efficiency of energy conversion, see 

Energy conversion processes, effi-
ciency of       

Electric field, 11      
Electricity production,       
   geothermal, 30     
   hydro- and tidal power, 76     
   photovoltaic, 94      
   quality of wind-produced electricity, 

74     
   solar thermal, 22, 159     
   wave energy based, 83    
   wind turbine/asynchronous genera-

tor, 55     
   wind turbine/synchronous d.c. gen-

erator, 53     
   with use of ocean thermal gradients, 

31      
   with use of salinity gradients, 182      
Electric transmission, see Energy 

transmission       
Electrochemical energy conversion, 169      
Electrolysis, 178, 284     
Electrolyte resistance, 172     
Emission current of electrons, 20      
Emittance, 141      
Energy bands in solids, 98      
Energy conservation, see Energy con-

version processes, efficiency of       
Energy conversion processes, see Solar 

energy conversion, Wind energy 
conversion, Wave energy conver-
sion, etc.     

   efficiency of, 9, 77, 89, 153, 157, 160 
   principles of, 3      
Energy forms, 4      
Energy storage, 234, 261    
   cold, 163      
   cycle efficiency of, 262     
   energy density in, 262      
   heat, 138, 149-150, 234-259   
   high-quality, 261-298    

   latent heat, 250     
   sensible heat, 234, 262    
Energy transmission, 223-233      
   as heat, 224      
   by conducting lines, 228     
   by microwaves, 232    
   by superconducting lines, 230-231     
Engines, see Thermodynamic engines      
Enthalpy, 5     
Entropy, 4      
Ericsson cycle, 14, 22     
Ethanol production, 209      
Extensive variables, 8      
       
F       
Faradays constant, 170, 284    
Fermentation, 195    
Fermi energy, 17, 98     
Fermi-Dirac distribution, 17      
First law efficiency, 11      
First law of thermodynamics, 11     
Flat-plate solar collector, 140      
Flywheel storage, 262, 267     
Focusing solar collectors, 120, 155     
Fossil fuels,       
   present usage, 186      
   recoverable reserves, 186      
Foundations, off-shore wind, 62-63     
Francis turbine, 77     
Free energy, 7    
Free stream turbine, 35      
Fresnel formula, 143      
Fresnel reflectors and lenses, 156      
Fuel cells, 169, 174     
   efficiency, 176      
   vehicle use, 177      
Fuel production from biological mate-

rial, 195  
Fuels, energy density of, 262     
       
G       
Gearbox exchange ratio, 50      
Geothermal energy, 30     
   conversion of, 30     
Gibbs potential, 7     
Glauber salt, 252      
Gray surface, 140-142     
Gray-body emitters, 140     
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Grid, electric, see Transmission of 
power       

 
H       
Heat exchanger, 29, 160 
Heat flow in pipes, 225-227   
Heat of fusion storage, 250     
Heat pipe, 20, 227    
Heat pump, 26      
Heat storage, see Energy storage, heat 
Heat transfer coefficient, 29, 225 
Heating systems,      
   biological, 191-194   
   direct, 188-191  
   geothermal, 30      
   heat pump, 26  
   solar, 149-156 
   wind, 74-75   
Helmholtz' potential, 8     
Hetero-junction, 107-108     
Hole description of electron vacancies, 

98      
Hopping, of electrons,       
Hot water production, see Heating sys-

tems, hot water       
Hybridisation of atomic orbitals, 95     
Hydrogen fuel use, 174-178     
Hydrogen production, 283-287     
Hydrogen storage, 577 -579     
Hydropower, 76   
   pumped storage, 261      
   turbine types and efficiency, see Tur-

bines       
       
I       
Impurities in solids, 99   
Induced current, 81      
Insulation materials, heat, 240     
Intensive variables, 7   
Irreversible thermodynamics, 7-9     
       
K       
Kutta-Joukowski theorem, 39     
       
L       
Lattice structure, 97    
Lift forces, 40     
Lorentz force, 81     

       
M       
Magnetic storage, 297   
Magnetohydrodynamic (MHD) con-

verter, 81    
Manure, composting of, 191      
Metabolic heat, of livestock, 193      
Metal hydride storage, 259, 286-287     
Methane production, 194      
Methanol, use as a fuel, 176, 262, 287    
Mobility of electrons, 106      
Monocrystalline solar cells, 112      
Multicrystalline solar cells, 114      
       
N       
Nagler turbine, 77     
Nanofibre storage, 287     
Natural gas reserves, 186     
Network, electrical, see Transmission 

of power       
       
O       
Ocean thermal gradients, electricity 

generation from 31-32 
Ohmic losses, 228-229     
Ohm's law, 9    
Oil reserves, 186    
Onsager relations, 8      
Optical systems, 120    
Orbital theory of molecules, 94    
Organic solar cells, 127   
Otto cycle, 14-15     
       
P       
Panemone, see Cross-wind converter       
Parabolic solar collectors, 154  
Particles,       
   in buildings, 190-191     
Pelton turbine, 77      
Permeability, electric in vacuum, 298      
Permeability, soil, 282 
Photoelectrochemical cells, 127     
Photolysis, 179, 295-297    
Photovoltaic conversion, 94  
   efficiency, 111-113,      
   temperature dependence, 111      
Pipeline transport, 225, 232     
Pitch angle, 47      
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p-n junction, 99     
Power coefficient, of wind energy con-

verter, 38, 47, 67, 69 
Primary battery, 169      
Propeller-type converters, 43, 76     
Pumped hydro storage, 262      
Pumping devices,       
   solar, 165-166    
   wind-driven, 75      
Pyrolysis, 216-220    
       
Q       
Quantum efficiency, of solar cell, 108      
       
R       
Rankine cycle, 14, 164    
Recombination lifetime, 106      
Recycling of materials, 204     
Refrigeration cycle, 15    
Regenerative fuel cell, 169      
Resistance, electric, 228      
Reversible fuel cell, 169, 285, 293    
Reynolds number, 40     
Rock storage, 248     
       
S       
Sail-ships, energy conversion by, 38-41 
Salinity differences, electricity from, 

179 
Salt dome storage of gas, 283, 286      
Salt storage of heat, 245-247   
Satellite solar power, 125-126    
Savonius rotor, see Cross-wind con-

verter       
Second law efficiency, 12, 35     
Secondary battery, 169   
Seebeck coefficient, 18     
Selective surface, 141     
Self-starting wind turbines, 67, 52     
Semiconductor theory, 94  
Sensible heat, 235  
Short-circuit current of solar cell, 105     
Shottky junction, 108   
Soil, energy storage in 244     
Solar cell, 103, 109     
   modules, 119     
   optical subsystem, 120      
   concentrators, 120 

Solar energy conversion, 93     
   concentrating collectors, 120, 153    
   distillation, 167      
   electricity production, 159     
   flat-plate collector, 140, 161     
   focusing systems, 156      
   heat production, 137       
   passive heating and cooling, 137-139     
   photo-thermoelectric converters, 160-

161 
   photovoltaic converters, 109-119    
   pumps, 165-166     
   refrigerators, 164      
   tracking systems, 153      
   work delivered by hot-air engine, 22      
Solar pond, 139      
Solar still, 167     
Stacked solar cells, 115      
Standard reversible potential, 171      
Steady-state flow, 11  (non-steady flow, 

54)     
Stirling cycle, 14, 165   
Storage, stored energy, see Energy 

storage       
Stratification of water storage tempera-

tures, 243, 245     
Stream flow converters, see Turbines       
Streamtube model, 43, 57     
Superconducting storage, 262, 297     
Superconducting transmission lines, 

230 
Surface recombination velocity, 105-107    
       
T       
Tangential interference factor, 45     
Tensile strength, 268  
Thermal equilibrium, 102     
Thermionic generator, 19  
Thermocouple, 17     
Thermodynamic engines, 13-16, 22-25     
Thermodynamic equilibrium, 8    
Thermodynamic laws, 8-12     
Thermodynamic theory, 7    
Thermoelectric generator, 17 
Thin-film solar cells, 118  
Tidal energy, 79 
Tip-loss factor, 48  
Tip-speed ratio, 48 
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Tip-vane, 71 
Torque, 11 
Tracking systems of solar collectors, 

153 
Transmission,       
   of heat, 225 
   of power, 228 
Transmission-absorption product, 143     
Transmittance, 142 
Transport of energy, 224 
Tuning of wave energy converter, 89    
Turbines, 35, 76     
Twist, of airfoil, 49 
       
U       
Utility system, electric, 228    
       
V       
Valence band, 98 
Voltage factor, 109-110 
Vorticity, 48, 73 
       
W       
Wake, 38 
   of wind turbines, restauration of 

wind profile in, 59-62  
Waste heat, utilisation of, 22  
Waste, utilisation of energy in, 188-194     
Water storage, 235 
Wave energy conversion, 83 
   oscillating vane converter, 90   
   pneumatic converter, 86 
Wind, restoration of kinetic energy in 

61 

Wind energy conversion, 38, 43     
   arrays of converters, 61-62   
   augmenting devices, 68 
   blade-element theory, 43 
   cross-wind converters, 64 
   delta wing and artificial tornado con-

cepts, 72-73 
   ducted rotors, 69 
   efficiency, 38 
   electricity production, 74 
   fuel production, 74 
   heat production, 74 
   height scaling, 63 
   momentum theory of, 35 
   multiple streamtube model of Dar-

rieus rotor, 65 
   non-uniform wind conditions, 56 
   off-shore foundation, 62   
   propeller-type converters, 43 
   pumping, 74 
   streamtube models, 43, 64     
   tip-vane rotors, 71 
   wind field behind converter, 60 
Wind parks, see Wind energy conver-

sion, arrays of converters       
Wind power, wind turbine, see Wind 

energy conversion       
Wing theory, 38-42 
Wood energy, 188, 262 
       
Y       
Yawing of wind energy device, 51-55     
Yeast fermentation, 197-199   

 


	cover.jpg
	sdarticle.pdf
	sdarticle_001.pdf
	sdarticle_002.pdf
	sdarticle_003.pdf
	sdarticle_004.pdf
	sdarticle_005.pdf
	sdarticle_006.pdf
	sdarticle_007.pdf
	sdarticle_008.pdf
	sdarticle_009.pdf
	sdarticle_010.pdf
	sdarticle_011.pdf
	sdarticle_012.pdf
	sdarticle_013.pdf
	sdarticle_014.pdf
	sdarticle_015.pdf
	sdarticle_016.pdf
	sdarticle_017.pdf
	sdarticle_018.pdf
	sdarticle_019.pdf
	sdarticle_020.pdf
	sdarticle_021.pdf
	sdarticle_022.pdf
	sdarticle_023.pdf
	sdarticle_024.pdf
	sdarticle_025.pdf
	sdarticle_026.pdf
	sdarticle_027.pdf
	sdarticle_028.pdf
	sdarticle_029.pdf
	sdarticle_030.pdf
	sdarticle_031.pdf
	sdarticle_032.pdf
	sdarticle_033.pdf
	sdarticle_034.pdf
	sdarticle_035.pdf
	sdarticle_036.pdf
	sdarticle_037.pdf
	sdarticle_038.pdf

